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AFinite-timeConvergentObserverwithRobustness to

Piecewise-constantMeasurementNoise ?

Yuchun Li a, Ricardo G. Sanfelice a

aDepartment of Computer Engineering, University of California, 1156 High Street, Santa Cruz, CA 95064, USA.

Abstract

Motivated by the design of observers with good performance and robustness to measurement noise, the problem of estimating
the state of a linear time-invariant system in finite time and robustly with respect to measurement noise is considered. Using a
hybrid systems framework, a hybrid observer producing an estimate that converges to the plant state in finite time, even under
unknown piecewise-constant noise, is presented. The stability and robustness properties of the observer are shown analytically
and validated numerically.

Key words: Estimation; Observer; Robustness.

1 Introduction

For a linear time-invariant system defined as

ẋ = Ax, y = Hx+m, (1)

where x ∈ Rn, y ∈ Rp, and m : R≥0 → Rp denotes
measurement noise, a Luenberger observer is given by

˙̂x0 = Ax̂0 − L0(ŷ0 − y), ŷ0 = Hx̂0. (2)

It leads to the estimation error e0 := x̂0 − x with dy-
namics

ė0 = (A− L0H)e0 + L0m. (3)

The matrices A, H, and L0 are of appropriate dimen-
sions. When the plant (1) is observable, the gain L0 can
be chosen such that the rate of convergence of (3) is
arbitrarily fast; however, due to the term L0m in (3),
large gain amplifies the effect of measurement noise. In
fact, the design of observers in form (2) involves a trade-
off between the rate of convergence and robustness to
measurement noise [1,2]. For different observer struc-
tures, researchers have proposed ways to balance this
tradeoff. In many applications, using two sets of gains
for the observer, one optimized for rate of convergence
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and the other one for robustness, works well. Recent re-
sults following such an approach involve the hybrid ap-
proach in [3], consisting of resetting the gain according
to the plant’s output norm, the piecewise-linear gain
method in [4], which compensates the steady-state and
bounds on transient behavior simultaneously, the non-
linear adaptive high-gain observer in [5], and the on-
line gain scheduling high-gain observer in [6]. In [7], a
distributed state observer is proposed to relax the said
tradeoff.

For scenarios where fast rate of convergence is of main
importance, several observer architectures that guaran-
tee finite time convergence of the estimates without mea-
surement noise are available in the literature. These in-
clude those using the properties of the solutions of multi-
ple observers, see, e.g., [8–11], using measurement-based
state updates [12], and those exploiting an homogene-
ity property, see, e.g., [13–16]. When noise is present in
the measurements of the state of the plant, a tradeoff
between rate of convergence and robustness to measure-
ment noise is also expected in finite-time convergent ob-
servers. In fact, consider the finite-time convergent ob-
server proposed in [8] without noise, i.e., m ≡ 0 and
y = Hx, which is defined as 1

˙̂xi(t)=Ax̂i(t)−Li(Hx̂i(t)−y(t)) ∀t 6=kδ, k∈N,
x̂+
i =K̃1,i(k)x̂1(t)+K̃2,i(k)x̂2(t) ∀t=kδ, k∈N,

(4)

1 x̂+
i (t) := limt′↘t x̂i(t

′), where t ∈ [0,∞) is a time instant

at which a jump occurs. Equivalently, at times, we write x̂+
i .
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for each i ∈ {1, 2}, where N := {1, 2, 3, . . . }; x̂1, x̂2 ∈ Rn;
δ > 0;F1 = A−L1H,F2 = A−L2H, andL1, L2 ∈ Rn×p;
K̃2,i(1) = (I − exp(F2δ) exp(−F1δ))

−1 and K̃1,i(1) =

I − K̃2,i(1); K̃1,1(k) = I, K̃2,1(k) = 0 for each k ∈
{2, 3, 4, . . . }; K̃1,2(k) = 0, K̃2,2(k) = I for each k ∈
{2, 3, 4, . . . }; see [8,9] for more details. The parameter δ
defines the time that e+

i (δ) = 0 for each i ∈ {1, 2}, where
the ei’s define the estimation error, i.e., ei := x̂i − x.
Based on [8,9], finite-time convergence occurs (at t = δ)

when x̂1(0) = x̂2(0) if K̃1,i(1) and K̃2,i(1) are well de-
fined, which is guaranteed when parameters L1, L2, and
δ are chosen to satisfy the following conditions:

Assumption 1.1
The parameters L1, L2 ∈ Rn×p and δ > 0 are such that

(A1) Fi = A− LiH is Hurwitz for each i ∈ {1, 2};
(A2) I − exp(F2δ) exp(−F1δ) is invertible.

Figure 1(a) illustrates the tradeoff between rate of con-
vergence and robustness to measurement noise when (4)
is used for the scalar plant ẋ = ax, y = x + m. For
constant noise m, the x-axis of the plot denotes the
time when the estimate is reset and the y-axis denotes
the corresponding error after the reset; in particular, it
shows |e+

1 | at t = δ. Note that e+
2 = e+

1 . It can be seen
that the sooner the observer jumps (δ small), the larger
the effect of measurement noise after the reset would
be. This trend can be justified analytically by studying
(4) with measurement noise. Because of the presence of
noise, at the reset time δ, the estimate x̂1, x̂2 initialized
at x̂1(0) = x̂2(0) will not be mapped to x. Instead, the
error after the jump is given by

e+
i (δ)=

m

exp(ã2δ)−exp(ã1δ)

(
L1

ã1
exp(ã2δ) (exp(ã1δ)−1)

−L2

ã2
exp(ã1δ)(exp(ã2δ)− 1)

)
, (5)

where ãi = a− Li and m is considered constant for the
time being. Let a = −0.05, L1 = 0.01 and L2 = 0.02.
The evaluation of (5) leads to the plot in Figure 1(a).
Figure 1(b) illustrates the said tradeoff by comparing a
trajectory of (4) with the one of the Luenberger observer
in (2) with gain L0 = 0.02. The red dot line denotes the
evolution of the scalar plant (x ≡ 0), the black dash-dot
line denotes the trajectory of the Luenberger observer,
while the blue solid line denotes the estimation from
observer (4), namely, x̂2 (x̂1 has similar behavior) with
δ = 2. Due to the jump, the estimation from observer (4)
approaches zero much faster than that of the Luenberger
observer, however, convergence of the estimate does not
occur in finite time. 2

2 The effect of measurement noise pointed out above
is generic for the scalar system under analysis. In
fact, for a general bounded (measurable) noise signal
t 7→ m(t), e+

i (δ) can be upper bounded by e+
1 (δ) =
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(a) Tradeoff between the rate
of convergence and the effect
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stant) for a scalar plant.
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(b) Performance of the
finite-time convergent ob-
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for the zero solution to (1).

Fig. 1. Effect of noise m on the finite-time convergent ob-
server in (4).

To overcome the negative effect of measurement noise in
the finite-time convergent observer (4), building from the
construction in [17, Example 7.6], we propose a hybrid
observer that, for constant or piecewise-constant noise
m, estimates the state of the plant in finite time with
zero error. Under the presence of generic measurement
noise and a class of unmodeled dynamics, the proposed
observer also induces a KL-like estimate in the estima-
tion error. In particular, it compensates for the effect of
the piecewise-constant bias portion of the generic noise.
The strategy proposed here combines the estimates pro-
duced by a pair of Luenberger observers, which, when no
noise is present, induces a KL bound relative to the set
of points where the plant and estimates coincide. More-
over, to handle the noise, an additional variable is used
to exactly estimate the measurement noise after a finite
number of jumps. By estimating the noise at jumps, a
final estimate converging to the plant’s state after fi-
nite jumps is generated. While estimation of constant
noise can be performed with tools already available in
the literature, the new hybrid observer not only induces
an asymptotic stability property that is robust (to gen-
eral noise and to a class of unmodeled dynamics), but
also, when the noise is piecewise-constant, the noise es-
timate converges to the actual noise after no more than
three consecutive jumps, allowing for perfect estimation
of the plant’s state in finite time. Note that many bias
estimation techniques in the literature involve sign func-
tions (see, e.g., [18]), which makes the establishment of
robustness somewhat difficult.

e+
2 (δ) ≤ Γ(δ), where the function δ 7→ Γ(δ) is de-

fined as Γ(δ) =
∣∣∣ exp (ã2δ)

exp (ã2δ)−exp (ã1δ)

∣∣∣ |L1|
|ã1|

supt∈[0,δ] |m(t)| +∣∣∣ exp (ã1δ)
exp (ã2δ)−exp (ã1δ)

∣∣∣ |L2|
|ã2|

supt∈[0,δ] |m(t)|. Without loss of gen-

erality, letL2 > L1 > 0. Then, it follows that limδ→0+ Γ(δ) =

∞ and limδ→∞ Γ(δ) = |L2|
|ã2|
|m|∞. Moreover, it can be shown

that dΓ
dδ

(δ) < 0 for all δ ≥ 0. Therefore, the function Γ is
strictly decreasing. The upper bound (though it is conserva-
tive) implies the same tradeoff between the error after reset
and the reset time. More results about the effect of noise to
(4) are presented in Appendix B.
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The remainder of this paper is organized as follows.
Section 2 introduces notations and the hybrid systems
framework employed in this work. Section 3 presents
the proposed hybrid observer. In that section, its sta-
bility and finite-time convergence properties are estab-
lished. Furthermore, also in Section 3, the robustness of
the proposed hybrid observer to piecewise-constant and
general noises as well as a class of unmodeled dynamics
are given in terms of KL-like bounds. Section 4 presents
numerical results validating and highlighting the robust-
ness properties of the proposed observer.

2 Preliminaries

2.1 Notation

N0 denotes the set of natural numbers including
zero, namely, N0 := {0, 1, 2, 3, . . . }. R≥0 denotes
[0,∞). Given vectors ν ∈ Rn and w ∈ Rm, |ν| de-

fines the Euclidean vector norm |ν| =
√
ν>ν, and

[ν> w>]> is equivalent to (ν, w). Given a matrix
A ∈ Rn×n, eig(A) denotes the set of all eigenval-
ues of A; µ(A) := max{λ/2 : λ ∈ eig(A + A>)};
µ(A) := min{λ/2 : λ ∈ eig(A+A>)}; A is called dissi-

pative if µ(A) < 0; |A| := max{|λ| 12 : λ ∈ eig(A>A)};
κ(A) := min{|X| |X−1| : A = XJX−1} where J is
the Jordan normal form of A; α(A) := max{Re(λ) :
λ ∈ eig(A)}; α(A) := min{Re(λ) : λ ∈ eig(A)}; with
p ∈ N, diagp(A) defines a diagonal square matrix which
has p sub-matrices A on the diagonal. The set B de-
notes the open unit ball centered at the origin in a
Euclidean space. Given a function f : Rn → Rp, its
domain of definition is denoted by dom f , i.e., dom
f := {x ∈ Rn : f(x) is defined}. Given a function
R≥0 3 t 7→ m(t) ∈ Rn, |m|∞ := supt∈domm |m(t)| and
|m|δ := supt∈[0,δ]∩domm |m(t)|. Given a set B ⊂ Rn,

the indicator function χB : Rn → {0, 1} is defined as
χB(x) := 0 if x /∈ B, and χB(x) := 1 if x ∈ B. A func-
tion β : R≥0 ×R≥0 → R≥0 is a class-KL function if it is
nondecreasing in its first argument, nonincreasing in its
second argument, limr↘0 β(r, s) = 0 for each s ∈ R≥0,
and lims→∞ β(r, s) = 0 for each r ∈ R≥0. Given a point
y ∈ Rn and a closed set A ⊂ Rn, |y|A := infx∈A |x− y|.
The set {vi}i∈{1,2,...,n} defines an orthonormal basis
for Rn, where each column vector vi contains the only
nonzero element 1 at the i-th entry. Given matrices A
andB with proper dimensions, He(A,B) := A>B+BA.

2.2 Preliminaries on hybrid systems

In this paper, a hybrid system H has data (C, f,D, g)
and is defined by

ż = f(z, u) z ∈ C,
z+ = g(z, u) z ∈ D,

(6)

where z ∈ Rn̄ is the state, u ∈ Rp̄ is the input, f defines
the flow map which captures the continuous dynamics
and C defines the flow set on which f is effective. The
map g defines the jump map and models the discrete
behavior, while D defines the jump set, from which dis-
crete dynamics are allowed. Given an input u, a solution
to H is given by the pair (z, u), which is parametrized
by (t, j), where t denotes ordinary time and j denotes
the jump time. (When the system has no input or its
input is zero, its solution will be given by z.) Hybrid
time domains are subsets E of R≥0 × N0 that, for each
(T, J) ∈ E, E ∩ ([0, T ] × {0, 1, . . . , J}) can be written

in the form ∪J−1
j=0 (Ij , j) for some finite sequence of times

0 = t0 ≤ t1 ≤ t2 ≤ · · · ≤ tJ , where Ij := [tj , tj+1]. The
tj ’s define the time instants when the state of the hy-
brid system jumps and j counts the time of jumps. A
solution toH is called maximal if it cannot be extended,
i.e., it is not a truncated version of another solution, and
it is called complete if its domain is unbounded. A so-
lution is called Zeno if it is complete and its domain is
bounded in the t direction. Two solutions are said to be
(τ ′, ε)-close if they satisfy the following property.

Definition 2.1 ((τ ′, ε)-closeness of solutions [17, Defi-
nition 5.23]) Given τ ′, ε > 0, two solutions φ1 and φ2 to
H are (τ ′, ε)-close if

(a) for all (t, j) ∈ dom φ1 with t+ j ≤ τ ′ there exists s
such that (s, j) ∈ domφ2, |t− s|<ε, and |φ1(t, j)−
φ2(s, j)|<ε;

(b) for all (t, j) ∈ dom φ2 with t+ j ≤ τ ′ there exists s
such that (s, j) ∈ dom φ1, |t−s|<ε, and |φ2(t, j)−
φ1(s, j)|<ε.

A hybrid system H with (C, f,D, g) is said to satisfy
the hybrid basic conditions [17, Assumption 6.5] if the
following hold:

(B1) C and D are closed sets in Rn̄;
(B2) the functions f and g are continuous.

The hybrid observer proposed in the next section has y
as its input, while for the analysis of robustness to noise,
an exogenous signal m defining measurement noise will
play the role of u. A mappingm is admissible if dom m is
a hybrid time domain and, for each j ∈ N0, the function
t→ m(t, j) is measurable. We refer the reader to [17,19]
for more details on this hybrid systems framework.

3 Robust Finite-time Convergent Hybrid Ob-
server

This section presents the proposed hybrid observer
and its main properties. The proposed observer, de-
noted Ho and with data (Co, fo, Do, go), has state
ζo = (x̂1, x̂2, ξ1, ξ2, m̂, τ) ∈ Xo := Rn × Rn × Rnp ×
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Rnp ×Rp × [0, δ] and input y ∈ Rp. The flow map and
jump map are given by 3

fo(ζo, y)=



Ax̂1 + L1(y −Hx̂1)− L1m̂

Ax̂2 + L2(y −Hx̂2)− L2m̂

diagp(F1)ξ1 + L̃1

diagp(F2)ξ2 + L̃2

0

1


, (7a)

go(ζo, y)=



R− Tψ(HR− (y − m̂))

R− Tψ(HR− (y − m̂))

0

0

m̂+ ψ(HR− (y − m̂))

0


, (7b)

respectively, where, for each i ∈ {1, 2},

R(x̂1, x̂2) = K1x̂1 +K2x̂2, L̃i =

p∑
k=1

I>k Livk,

ψ(ξ1, ξ2) = (HT (ξ1, ξ2)− I)−1, Fi = A− LiH,

T (ξ1, ξ2) = K1

p∑
k=1

Ikξ1v>k +K2

p∑
k=1

Ikξ2v>k ,

K1 = I −K2, K2 = (I − exp(F2δ) exp(−F1δ))
−1

with Ik ∈ Rn×np defined by pmatrices of dimension n×n
in a row, of which the only nonzero sub-matrix among
them is the identity matrix In×n located at the k-th
entry, e.g., Ik = [0n×n 0n×n . . . 0n×n In×n 0n×n].
The flow set is defined by Co := Xo and the jump set
is given by Do := {ζo ∈ Xo : τ = δ}. These definitions
of Co and Do ensure that (possibly after the first jump)
the system jumps periodically.

The hybrid observer Ho interconnected with the
plant (1) defines a hybrid system H = (C, f,D, g)
with state z = (x, ζo), input m, C = Rn × Co,
f(z,m) = (Ax, fo(ζo, y)), D = Rn ×Do, and g(z,m) =
(x, go(ζo, y)). For this interconnection, we have the
following nominal property.

Theorem 3.1 For the interconnection between Ho and
the plant (1) with z := (x, ζo), suppose Assumption 1.1
holds and the measurement noise m is zero. Moreover,

suppose Υ := H
∑2
i=1Ki

∫ δ
0

exp(Fiτ)Lidτ−I is invert-
ible. Let A = {z ∈ Rn ×Xo : x = x̂1 = x̂2}. Then, each

3 For simplicity, the arguments in ψ, T , and R are dropped
in (7a) and (7b).

solution to the interconnection from z(0, 0) ∈ S := {z ∈
Rn ×Xo : x̂1 = x̂2, ξ1 = ξ2 = 0, τ = 0, m̂ = 0} satisfies

|z(t, j)|A ≤ ρ(j)

√
w2

w1
|z(0, 0)|A exp

(
α(Q)

2w2
t

)
(8)

for all (t, j) ∈ dom z with ρ(0) = 1 and ρ(j) = 0
for each j ∈ N, w1 = min{α(P1), α(P2)}, w2 =
3 max{α(P1), α(P2)}, for any P1 = P>1 > 0 and
P2 = P>2 > 0 such that

Q :=

[
He(F1, P1) 0

0 He(F2, P2)

]
< 0. (9)

Proof To show theKL-like bound in (8), consider a Lya-

punov candidate V (z) =

2∑
i=1

(x− x̂i)>Pi(x− x̂i), where,

for each i ∈ {1, 2}, Pi ∈ Rn×n is a symmetric positive
definite matrix. Then, it satisfies the property

w1|z|2A ≤ V (z) ≤ w2|z|2A ∀z ∈ C ∪D ∪ g(D),

where w1 =min{α(P1), α(P2)} and w2 =3 max{α(P1), α(P2)}.

For each z ∈ C and m̂ = 0:

〈∇V (z), f(z)〉 =
[
(x− x̂1)T (x− x̂2)T

]
Q

[
x− x̂1

x− x̂2

]
,

with Q defined in (9). The time derivative of the Lya-
punov function is negative definite since, by condition
(A1) in Assumption 1.1, the matrix Q is negative defi-
nite. Then, we have

〈∇V (z), f(z)〉 ≤ α(Q)|z|2A ∀z ∈ C and m̂ = 0. (10)

Now, consider the change of V at jumps. For each max-
imal solution z to the interconnection from z(0, 0) ∈ S,
and each (t, j) ∈ dom z such that (t, j + 1) ∈ dom z, by
using the definitions of K1 and K2, we obtain that

V (g(z(t, j)))− V (z(t, j)) = −V (z(t, j)) ≤ −w1|z(t, j)|2A (11)

and that g(z(t, j)) ∈ S. Then, by direct integration and
using bounds (10) and (11), for any solution of the sys-
tem initialized at z(0, 0) ∈ S, we have (8). �

Remark 3.2 The explicit KL bound in (8) provides a
useful estimate on the overshoot during transient. More-
over, the interconnection between Ho and the plant (1)
is such that every maximal solution is complete and the
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invertibility property of Υ can be checked offline 4 (sim-
ilarly, T (ξ1, ξ2) can be evaluated offline). Furthermore,
when z(0, 0) is not restricted to S, i.e., z(0, 0) ∈ Rn×Xo,
the bound in (8) can be extended to capture the transient
due to initial conditions not in S, in which case, to avoid
singularity, one could replace ψ by the set-valued map

ψ(ξ1, ξ2)=


∆(ξ1, ξ2)−1 if |det(∆(ξ1, ξ2))|>Λ

0 if |det(∆(ξ1, ξ2))|<Λ

{0,∆(ξ1, ξ2)−1} if |det(∆(ξ1, ξ2))|=Λ

(12)

for each ξ1, ξ2 ∈ Rnp, where ∆(ξ1, ξ2) = HT (ξ1, ξ2) − I
and Λ > 0 is a small parameter such that∣∣∣∣∣det

(
H

2∑
i=1

Ki

∫ δ

0

exp(Fiτ)Lidτ − I

)∣∣∣∣∣ > Λ.

The following result establishes the main convergence
property induced by Ho when piecewise-constant mea-
surement noise is present.

Theorem 3.3 For the interconnection between the ob-
server Ho and the plant (1) with z = (x, ζo), assume the
measurement noise m is a piecewise-constant function
defined as

m(t) :=
∑
k

c̃kχBk(t) ∀t ∈ [0,∞) (13)

where, for integers k ≥ 1, c̃k ∈ Rp, Bk := [d̃k−1, d̃k)

with 0 ≤ d̃k−1 < d̃k, d̃k finite or infinite, and ∪kBk =
[0,∞). Moreover, suppose Assumption 1.1 holds, 0 < δ <
1
2 mink∈N{d̃k − d̃k−1}, and Υ is invertible. Then, each
solution z to the interconnection with z(0, 0) ∈ S? :=
{z ∈ Rn×Xo : ξ1 = ξ2 = 0, τ = 0}, is such that, for each

j ≥ 1, Ij × {j} ∈ dom z, there exists Ĩj ⊂ (Ij ∪ Ij+1)
with nonempty interior such that x̂i(t, j) = x(t, j) for

each t ∈ Ĩj and each i ∈ {1, 2}.

Proof Consider the first two intervals I0, I1 of a solution
z to the interconnection from z(0, 0) ∈ S?. Under the

assumption that 0 < δ < 1
2 mink∈N{d̃k − d̃k−1}, the

measurement noise m is constant for all t ∈ I0∪I1 (note
we can rewrite m in (13) as a function on dom z; see
[20]). Applying the jump map (7b), we obtain x̂1(δ, 1) =
x̂2(δ, 1) after the first jump. Recall that the measurement

4 For a scalar plant (H = 1), Υ reduces to

ν1
1−exp(F1δ)

(1−exp(−(L1−L2)δ))
+ ν2

1−exp(F2δ)
1−exp((L1−L2)δ)

− 1 with ν1 =

−L1
F1

and ν2 = −L2
F2

. Let Σ(δ) = ν1
1−exp(F1δ)

(1−exp(−(L1−L2)δ))
+

ν2
1−exp(F2δ)

1−exp((L1−L2)δ)
− 1 for δ ∈ R≥0. Then, it can be shown

that limδ→0 Σ(δ) = 0 and limδ→∞ Σ(δ) = ν2 − 1, where
0 < ν2 < 1 for a < 0 and L2 > 0. Moreover, Σ : R≥0 → R is
continuous and monotonically decreasing. Therefore, Σ(δ) is
invertible for any δ > 0.

noisem is constant for each t ∈ I1. Applying Lemma A.1,
it follows that there exists a nonempty sub-interval of I2
such that x̂1(t, j) = x̂2(t, j) = x(t, j) for all t belonging
to that sub-interval. For any two general consecutive
intervals Ij ∪ Ij+1 for j ≥ 2,

• if x̂1(jδ, j) = x̂2(jδ, j) = x(jδ, j), and the noise m
does not change at t = jδ, then, using the assumption
that 0 < δ < 1

2 mink∈N{d̃k − d̃k−1}, there exists a
nonempty sub-interval of Ij such that m is constant
on this interval, and x̂1(t, j) = x̂2(t, j) = x(t, j) for all
t in that sub-interval;

• if x̂1(jδ, j) = x̂2(jδ, j) = x(jδ, j), and the noise m
changes at t = jδ, it will keep constant for t ∈ Ij∪Ij+1,
then it follows from an application of Lemma A.1 as
above that x̂1(t, j) = x̂2(t, j) = x(t, j) for all t ∈ Ij+1;

• if x̂1(jδ, j) = x̂2(jδ, j) 6= x(jδ, j), it is implied that the
noisem changed once in Ij−1 and it will keep constant
for t ∈ Ij . Therefore, there exists a nonempty sub-
interval of Ij+1 such that x̂1(t, j + 1) = x̂2(t, j + 1) =
x(t, j + 1) for all t that belongs to that sub-interval.

The claim holds by combining the arguments above. �

The existence of the interval Ĩj for each j ≥ 1 guaranteed
by Theorem 3.3 implies that whenever the noise changes,
the proposed observer estimates the new value of the
piecewise-constant noise in finite time (within 3δ).

Remark 3.4 A special case of Theorem 3.3, which fol-
lows from Lemma A.1, is that, if the measurement noise
m is constant and Υ is invertible, then, for each initial
condition z(0, 0) ∈ S? for the interconnection between
the observer Ho and the plant (1), x̂1 and x̂2 converge to
x within 2δ.

To analyze the robustness property to generic mea-
surement noise m of the interconnection between
the observer Ho and the plant (1), given m and
m̂ with dom m = dom m̂, define |m − m̂|(t,j) :=
sups∈[jδ,t] |m(s, j) − m̂(jδ, j)|, for each (t, j) ∈ dom m

(since m̂ does not change over flows, m̂(s, j) = m̂(jδ, j)
for each s ∈ [jδ, t]) and |m − m̂|(t,j) := 0 for each
(t, j) /∈ dom m.

Theorem 3.5 For the interconnection between the ob-
server Ho and the plant (1) with z = (x, ζo) and an ad-
missible measurement noise m, suppose α(F2) < α(F1)
and α(F1)<0. Furthermore, suppose F1 and F2 are dis-
sipative and µ(F2) < µ(F1), and Υ is invertible. Then,
each solution z to the interconnection from z(0, 0) ∈
S?? := {z ∈ Rn × Xo : x̂1 = x̂2, ξ1 = ξ2 = 0, τ = 0}
satisfies, for each i ∈ {1, 2} and for all (t, j) ∈ dom z,

|ei(t, j)|≤ρ(j) exp(µ(Fi)t)|ei(0, 0)|
+ ((1−ρ(j))c exp(µ(Fi)(t−jδ))+di) (14)

×max
{
|m−m̂|(jδ,j−1), |m−m̂|(t,j)

}
,
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where ei = x̂i − x, ρ(j) = 1 if j = 0 and ρ(j) = 0

for each j ∈ N, di = |Li|
|µ(Fi)| , c = c1 + c1c2(|H|c1 + 1),

c1 =
∑2
i=1 |Ki| |Li||µ(Fi)| , and c2 =

∣∣Υ−1
∣∣.

Proof Consider the interval [0, δ] × {0} over which no
jump occurs. By solving for the solution to the intercon-
nection during flows, we obtain

|ei(t, 0)| ≤ exp(µ(Fi)t)|ei(0, 0)|+ |Li|
|µ(Fi)|

|m− m̂|(t,0)

for all t ∈ [0, δ], where we use bounds in [21, Section
3.2]. At the first jump, when t = δ, recalling the jump
map defined in (7b), we have

|R(x̂1(δ, 0), x̂2(δ, 0))− x(δ, 1)| ≤ c1|m− m̂|(δ,0),

which follows from the definition of Ki, the facts that
x̂1(0, 0) = x̂2(0, 0) and x(δ, 1) = x(δ, 0), and a straight-
forward bound on ei(δ, 0), and also that

|ei(δ, 1)| ≤ |R(x̂1(δ, 0), x̂2(δ, 0))− x(δ, 1)|
+ |T (ξ1(δ, 0), ξ2(δ, 0))||ψ(ξ1(δ, 0), ξ2(δ, 0))|
× (|H||R(x̂1(δ, 0), x̂2(δ, 0))− x(δ, 1)|+ |m− m̂|(δ,0)).

Note that ψ(ξ1(δ, 0), ξ2(δ, 0)) = Υ−1 since ξ1(0, 0) =
ξ2(0, 0) = 0 and τ(0, 0) = 0. These bounds lead to
|ei(δ, 1)| ≤ c|m− m̂(0, 0)|(δ,0). Then, it follows that, for
each t ∈ [δ, 2δ],

|ei(t, 1)|≤exp(µ(Fi)(t−δ))c|m−m̂|(δ,0)

+
|Li|
|µ(Fi)|

|m−m̂|(t,1)

≤
(
c exp(µ(Fi)(t− δ)) +

|Li|
|µ(Fi)|

)
×max

{
|m− m̂|(δ,0), |m− m̂|(t,1)

}
.

Following the same procedure for j > 1, the bound
on |ei(jδ, j)| at the j-th jump is independent from the
bound on |ei(t, j − 1)| for each t ∈ [(j − 1)δ, jδ], and
is given by |ei(jδ, j)| ≤ c|m − m̂|(jδ,j−1). Over the flow
interval [jδ, (j + 1)δ]× {j}, we obtain

|ei(t, j)|≤exp(µ(Fi)(t−jδ))c|m−m̂|(jδ,j−1)

+
|Li|
|µ(Fi)|

|m−m̂|(t,j)

≤
(
c exp(µ(Fi)(t− jδ)) +

|Li|
|µ(Fi)|

)
×max

{
|m− m̂|(jδ,j−1), |m− m̂|(t,j)

}
.

Therefore, we can unify the bounds for any (t, j) ∈
dom ei, to obtain (14). �

In addition to the above results for piecewise-constant
noise (Theorem 3.3) and to general noise (Theorem 3.5),
the fact that the interconnection between the observer
Ho and the plant (1) satisfies the hybrid basic condi-
tions, as stated next, enables us to establish a general
robustness result over finite horizons.

Proposition 3.6 Suppose A2 in Assumption 1.1 holds
and the measurement noise is zero. Moreover, assume Υ
is invertible. Then, the interconnection between Ho and
the plant satisfies the hybrid basic conditions.

Next, we consider the effect of general measurement
noise and unmodeled dynamics on the plant. In such a
setting, the plant in (1) becomes

ẋ = (A+ ∆A)x, y = (H + ∆H)x+m. (15)

The proposed observer uses A and H, namely, ∆A and
∆H are not known to the observer. Due to this, the
hybrid observer Ho interconnected with the perturbed

plant (15) defines a hybrid system H̃ = (C, f̃ ,D, g̃) with
state z̃ = (x, ζo), input m, and flow map and jump map
given by

f̃=f+(∆Ax,L1∆Hx,L2∆Hx, 0, 0, 0, 0), (16)

g̃=g+(0, Tψ∆Hx, Tψ∆Hx, 0, 0,−ψ∆Hx, 0). (17)

The arguments of the functions in (16) and (17) are
dropped for simplicity. The following robustness result
relates, over a finite horizon, the solutions z̃ to the sys-

tem H̃, which includes unmodeled dynamics, to the so-
lutions z toH, which is the hybrid system resulting from
the interconnection betweenHo and the plant (1). Since
to establish it we use tools from [17] for autonomous hy-
brid systems, we assume that the measurement noise is
generated by an exosystem. Let M > 0 and Ω ⊂ Rp
be compact. Then, we generate the measurement noise
from the differential inclusion with constraints

ṁ ∈MB m ∈ Ω, (18)

where, with some abuse of notation, m is treated as a

state vector and solutions to H̃ are given by (z̃, m̃); sim-
ilarly, solutions to H are given by (z,m). Every possi-
ble solution to (18) is bounded and Lipschitz continu-
ous, but not necessarily differentiable, which allows not
only for the generation of the piecewise constant noise
signals allowed in Theorem 3.3 but also much richer ad-
missible noise signals. Below, given a set K ⊂ Rn and
τ ′ ≥ 0,Rxτ ′(K) denotes the reachable set of ẋ = Ax from

K up to t = τ ′ while Rξτ ′(0) denotes the reachable set

of ξ̇1 = diagp(F1)ξ1 + L̃1, ξ̇2 = diagp(F2)ξ2 + L̃2 from 0
also up to t = τ ′.

Theorem 3.7 Suppose Assumption 1.1 holds and
that Υ is invertible. For each compact sets K ⊂ Rn
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and Km̂ ⊂ Rp, each ε > 0, and each τ ′ ≥ 0
there exists ς > 0 such that if ∆A and ∆H satisfy
max{|∆A|, |∆H|}maxx∈Rx

τ′
(K) |x| ≤ ς

ρ with

ρ = max

{
1, |L1|, |L2|, max

(ξ1,ξ2)∈Rξ
τ′

(0)
{|Tψ|, |ψ|}

}
,

then the following property holds: for every solution

(z̃, m̃) to H̃ with (z̃(0, 0), m̃(0, 0)) ∈ (Xξ ∩ S?)×Ω there
exists a solution (z,m) to H with (z(0, 0),m(0, 0)) ∈
(Xξ ∩ S?) × Ω such that (z̃, m̃) and (z,m) are (τ ′, ε)-
close, where Xξ = K×K×K×Rnp×Rnp×Km̂× [0, δ].

Proof To establish the (τ ′, ε)-close property, we apply
[17, Proposition 6.34]. To this end, note that under As-
sumption 1.1, Proposition 3.6 implies that H satisfies
the hybrid basic conditions listed in (B1)-(B2) of Sec-
tion 2.2. Denote byHex the interconnection between the
plant in (1) and the noise model in (18), in which, at
jumps of H, m is mapped by the identity. This intercon-
nection is autonomous and satisfies [17, Assumption 6.5]
(which is the version of the hybrid basic conditions for
the case of f and g being set valued). It follows from [17,
Theorem 6.30] that Hex is well posed; see [17, Definition
6.27] for a definition of well posedness.

Now, as we show next, every maximal solution (z,m) to
Hex is complete, which implies that Hex is pre-forward
complete [17, Definition 6.12]. First, every maximal so-
lution m to the exosystem (18) is bounded and com-
plete. Moreover, m enters additively and linearly in f
and g, in which the factors multiplying it are bounded.
Since, at most after the first jump, the time between
jumps is equal to δ, solutions toH from S? do not escape
to infinity in finite time when the measurement noise
m is bounded. Denote by TC(z) the tangent cone of C
at z. Then, for each z(0, 0) ∈ C \ D and m(0, 0) ∈ Ω,
TC(z(0, 0)) ∩ f(z(0, 0),m(0, 0)) 6= ∅ and g(D,m) ⊂ C
for each m ∈ Ω. Combining the above arguments it fol-
lows that only item (a) in [17, Proposition 6.10] holds,
which, in turn, implies that every maximal solution to
Hex is complete.

Then, invoking [17, Proposition 6.34], there exists
ς > 0 such that for every solution (zςex,m

ς
ex) from

(Xξ ∩ S?) × Ω to an outer perturbation 5 of Hex there
exists a solution (zex,mex) to Hex from (Xξ ∩ S?) × Ω
such that (zςex,m

ς
ex) and (zex,mex) are (τ ′, ε)-close.

Since the mismatch between f̃ and f in (16) and the
mismatch between g̃ and g in (17) are upper bounded
by ρmax{|∆A|, |∆H|}maxx∈Rx

τ′
(K) |x|, we have that if

5 See [17, Definition 6.27].

|∆A| and |∆H| are such that

max{|∆A|, |∆H|} max
x∈Rx

τ′
(K)
|x| ≤ ς

ρ
,

the claim follows by relating the solutions of Hex to so-
lutions ofH, and the solutions of the outer perturbation

of Hex to solutions of H̃. �

In simple terms, the above result establishes that the so-
lutions resulting with ∆A and ∆H small enough do not
differ much from those without such unmodeled dynam-
ics. In particular, for piecewise constant measurement
noise as in Theorem 3.3 and τ ′ > δ, the recurrent finite
time convergence property in Theorem 3.3 is practically
preserved up to t = τ ′.

Remark 3.8 In general, though not pursued here, the
result in Theorem 3.7 is also applicable to the case when
the measurement noise has a specific statistical property,
such as Gaussian noise. See the example in Section 4.2
for a discussion about Gaussian noise.

4 Simulation Results

4.1 Piecewise-constant noise with unmodeled dynamics

For the plant in (1) with A =

[
0 1

−1 0

]
, H =

[
1 2

2 1

]
,

and parameters δ = 1, L1 =

[
−1.67 3.33

3.33 −1.67

]
, L2 =[

−2.67 5.33

5.33 −2.67

]
, then the invertibility of Υ can be ver-

ified as det(Υ) ≈ 0.01. Moreover, L1 and L2 are such
that F1 and F2 are Hurwitz. Hence, Assumption 1.1
holds. We perform simulations of the interconnection be-
tween the observer Ho and the plant with measurement
noise m(t) = c̃1χB1

(t) + c̃2χB2
(t) + c̃3χB3

(t) with c̃1 =
(0.3, 0.2), c̃2 = (0.4, 0.4), c̃3 = (0.2, 0.3), B1 = [0, 2.5),
B2 = [2.5, 4.5), and B3 = [4.5,∞), and from initial con-
ditions x(0, 0)=(0.3, 0.4), x̂1(0, 0)= x̂2(0, 0)= x̂0(0, 0)=
0, ξ1(0, 0) = ξ2(0, 0) = 0, and m̂(0, 0) = 0. Figures 2(a)
and 2(b) show the estimation errors of the proposed ob-
server (solid) and measurement noise with no unmod-
eled dynamics as well as those of a Luenberger observer
with L0 = L2 (dashed). Since the initial condition is in
the set S, after the jump at t = 1 the estimation er-
ror of the proposed observer for each state component is
zero. This illustrates Theorem 3.1. The noise changes at
t = 2.5, which generates an increase of the error imme-
diately. But once t = 4 (within 3δ after the first jump),
the estimation error is again zero. This illustrates The-
orem 3.3, indicating that Ĩ1 = [1, 2.5).
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(d) Estimation error for
second state component
with nonzero unmodeled
dynamics (∆A= ∆A? and
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Fig. 2. State estimates (x̂1 = (x̂11, x̂12)), measurement noise
(m = (m1,m2)) and estimation error of the proposed ob-
server (e1 = (e11, e12) = x̂1− x). (a) and (b) show the situa-
tion without unmodeled dynamics, while (c) and d are with
unmodeled dynamics.

Figures 2(c) and 2(d) show the estimation errors and
measurement noise with unmodeled dynamics ∆A =

∆A? :=

[
0.01 0.01

0.01 0

]
, ∆H = ∆H? :=

[
0.002 0.015

0.011 0.003

]
. Al-

though the finite-time convergence property is no longer
preserved, the performance of the proposed observer is
better than that of the Luenberger observer with L0 =
L2.

4.2 General noise with recursive jumps

Consider the same plant as defined in Section 4.1 with
the hybrid observer Ho under the general measure-
ment noise m(t) = c̃1χB1

(t) + c̃2χB2
(t) + c̃3χB3

(t) +
0.05[sin(t) cos(t)]>. Using the same gains L1, L2,
L0 = L2, and δ = 1 as in Section 4.1, a simulation
result is shown in Figure 3 with initial conditions
x(0, 0) = (0.3, 0.4), x̂1(0, 0) = x̂2(0, 0) = x̂0(0, 0) = 0,
ξ1(0, 0) = ξ2(0, 0) = 0, and m̂(0, 0) = 0. In Figure 3(a)
and 3(b), black solid lines denote the estimation er-
rors of the states from the proposed observer, blue
dot-dashed lines denote estimate errors resulting from
the Luenberger observer. As the figure shows, the pro-
posed observer provides better estimates. This is also
confirmed from Figure 3(c) and 3(d), where nonzero
unmodeled dynamics are considered. Estimation errors
of the proposed observer are closer to zero comparing
to that of a Luenberger observer. Moreover, for the

case of Gaussian noise, Table 1 suggests significant im-
provement on the mean value of the estimation error
of the finite-time convergent observer over that of the
Luenberger observer.
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(d) Estimation error for
second state component
with nonzero unmodeled
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∆H = ∆H?).

Fig. 3. State estimates (x̂1 = (x̂11, x̂12)), measure-
ment noise (m = (m1,m2)) and estimation error
(e1 = (e11, e12) = x̂1 − x). (a) and (b) show the situation
without unmodeled dynamics, while (c) and d are with un-
modeled dynamics.

Table 1
Comparison of estimation error (ei) of the observers with
zero-mean Gaussian measurement noise (standard deviation
is 0.08)

observer type
Estimation error

mean std

Luenberger (-0.139,-0.015) (0.023,0.024)

Finite-time (-0.002,-0.003) (0.051,0.039)

5 Conclusion

In this work, a robust finite-time hybrid observer is
proposed. When the measurement noise is an unknown
piecewise-constant signal (time-varying bias, coarsely
quantized noise, etc.), finite-time convergence is guar-
anteed. Furthermore, for generic measurement noise,
the estimation error satisfies KL-like bounds. Numeri-
cal results confirm the results concerning to finite-time
convergence and robustness.
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A Finite-time Convergence with Constant
Measurement Noise

The following result is used in the proof of Theorem 3.3.

Lemma A.1 For the interconnection between Ho and
the plant (1), assume the noise m : [0, T ) → Rp is
constant where T ∈ (δ,∞]. Moreover, suppose Assump-
tion 1.1 holds and Υ is invertible. Then, for any initial
condition z(0, 0) ∈ S?? with S?? = {z ∈ Rn × Xo : x̂1 =
x̂2, ξ1 = ξ2 = 0, τ = 0}, the states x̂1 and x̂2 converge to
x within finite time δ, i.e., x̂1(t, j) = x̂2(t, j) = x(t, j)
for all (t, j) ∈ {(t, j) ∈ dom z : t ∈ [δ, T ), j ≥ 1}.

Proof From the initial condition z(0, 0) ∈ S??, by defi-
nition of the flow map, we have

ei(t, 0)=exp(Fit)ei(0, 0)+

∫ t

0

exp(Fi(t−τ))Li(m−m̂)dτ

and ξi(t, 0) =
∫ t

0
diagp(exp((A − LiH)(t − τ)))L̃idτ for

all (t, j) ∈ [0, δ]× {0}. When t = δ and j = 1, using the
definitions of K1 and K2, and the fact that x̂i = ei + x
and m and m̂ are constant over [0, δ], we get

m̂(δ, 1) = m̂(δ, 0)

+ (HT (δ, 0)− I)−1(HR(δ, 0)− (y(δ, 0)− m̂(δ, 0)))

= m(δ, 0),
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which implies that x̂1(δ, 1) = x̂2(δ, 1) = x(δ, 1). Since
x(δ, 1) = x(δ, 0), we have finite time convergence of ei’s
to zero. �

B A Bound on the Estimation Error when Using
(4) under the Presence of Measurement Noise

The observer (4) can be rewritten as a hybrid system,
denoted by Hn, given by

ζ̇ = fn(ζ, y) ζ ∈ Cn,
ζ+ = gn(ζ, y) ζ ∈ Dn,

(B.1)

where ζ = (x̂1, x̂2, τ, q) ∈ X0 := R2n × [0, δ] × {0, 1}.
The flow set is defined as Cn = X0 and the jump set is
Dn = {ζ ∈ X0 : τ = δ, q = 0}. While the flow map and
jump map are given by

fn(ζ, y) =


F1x̂1 + L1Hx

F2x̂2 + L2Hx

1− q
0

 , gn(ζ, y) =


K1x̂1 +K2x̂2

K1x̂1 +K2x̂2

0

1− q

 , (B.2)

whereK1 = I−K2 andK2 = (I−exp(F2δ) exp(−F1δ))
−1.

For the case where the noise m is a general function, the
interconnection between Hn and the plant is given by

żm = (Ax, fn(ζ, y)) =: fm(zm) zm ∈ Cm,
z+
m = (x, g(ζ)) =: gm(zm) zm ∈ Dm,

(B.3)

where zm = (x, ζ) ∈ Rn × X0, and y = Hx + m. More-
over, Cm := Rn × Cn and Dm := Rn ×Dn. Denote the
hybrid system in (B.3) by Hm. (For a concept of a solu-
tion to this system under the presence of measurement
noise, see [17, Definition 4.6].)

We derive a bound on the estimation error. For (B.3),
the estimation error after the jump can be calculated as

e1(δ, 1)=e2(δ, 1)=

2∑
i=1

Ki

∫ δ

0

exp (Fi(δ − τ))Lim(τ)dτ. (B.4)

Then, the following bound can be established.

Proposition B.1 For the hybrid system (B.3), suppose
α(F2) < α(F1) and α(F1) < 0. If F1 and F2 are dissipa-
tive and µ(F2) < µ(F1), then (B.4) satisfies

|e1(δ,1)|≤
(
(1 + w̄1(δ)) |L1|

|µ(F1)| + w̄1(δ) |L2|
|µ(F2)|

)
|m|∞, (B.5)

where w̄1(δ) = 1
1−exp ((µ(F2)−µ(F1))δ) .

Proof By using Log norms [22], exp(Fiδ) can be
bounded as | exp (Fiδ)| ≤ exp (µ(Fi)δ) and | exp (−Fiδ)| ≤
exp (−µ(Fi)δ), for i = 1, 2 and δ > 0. With the assump-
tion that µ(F2) < µ(F1), for any δ > 0,

|exp (F2δ) exp (−F1δ)| ≤ exp ((µ(F2)− µ(F1))δ) < 1. (B.6)

Then, it follows that, for any fixed δ > 0,

lim
q→∞

(exp (F2δ) exp (−F1δ))
q = 0,

[23]. On the other hand, as F1 and F2 are dissipative, we
have, for i ∈ {1, 2}∣∣∣∣∣
∫ δ

0

exp (Fi(δ − τ))Lim(τ)dτ

∣∣∣∣∣ ≤ |Li|
|µ(Fi)|

|m|∞. (B.7)

By applying Taylor expansion [23] and using (B.6), it
follows that, for δ > 0,

|K2| ≤ 1 + exp (∆Fδ) + (exp (∆Fδ))2 + · · · ,

where ∆F := µ(F2)−µ(F1). Since exp (∆Fδ) < 1, the
series is convergent and we have

|K2| ≤
1

1− exp (∆Fδ)
. (B.8)

Then, by using the fact K1 = I −K2, it follows that

|K1| ≤ 1 +
1

1− exp (∆Fδ)
. (B.9)

Therefore, by using (B.7), (B.8) and (B.9), (B.4) can be
bounded as

|e+
1 (δ)| = |e+

2 (δ)| ≤
(

1+
1

1−exp (∆Fδ)

)
|L1|
|µ(F1)|

|m|∞

+
1

1− exp (∆Fδ)

|L2|
|µ(F2)|

|m|∞. (B.10)

�

Remark B.2 Define the function δ 7→ Γ(δ) by

Γ(δ) = (1 + w̄1(δ))
|L1|
|µ(F1)|

|m|∞ + w̄1(δ)
|L2|
|µ(F2)|

|m|∞,

then δ → Γ(δ) is a strictly decreasing function
on (0,∞). Furthermore, limδ→0 Γ(δ) = ∞ and

limδ→∞ Γ(δ) = 2|L1|
|µ(F1)| |m|∞ + |L2|

|µ(F2)| |m|∞.

Based on (B.5), a KL bound can be derived for ei’s for
all (t, j) ∈ dom ei, see [24].
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