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Abstract

Controlling highly uncertain nonlinear systems is in general a quite difficult task, for which Sliding Mode (SM) control has proved to
be an effective option. This brief proposes a SM control strategy which combines a switched policy with a time-based adaptation of the
control gain, thereby allowing to effectively deal with a very conservative prior knowledge of the upper bounds on the uncertainties, that
usually leads to a large control authority, and related performance degradation. With the proposed approach, the control effort is adjusted
online according to the actual magnitude of the uncertain terms, eliminating the conservatism in the selection of the control gain.
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1 Introduction

Sliding mode (SM) control has long been recognized as a
powerful control method to counteract non-vanishing ex-
ternal disturbances and unmodeled dynamics [19], these
uncertainty sources being usually time-dependent, highly
unpredictable and with arbitrary monotonicity. Yet, in con-
ventional SM control, design relies on the knowledge of
worst-case upper bounds of the uncertain terms, which, in
most practical cases, result in being highly conservative,
with an associated large control authority that may cause a
non-negligible chattering. Several approaches to adapt the
control effort in SM control have been proposed in the liter-
ature over the last decade, see e.g., [15]), [16], [11], which
make the amplitude of the control law track the magnitude
of the uncertain terms but add significant complexity to the
control scheme, along with the transient issues of traditional
adaptive algorithms.
Recently, switched algorithms proved to be an efficient
choice to achieve performance enhancement with a lim-
ited increase in the controller complexity, see e.g., [13],
[8], [18]. With reference to SM control, [18] presented
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a switched formulation of second order sliding mode (S-
SOSM) controllers, designing a different SOSM control law
for each region of the state space in which specific uncer-
tainty bounds are given. In this work, we aim at presenting
an original combination between switched and time-based
adaptation which allows us to manage the underlying con-
trol problem with unique and enhanced features as com-
pared to the existing literature. Specifically, we only ask
for very conservative guesses on the upper bounds on the
uncertain terms, as the proposed online adaptation allows
us to cope with such conservatism and retune the control
gain to track the actual uncertainties. Therefore, we can
directly compare with some of the adaptive methods that do
not ask for knowledge of initial upper bounds, and offer –
with respect to such purely adaptive solutions – all the ad-
vantages of the switched SM philosophy. At the same time,
with respect to fixed-structure SM approaches where the
controller parameters cannot vary with time, our solution
allows to avoid the performance degradation and excessive
control authority that comes from tuning the controller pa-
rameters based on poor knowledge on the upper bounds on
the uncertainties, yielding unnecessarily high gains. A first
proposal of the time-based switched adaptation strategy was
presented in [3] and [6]. In the present paper, such a strategy
is developed for the Suboptimal SOSM control algorithm,
[2], and designed jointly with the switched controller. The
resulting switched/adaptive control law is shown to yield
finite-time convergence to an invariant set, containing the

Preprint submitted to Automatica 15 October 2015

apisano1@outlook.it
Texto tecleado
Pisano A., Tanelli M, Ferrara A. (2016). 
Switched/time-based adaptation for second-order sliding mode control. 
AUTOMATICA, vol. 64, p. 126-132. 
ISSN: 0005-1098
doi: 10.1016/j.automatica.2015.11.006

apisano1@outlook.it
Texto tecleado
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 
International License (https://creativecommons.org/licenses/by-nc-nd/4.0/)



origin, defined on the basis of the time-varying uncertainty.
Most interestingly, the size of such an invariant set can be a-
priori estimated based on the controller parameters and on
the disturbance characteristics, so that it can be guarantees
to be contained in the innermost region of the state-space
partition, so that the evolution of the two variables defining
the SOSM dynamics is ultimately uniformly bounded. A
preliminary and short version of this work, which did not
contain the proofs of the algorithm convergence, was pre-
sented in [14].
The paper is organized as follows. Section 2 introduces the
considered problem and working assumptions. Section 3
presents the proposed control algorithm and its convergence
properties, while its performance are discussed in Section 4.

2 Problem statement

We deal with nonlinear, single-input single-output, uncertain
n-th order system that can be transformed into the so-called
perturbed chain of integrators form (see e.g., [9]), which
takes the expression

ẋi+1 = xi, i = 1, . . . , n− 1 (1)
ẋn = λ(x(t)) + ρ(t) + d(x(t))u(t),

with x = [x1, . . . , xn]
T being the system state and λ(x(t)),

ρ(t) and d(x(t)) being sufficiently smooth nonlinear uncer-
tain functions. Within a sliding mode control framework,
assume to select a sliding manifold

s(x(t)) = xn(t) +

n−1∑

i=1

cixi(t) = 0, (2)

with the ci being positive constants that make the character-
istic equation zn−1 +

∑n−1
i=1 ciz

i−1 = 0 have all roots with
negative real part. Then it can be shown that (see [2]) if the
sliding manifold can be reached in finite time using a sec-
ond order SM controller with a discontinuous control signal
u̇(t), once on the sliding manifold the system behaves as a
reduced-order, asymptotically stable linear system.
Consider now the second order uncertain nonlinear system
(often referred to as the “auxiliary” system)

ż1 = z2 (3)
ż2 = f(z(t)) + h(t) + g(z(t))v(t),

where z(t) = [z1(t) z2(t)]
T ∈ R

2 is the system state,
z1(t) = s(x(t)) is the sliding variable, v(t) = u̇(t) is the
control signal and f(z(t)) and g(z(t)) are uncertain, suffi-
ciently smooth functions, satisfying all the conditions ensur-
ing existence and uniqueness of the solution [10], and with
h(t) being a time-varying perturbation for which a (possibly
very conservative) upper bound H is known, i.e.,

|h(t)| << H, ∀t ≥ 0. (4)

In the case where h(t) = 0, and it holds that

0 < G1 ≤ g(z(t)) ≤ G2, |f(z(t))| ≤ F, (5)

the Suboptimal control law (see e.g., [2])

v(t) = −αV sign
(
z1(t)− βzMax

)
, β =

1

2 (6)

α =

{
α∗ if [z1(t)− βzMax][zMax − z1(t)] > 0

1 else,

where V is the control gain, α is the so–called modulation
factor, and zMax is a piecewise constant function represent-
ing the value of the last extremal point of z1(t) (an extremal
or singular point of the trajectory is defined, see e.g., [1],
[5], as a local minimum, local maximum, or a horizontal
flex point) makes the system trajectory converge onto the
sliding manifold z1 = z2 = 0 in finite time provided that
the control parameters α∗ and V are chosen so as to satisfy

α∗ ∈ (0, 1] ∩

(
0,

3G1

G2

)
, V > max

{
F

α∗G1
,

4F

3G1 − α∗G2

}
.

(7)

In this work, the class of perturbations that can be dealt
with by traditional SM control approaches is enlarged, and
the auxiliary system is modified as in (3) allowing the pres-
ence of the additional time-varying perturbation h(t), along
with its associated, possibly very conservative, upper bound
H . Note that in principle it would be possible to use the
suboptimal algorithm with an oversized control magnitude
V obtained according to (7) with the constant F being re-
placed by F + H . This approach, however, would lead to
unacceptable chattering. Additionally, as in [18], we are go-
ing to consider region-dependent uncertainty bounds for the
uncertain function f(·). Consider system (3) under the fol-
lowing assumptions.
(i) State-space partitioning: We assume that the state space
Z of system (3) is partitioned into k regionsRi, i = 1, . . . , k
defined as

Ri := {(z1, z2) : |z1| ≤ z1,i and |z2| ≤ z2,i} , (8)

with zj,i−1 > zj,i, j = 1, 2, i = 2, ..., k − 1, while the
outermost region R1 is defined as

R1 := {(z1, z2) : |z1| ≥ z1,1 and |z2| ≥ z2,1} . (9)

Further, define Wi = ∂Ri+1, i = 1, . . . , k−1. We introduce
the regions Z1 ≡ R1, Zi = Ri \ Ri+1, i = 2, . . . , k − 1
and Zk ≡ Rk, which are such that ∪i=1,...,kZi = Z , and
we assume that in each of them different upper and lower
bounds for the uncertainties can be defined, to be specified
in the following. Note that only the innermost region Zk

contains the origin.
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(ii) State-dependent uncertainty description: Let us as-
sume that in each region Zi, i = 1, . . . , k a constant upper
bound on the uncertain terms is known, i.e., ∀ i = 1, . . . , k
one can write

0 < G1,i ≤ g(z(t)) ≤ G2,i, |f(z(t))| ≤ F i, z ∈ Zi

(10)
Such upper bounds can be determined owing on the fact that
within each of such regions the state norm of the auxiliary
system variables is bounded. In presence of the additional
time-varying uncertainty affecting (3) no fine tuning of the
amplitude of the control law can be made relying on the S-
SOSM strategy only, and thus in this work we complement
it with a time-based adaptation mechanism, which is intro-
duced in the following section.

Remark 1 The assumption of constant bounds for the un-
certain functions entering the auxiliary system can be re-
laxed by exploiting the results presented in [4], where such
bounds were replaced by uncertain functions of the system
state with linear growth, proving a semiglobal convergence
result for the suboptimal algorithm with constant gain.

3 SOSM controller with combined switched and time-
based adaptation

The time-based adaptation is designed based on the fol-
lowing rationale: consider the sequence of adjacent time
intervals Tj of width T defined as Tj ≡ [(j − 1)T, jT ),
j=1,2,. . . and a piece-wise constant gain Vtb(t) defined as
Vtb(t) = V

j
M , t ∈ Tj . Specifically, the amplitude V

j
M is var-

ied at the end of each time interval Tj according to

V 1
M = 0

V
j+1
M =

{
max(V j

M − Λ1T,−Vk) if N j
sw(σ) ≥ N∗

min(V j
M + Λ2T, 0) if N j

sw(σ) < N∗,

(11)
where N j

sw(σ) is the number of sign commutations of
σ(t) = z1(t) − βzMax in the interval Tj , and N∗ is an
appropriate integer number.
Roughly speaking, at the end of each time interval Tj the
time-based control magnitude Vtb(t) is decremented step-
wise by Λ1T if the frequency of the sign commutations of
σ(t) is sufficiently high, otherwise it is stepwise incremented
by Λ2T . The adaptation logic also includes lower and upper
bounds on the control magnitude (−Vk and 0, respectively,
the first one being the value of the gain amplitude of the
switched adaptation rule into the innermost region Rk).
We are now ready to introduce the proposed adaptive
switched/time-based SOSM algorithm (STBA-SOSM)

STBA-SOSM Algorithm
If

z(t) ∈ Zi \ {p1,ip2,i ∪ p5,ip6,i}, i = 1, . . . , k, (12)

where (see also [18])

p1,ip2,i = {(z1, z2) ∈ δZi : z1 ∈ [−z1,i +
z2|z2|

2Ṽi

, z2 = z2,i}

p5,ip6,i = {(z1, z2) ∈ δZi : z1 ∈ [z1,i −
z2|z2|

2Ṽi

, z2 = −z2,i},

define the control signal as

vi(t) = −αi[Vi + Vtb(t)] sign
(
z1(t)−

1

2
zMax

)
(13)

αi =

{
α∗
i if [z1(t)−

1
2zMax][zMax − z1(t)] > 0

1 else,

where Vi is the control gain for the ith region, Vtb(t) is the
time based adaptive gain, adjusted according to (11), αi is
the ith modulation factor, and all the other quantities have
the usual meaning. The control parameters α∗

i and Vi satisfy

α∗
i ∈ (0, 1] ∩

(
0,

3G1,i

G2,i

)

Vi > max

{
F i +H

α∗
i G1,i

,
4(F i +H)

3G1,i − α∗
i G2,i

}
(14)

Vi > VMax = max
j=2,...,k

{
F j +H

α∗
jG1,j

}
, i = 1, 2, ..., k,

while Ṽi is defined as

Ṽi = α∗
i G1,iVMax − (F i +H) > 0, ∀ i = 1, . . . , k, (15)

with VMax as in the third of (14). If

z(t) ∈ {p1,ip2,i ∪ p5,ip6,i}, i = 1, . . . , k, (16)

define the control signal as

vi(t) = −αi[Vi + Vtb(t)] sign
(
z1(t)−

1

2
zMax

)

(17)

vi−1(t) = αi[Vi + Vtb(t)] sign
(
z1(t)−

1

2
zMax

)
,

withαi as in (13) �.
Note that the STBA-SOSM Algorithm relies on the knowl-
edge of the sliding variable derivative z2(t) for the definition
of the state-space regions. Such a quantity will be estimated
using the finite time convergent Levant’s differentiator [12].

For the convergence proof of the closed-loop system, regu-
lated with the STBA-SOSM control law, the following pre-
liminary result is needed.
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Lemma 3.1 Consider the second order auxiliary system (3),
regulated by means of the Suboptimal control law, and let
N j

sw be the number of zero crossings of σ(t) during the time
interval Tj of length T . If condition

N j
sw(σ) ≥ 3 (18)

holds, and, in the same interval Tj , |z̈1(t)| ≤ a1 for some
a1 > 0, then there exist constants ρ1 and ρ1, independent
of T , such that the inequalities

|z1(t)| ≤ ρ1T
2 |z2(t)| ≤ ρ2T (19)

hold along the whole time interval Tj .

PROOF. If the function σ(t) = z1(t)−βzMax experiences
more than two zero crossings within the interval Tj , then,
by definition of zMax (the most recent singular value of
z1(t)), z2(t) features at least two zero crossings within the
same interval. Moreover, the time between the attainment of
two adjacent singular values, say zMax,h and zMax,h+1, is
bounded (see [4]) as

c1

√
|zMax,h| ≤ tMj+1

− tMj
≤ c2

√
|zMax,h|, (20)

for some constants c1 and c2. By construction of Tj , further-
more, within [tMj

, tMj+1
] a zero crossing of the switching

function σ(t) occurs. Thus, the time interval occurring be-
tween three consecutive zero crossings of σ(t), denoted as
T3σ , will be such that

c1

(√
|zMax,h|+

√
|zMax,h+1|

)
≤ T3σ ≤ 3c2

√
|zMax,h|

(21)
This means that, over the time interval Tj

c1

(√
|zMax,h|+

√
|zMax,h+1|

)
≤ T (22)

which, in turns, implies that supt∈Tj
|zMax| ≤

1
4c2

1

T 2 over

Tj . Thus, |z1(t)| ≤ supt∈Tj
|zMax| ≤ 1

4c2
1

T 2 ∀t ∈ Tj ,

which proves the left inequality in (19). In view of the fact
that z2(t) features at least two zero crossings, and taking
into account that – by assumption – |z̈1(t)| < a1, simple
time-integration yields the right inequality in (19).

To analyse the properties of the STBA-SOSM algorithm, let
us rewrite the second of (3) in the form

ż2 = g(z(t)) [η(z(t), t) + v(t)] , (23)

where

η(z(t), t) =
f(z(t)) + h(t)

g(z(t))
. (24)

We can now state the following result.

Theorem 1 Consider system (3), with the state space par-
titioned as in (8). Assume also that, for each z ∈ Zi, i =
1, . . . , k, the state dependent uncertainties g(z(t)) and
f(z(t)) satisfy (10), and let the time dependent uncertainty
be such that (4) holds. Assume also that η(z, t) in (24) has
a bounded rate of variation in Rk. Further, consider that
a measurement of z1(t) is given, while the estimate of z2,
denoted by ẑ2 is computed as

ζ̇ = ẑ2,

ẑ2 = −γ0|ζ − z1|
1/2sign(ζ − z1) + ν1 (25)

ν̇1 = −γ1sign(ζ − z1),

where γ0 and γ1 are positive constants chosen such that

γ1 > L, γ2
0 ≥ 4L

γ1 + L

γ1 − L
, L ≥ max

j=1,2,...,k

{
Fj + G2,jVj

}
.

(26)
Apply now the STBA-SOSM Algorithm with

Λ1 > 0, Λ2 > Λ1 + 2Pk, N∗ ≥ 3. (27)

Then, for a sufficiently small T and for some positive con-
stants b1, b2, after a finite-time transient the following in-
equalities hold

|z1(t)| ≤ b1T
2, |ż2(t)| ≤ b2T. (28)

PROOF. The tuning formulas (26) represent the well
known tuning inequalities of the Levant’s differentiator
[12], in which L represents an upper bound to the Lipschitz
constant of z2. First, notice that the STBA-SOSM control
law in Algorithm 3 guarantees that

|v(t)| ≤ max
i=1,2,...,k

|αi[Vi + Vtb(t)]|. (29)

Further, note that, by definition, αi ∈ (0, 1] and Vtb(t) ∈
[−Vk, 0] due to the adopted upper and lower bounds in (11).
Thus, the relationship (29) can be further manipulated as

|v(t)| ≤ max
i=1,2,...,k

Vi. (30)

According to the second of (3), and taking into ac-
count the state uncertainty description (10) and the up-
per bound on the uncertainty h(t), it readily follows that
|ż2| ≤ maxj=1,2,...,k

{
F j + G2,jVj

}
≡ L, which shows

that the parameter L in (26) is indeed a Lipschitz constant
of z2. After a transient of finite duration, which can be
made arbitrarily small by choosing a value of L in (26)
which is large enough, the estimated and actual state z2 will
be coincident. However, unless the initial conditions of the
system trajectories already belong to a close vicinity of the
origin, during the transient phase there will be no frequent
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sign commutations of σ(t). Hence, the time-based magni-
tude Vtb(t) will be kept constant and equal to its initial zero
value until a vicinity of the origin, the size of which depends
on the parameter T , is reached. With a sufficiently small T ,
this neighborhood can be forced to be entirely contained in
the innermost Zk = Rk. Outside region Rk, therefore, the
controller implements the purely switched S-SOSM adapta-
tion method, investigated in [18], which guarantees that the
region Rk is finite time attractive and positively invariant.
Once within the innermost region Rk, the actual system
trajectory in the z1Oz2 plane will approach the origin, as
guaranteed by the fact that the region Rk is invariant and
that the switched control gain Vk dominates the actual un-
certainties. During this convergence process, the frequency
of the sign commutations of σ(t) will correspondingly and
progressively increase, according to (21) and in view of the
contraction condition |zMax,h+1| ≤ γ|zMax,h|, γ < 1, en-
forced by the Suboptimal algorithm. Ideally, the frequency
of the sign commutations of σ(t) tends to infinity as the
closed-loop trajectory approaches the origin. Therefore,
condition (18) is kept at some finite j = M1, and the step-
wise reduction of V j

M is activated starting from the end of
the time interval TM1

. Define now

Nk = sup
t≥0,z(t)∈Rk

η(z(t), t) =
Fk +H

G1,k

(31)

and note that, with the state evolution being restricted to
the innermost region Rk, the dominance condition of the
Suboptimal algorithm control gain is expressed as

V
j
M + Vk ≥ ΓNk, Γ = max

{
1

α∗
,

4G1,k

3G1,k − G2,k

}
,

(32)
where the left hand side of (32) includes both the switched
and the time-based components. By relying on the fact that
NM1

sw (σ) ≥ N∗, at the end of the time interval TM1
(i.e., at

the time instant t = M1T ) the actual value of the time-based
adaptive control magnitude vtb(M1T ) = V M1

M , summed
with the value of the switched control gain Vk will be
“dominating” the actual upper bound of η(z(t), t) in accor-
dance with (32), as

V M1

M + Vk ≥ Γ|η(z(M1T ),M1T )|. (33)

The dominance over the uncertainties (formalized by condi-
tion (32)) will be lost after a finite number of intervals, and
at some j = M2 > M1 the 2-sliding criterion (18) will be
violated. This implies that, at the end of the preceding time
interval TM2−1, a dominance inequality analogous to (33)
holds, i.e.,

V M1

M + Vk ≥ Γ|η(z((M2 − 1)T ), (M2 − 1)T )|. (34)

In view of Lemma 3.1, at the end of the time interval TM2−1

the variables z1 and z2 are bounded as in (19) with

ρ1 = supt∈TM2−1
|ż2(t)| = G2,k[Nk +V M2−1

M +Vk]. (35)

At the end of TM2+1, i.e., one time interval after the vio-
lation of the 2-sliding criterion (18), the magnitude of the
uncertainty η(z(t), t) will be such that

|η(z((M2 + 1)T ), (M2 + 1)T )| ≤

|η(z((M2 − 1)T ), (M2 − 1)T )|+ 2PkT, (36)

which considers the bound on the rate of variation of η(z, t)
in (24). On the other hand, the adaptive gain magnitude
will be increased at the end of the interval Ti,M2

− 1, and
decreased at the end of the successive one Ti,M2+1, which
means that

V M2+1
M > V M2−1

M + T (Λ2 − Λ1). (37)

Therefore, considering (34) and (37), and provided that Λ2

is such that

Λ2 > Λ1 + 2Pk, (38)

the dominance condition (32) will be already restored at the
end of the time interval Ti,M2+1, i.e., one time interval after
the violation of the 2-sliding criterion (18) occurred. While
V

j
M continues to grow, waiting for the 2-sliding criterion

(18) to be restored, which will happen after a finite num-
ber of time intervals, the contractive rotations of the system
trajectories in the z1 − z2 plane can be evaluated by study-
ing the limit trajectories induced by the Suboptimal con-
troller starting from the initial condition (19). Lengthy – yet
straightforward – algebraic computations show that the tran-
sient deviations of z1 and z2 fulfil inequalities of the type
(28), where constants b1 and b2 depend on the uncertainty
bounds and on the controller parameters, but do not depend
on T . The process of losing and successively restoring the
dominance over the uncertainties will continue iteratively in
the subsequent time intervals, preserving inequalities (28).
As a final step, one must choose T such that the invariant
region described by the inequalities (28) is contained within
the innermost region Rk. To achieve this, T has to be chosen
sufficiently small, and in accordance with

T ≤ min

{√
z1,k

b1
,
z2,k

b2

}
. (39)

Remark 2 Some “practically oriented” guidelines for find-
ing an effective tuning of the N∗ parameter are given. The
interval length T has to be chosen first, according to the de-
sired accuracy degree. Then, an experimental test using the
fixed-gain version of the controller and inspecting the actual
“average” number of switches of the quantity σ(t) along
the time windows of length T has to be done. This observed
average value has then to be reduced (e.g., dividing it by
two) to derive N∗. The rationale for this procedure is that
the average switching frequency of σ(t) will decrease when
the magnitude of the discontinuous controller gain will be
diminished.
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4 Simulation results

To illustrate the performance of the proposed STBA-SOSM
algorithm, consider the dynamical model of the single–link
manipulator with flexible joint and negligible damping [17],
i.e.,

Iq̈1(t) +MgL sin(q1(t)) + k(q1(t)− q2(t)) = 0

Jq̈2(t)− k(q1(t)− q2(t)) = u(t) + w(t)

where q1(t) and q2(t) are the angular positions of the link
and motor, respectively, I and J are moments of inertia, k
is the stiffness constant, M is the total mass, L is a distance,
u(t) is the input torque, while w(t) is a bounded unmeasur-
able disturbance. The control objective is to steer the angu-
lar positions and velocities of the manipulator to zero while
avoiding excessive transient oscillations of the link in spite
of the presence of the disturbance term. System (40) can
be rewritten as a fourth–order nonlinear model, which can
be transformed into the Brunowsky normal form through a
global diffeomorphism (see [10]) yielding





ṗi(t) = pi+1(t), i = 1, 2, 3

ṗ4(t) = −(MgL
I cos(p1(t)) +

k
I + k

J )p3(t)

+MgL
I (p22(t)−

k
J ) sin(p1(t)) +

k
IJ (u(t) + w(t))

To perform the simulation tests, the same parameters used
in [7] have been adopted, that is, MgL = 1, I = 0.08,
J = 0.005, k = 0.3. Note that the adopted stiffness value
corresponds to the case of a very flexible joint, which makes
the regulation task quite hard. The disturbance input is taken
as w(t) = 5 sin(2t). The chosen sliding manifold is z1(t) =
p4(t) + 15p3(t) + 75p2(t) + 125p1(t) = 0, which assigns
an asymptotically stable behavior to the associated reduced-
order zero dynamics, with three poles all located at −5. From
the definition of the sliding manifold, an auxiliary system of
the form (3), i.e.,

ż1 = z2 (40)

ż2 = f(p(t), ṗ(t)) +
k

IJ
(v(t) + ẇ(t)),

where function f(·, ·), which is supposed to be uncertain,
can be straightforwardly obtained from (40), and the aux-
iliary control variable v(t) denotes the time derivative of
the actual input torque, i.e., v(t) = u̇(t). Although ẇ(t) is
uniformly bounded, in magnitude, by constant H = 10, it
is assumed that the much more conservative upper bound
H = 50 is available a priori to the designer. The initial
conditions are x(0) = (0.5,−0.5, 0.5− 0.5). The drift term
function f(·) can be bounded by a constant term if one as-
sumes that the state variables remain bounded, which ap-
pears reasonable considering the physical meaning of such
variables in the considered robotic system. Four regions R1,
R2, R3, R4 are considered, with parameters z̄1,1 = 10,

z̄1,2 = 6, z̄1,3 = 2, z̄2,1 = 450, z̄2,2 = 350, z̄2,2 = 150.
All simulations have been done using the Euler integration
method with a fixed integration step of 10−4s. The joint ve-
locities q̇1 and q̇2 have been estimated on-line via real-time
differentiation of the position signals q1 and q2 using Lev-
ant’s differentiators [12]. In TEST 1, the purely switched
S-SOSM controller, without time-based adaptation has been
implemented. The parameters of the switched adaptation
are: V1 = 100, V2 = 90, V3 = 80, V4 = 60, αi = 0.9, ∀i.
The parameters of estimator (25) are taken as γ1 = 120,
γ0 = 70. The left plot in Figure 1 shows the closed-loop
trajectory in the z1 − z2 plane. It can be seen that the initial
conditions lie in the region R1, and that the inner regions
R2, R3 and R4 are progressively entered until the invari-
ant innermost region R4 is reached. The left plot of Figure
1 shows a zoomed view of the trajectory. The large values
taken by z1(t) and z2(t) during the transient are due to the
high gains used in the sliding variable definition, selected to
have a fast convergence to the reduced order sliding mode
dynamics. Figure 2-left depicts the time-varying magnitude
of the switched control gain, showing its progressive de-
crease as the inner regions are entered. The switched gain
quickly decreases during the initial transient and eventually
settles to the value V4 once the trajectory enters the inner-
most invariant region R4.
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Fig. 1. Trajectory in the z1−z2 plane in TEST 1. Left plot: overall
trajectory. Right plot: zoomed trajectory.
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Fig. 2. Time history of the control gain in TEST 1 (left plots) and
TEST 2 (right plots). Upper plots: initial transient. Lower plots:
long-term evolution.

In TEST 2, the proposed STBA-SOSM algorithm has been
implemented. The parameters of the switched adaptation are
the same as in TEST 1, while those of the time-based com-
ponent of the algorithm are Λ1 = 5,Λ2 = 7, N∗ = 10, T =
50ms. The resulting trajectory in the z1 − z2 plane is in-
distinguishable from that achieved in TEST 1, and omitted
for brevity. Figure 2-right depicts the overall magnitude of
the control gain (including both the switched and the time-
based component). The upper plot shows that the transient
behaviour is the same as that obtained in the TEST 1, while
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the lower plot shows that as soon as the sliding mode be-
haviour is established in a vicinity of the second order sliding
set z1(t) = z2(t) = 0 the control gain further reduces and, at
steady state, it successively increases and decreases, track-
ing the fluctuations of the actual uncertainties. The plots in
Figure 3 show the converging behaviour of z1(t) and q1(t),
which are both quickly steered to zero. It is worth to un-
derline the prompt and oscillation-free regulation of the arm
coordinate q1(t), shown in the right plot, which is achieved
in spite of the high flexibility of the joint and in presence
of oscillatory disturbances too. Figure 4 highlights the fur-
ther benefit of using the combined switched and time based
adaptation that the time evolution of the control input u(t)
is less corrupted by chattering.

In TEST 3, the STBA-SOSM algorithm has been imple-
mented using a reduced value, T = 25ms, of the temporal
adaptation window, half of that used in TEST 2. The aim
of this test is to verify the relation (28). As clear from Fig.
5, the accuracy of z1(t) is four times higher in the TEST
3 as compared to that achieved in the TEST 2, which con-
firms the quadratic dependence of the z1 accuracy on the T
parameter.
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Fig. 3. Transient behaviour of z1(t) (left plot) and q1(t) (right
plot) in TEST 2.
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Fig. 4. Zoom of u(t) in TEST 1 (left plot) and TEST 2 (left plot).
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Fig. 5. Upper plot: zoom of z1(t) in TEST 2 with T=0.05 s. Lower
plot: zoom of z1(t) in TEST 3 with T=0.025 s.

5 Concluding remarks

In this paper, a combined switched/time-based adaptation
strategy for a SOSM controller has been presented, which
allows dealing with both state-dependent and time-varying
uncertainties for which only (possibly very conservative) up-
per bounds are known. The proposed algorithms features the
desired convergence properties, as the closed-loop trajectory
reaches in finite-time an invariant set containing the origin,
the size of which can be explicitly linked to the controller
parameters.
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