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Abstract

One-dimensional formations of unidirectionally interconnected heterogeneous, multiple-input multiple-output (MIMO) linear
time-invariant (LTI) systems are studied in terms of the spatial propagation of initial conditions, disturbances and reference
inputs. The proposed mixed frequency-domain and complex state-space formulation of the string leads to the stability theory
of switching and uncertain polytopic systems, and so the tools available there can be adopted for the analysis of interconnected
systems. It is shown based on this analogy that in certain important cases string stability conditions for homogeneous and
heterogeneous interconnected systems coincide. In addition to presenting general string (in)stability conditions, the necessity
of introducing the notion of string performance is demonstrated. Special attention is devoted to interconnected rank one
systems, i.e., systems whose transfer matrices are of rank one. The topic is motivated by car following problems for which
the available analysis tools fail to provide appropriate heterogeneous string stability conditions. A cooperative adaptive cruise
control (CACC) example is presented to illustrate the usefulness of the approach.
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1 Introduction

A general framework is presented for the study of 1-D
formations (strings) of unidirectionally interconnected
heterogeneous LTI systems where the ordering of the
components is arbitrary. Specifically, spatial and tempo-
ral evolution of signals and the notion of string stabil-
ity are examined for interconnections which are subject
to nonzero initial conditions, disturbances and reference
inputs, and where the flow of information between the
components is unidirectional along the string. Such sys-
tems arise in many fields of application, for instance,
automated irrigation channels (Soltanian and Cantoni,
2015), supply chains (Huang et al., 2007), harmonic os-
cillators Yu et al. (2015), lateral (McAree and Veres,
2016) and longitudinal (Ioannou and Chien, 1993) con-
trol of vehicle platoons.

String stability of a string ensures boundedness of sig-
nals as they evolve both in time and space. Most of
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the available analysis and design approaches are ap-
plicable only to homogeneous strings where the inter-
connected components are identical in their dynamics
(Swaroop and Hedrick, 1996; Peters et al., 2014). Meth-
ods that concern the string stability of heterogeneous
unidirectionally interconnected formations, e.g., (Kian-
far et al., 2011; Lidstrom et al., 2012; Monteil et al.,
2018), are limited to single input single output (SISO)
systems and special problems. The most widespread
analysis methods for string stability can be classified
in view of the applied transformations on the two-
dimensional (time and space) signal spaces associated
with the interconnected systems. (Time,Frequency)-
and (Frequency,Frequency)-domain analysis methods
(Šebek and Hurák, 2011; Knorn, 2013) are based on
Z-transform for the spatial sequence of signals and dy-
namic systems. The approach requires a certain spatial
invariance; therefore, it cannot be applied to hetero-
geneous strings. (Time,Space)-domain approaches are
based on infinite dimensional operators (D’Andrea and
Dullerud, 2003); (vector) Lyapunov functions (Swaroop
and Hedrick, 1996); and the theory of 2-D systems
(Knorn, 2013; Soltanian and Cantoni, 2015). Soltanian
and Cantoni derived a distributed sufficient condition
for heterogeneous string stability (HSS) demanding uni-
form boundedness in both time and space (Soltanian
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and Cantoni, 2015). A great advantage of their results
is that HSS of the string can be achieved by satisfying a
set of independent local conditions. Unfortunately, for
the vehicle platooning problem presented in this paper
that sufficient condition never holds, yet the system may
be HSS, see Remark 5. Applying Laplace transforma-
tion for each signal and LTI component model leads to
the (Frequency, Space)-domain approaches. The most
widespread analysis method of this class requires the
computation of string stability transfer functions

Γi(s)
′ ,

zi(s)

z0(s)
, or Γi(s) ,

zi(s)

zi−1(s)
, (1)

which yield the respective weak (‖Γ′i‖∞ ≤ 1) and strong
(‖Γi‖∞ ≤ 1) conditions for string stability with respect
to the variable of interest, zi (Shaw and Hedrick, 2007;
Naus et al., 2010). These transfer functions depend in
general on the properties of multiple components and so
the approach requires extensive numerical tests for the
analysis in the heterogeneous case and gives no hints on
component (re)design (Naus et al., 2010). The choice of
the variable of interest also influences the type of string
stability, for which there exist no generally valid theo-
retical explanations.

In this paper we propose a (Frequency, Space)-domain
approach where the string is viewed as a parameter de-
pendent complex valued discrete dynamical system. The
concept immediately suggests the introduction of the no-
tion of heterogeneous string performance (HSP) which
helps resolving the above mentioned problems. The pro-
posed approach has been tested on special SISO prob-
lems (Rödönyi, 2018, 2017). In this paper we provide a
general framework for developing conditions that guar-
antee string stability of heterogeneous and multivariable
ad hoc strings. The main properties and contributions
with respect to existing results are summarized as fol-
lows.

(1) The class of systems under consideration is gen-
eral: (a) heterogeneous strings of MIMO LTI com-
ponents in arbitrary order; (b) unidirectional inter-
connection structure involving leader and multiple
predecessor following architectures;

(2) Effects of initial conditions, disturbances and refer-
ence signals are analyzed in a common framework;

(3) The introduced analysis approach reveals analo-
gies between interconnected systems and switching
systems with important conclusions: (a) well de-
veloped powerful theoretical and numerical tools
appear on the field of interconnected systems
(b) classes of systems, for which the conditions for
homogeneous and heterogeneous string stability
coincide, can be characterized (c) the introduction
of the notion of string performance resolves some
existing dilemmas in the field

The paper is organized as follows. The problem is formu-

lated in Section 2. In Section 3 a state-space like descrip-
tion of interconnected systems is proposed that high-
lights the difference between the notions of string stabil-
ity and string performance. General and special string
stability and performance conditions are presented in
Sections 4 and 5, respectively. Finally, a CACC problem
is presented in Section 6, which illustrates some advan-
tages of the proposed approach.

Notations

N, R, C, N+, R≥0 and C+ denote respectively the field
of natural, real and complex numbers, the positive inte-
gers, the nonnegative real numbers, and the open right
complex plane. |.| denotes both the absolute value of a
scalar and an appropriate vector norm associated with
a finite dimensional vector space. The dimension of vec-
tor x is denoted by dim(x). The transpose of a vec-
tor or matrix is denoted by the subscript T . The max-
imum singular value and respectively the spectral ra-
dius of a matrix are denoted by σ̄(.) and ρ(.). If A is an
object (number/matrix/system/. . .), then SA denotes
a set of these objects. Conv denotes convex hull. The
joint spectral radius (JSR) of a set of matrices SA is de-

fined by σA , lim`→∞ sup{‖M‖1/`,M ∈ S`A}, where
‖.‖ denote any matrix norm and S`A denotes the set of
all matrix products of length ` with factors from set
SA. Let `p denote the space of sequences of vectors

x = {xi ∈ Rdim(xi), i ∈ N}, with the norm ‖x‖p ,
(
∑∞
i=0 |xi|p)

1/p
for p ∈ [1,∞) and ‖x‖∞ , maxi |xi|

for p = ∞. For p ∈ [1,∞] the function space Lp de-
notes {x : [0,∞) 7→ Rn : x is measurable and ‖x‖p <
∞}, where ‖x‖p ,

(∫∞
0
|x(t)|pdt

)1/p
for p ∈ [1,∞)

and ‖x‖∞ , ess supt≥0 |x(t)| for p = ∞. Fourier and
Laplace transforms of time-domain functions x(t) are de-
noted by the same symbol with appropriate arguments,
x(jω) = F{x(t)} and x(s) = L{x(t)} with ω ∈ R and
s ∈ C, respectively. By Parseval’s Theorem we have

‖x‖2 =
(

1
2π

∫∞
−∞ |x(jω)|2dω

)1/2

.H∞ denotes the Hardy

space of functions G : C+ 7→ Cp×m that are analytic
on C+. The norm in this space can be computed as
‖G‖∞ = ess supω∈R σ̄(G(jω)). Let (Lp, `q) , {xi(t) ∈
Rdim(xi), i ∈ N, t ∈ R≥0, ‖x‖p,q < ∞} denote the 2-D
space of sequences of vector valued functions, which is

endowed with the norm ‖x‖p,q ,
(∑∞

i=0 ‖xi(.)‖qp
)1/q

for
q ∈ [1,∞) and ‖x‖p,∞ = supi≥0 ‖xi(.)‖p for q =∞.

2 Problem Formulation

2.1 Local Component Model

Leader and multiple predecessor following 1-D forma-
tions (strings) of dynamic components are considered in
the paper. The leader is represented by a signal q0(t) ∈
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Rnq , which can be considered as a spatial boundary condi-
tion to the string. In some applications q0 is interpreted
as a reference signal to be asymptotically followed by
the other components (e.g., reference position in longi-
tudinal platooning problems (Ioannou and Chien, 1993),
water flow-rate in automated irrigation channels (Solta-
nian and Cantoni, 2015)). The components of the string
are denoted by Σi, i ∈ N, and are described by the fol-
lowing LTI state-space equations


ẋi(t)

qi+1(t)

zi(t)

=

Ai Bi,Ni Bi,0 Bi,d

Ci,q Di,Ni,q Di,0,q Di,d,q

Ci,z Di,Ni,z Di,0,z Di,d,z



xi(t)

qNi(t)

q0(t)

di(t)

, (2)

where xi(t) ∈ Rdim(xi) denotes the state vector of the lo-
cal system with initial condition xi(0) = xi,0. The state
space dimensions dim(xi) are not necessarily equal for
all components. Signals qi, i ∈ N, are called transmission
signals, have equal dimensions dim(qi) = nq for all com-
ponents, and represent the information that is propagat-
ing along the string (e.g., vehicle acceleration in platoon-
ing problems). They are not necessarily equivalent to
the variables of interest (e.g., spacing errors in platoon-
ing problems). The variables of interest are called per-
formance outputs, and are denoted by zi(t) ∈ Rdim(zi),
i ∈ N. The dimension of the performance output may
differ for each component. Each component Σi is subject
to disturbance di(t) ∈ Rdim(di) whose dimension may
depend on i. State space matrices Ai, Bi,Ni , . . . , Di,d,z

are constant real matrices of appropriate size, and may
differ for each component. Index set Ni and input qNi
are defined in the next section.

In the framework presented in this paper, (2) can be
augmented, without loss in generality, by arbitrary LTI
uncertainty models, and constant time-delay terms to
model actuator and communication network effects as
demonstrated in (Rödönyi, 2017).

2.2 Interconnection Topology

Component Σi may have access to q0, assuming a long-
range communication technology (leader following), and

also to qj , j ∈ Ni , {i, i− 1, . . . , i− r+ 1}, of arbitrary
number of near predecessors in a short communication
range of maximal length r (multi-predecessor following
(Konduri et al., 2017)). The information received from
the neighboring predecessors are collected in the com-
pound column vector, qNi(t) ∈ Rrnq ,

qNi(t) ,
[
qi(t)

T qi−1(t)T · · · qi−r+1(t)T
]T
. (3)

If i < r, then the elements in qNi(t) with negative index
are defined to be zero vectors. The corresponding input
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Fig. 1. Interconnection of heterogeneous dynamical systems,
special case: leader and predecessor following architecture
with direct neighbor communication range of r = 1

matrices in (2) can be expanded as
Bi,Ni

Di,Ni,q

Di,Ni,z

 ,

Bi,i Bi,i−1 · · · Bi,i−r+1

Di,i,q Di,i−1,q · · · Di,i−r+1,q

Di,i,z Di,i−1,z · · · Di,i−r+1,z

 . (4)

Note that r denotes the maximum length of the limited
communication range in the string. Components not uti-
lizing all of the communication channels in this range
are described by appropriate zero columns in (4). Model
structure (2) covers all the LTI systems considered in
the cited papers, including (cooperative) adaptive cruise
control (Ploeg et al., 2014), and connected cruise con-
trol (Hajdu et al., 2016) applications. Fig. 1 illustrates
the model structure for the case of a leader and prede-
cessor following (LPF) interconnection topology (Seiler
et al., 2004; Köroğlu and Falcone, 2017), where the max-
imum range of communication with direct predecessors
is r = 1.

Let the sequence of initial conditions, disturbances, per-
formance signals, and transmission signals be denoted,
respectively, by x0 , {xi,0}i∈N, d(t) , {di(t)}i∈N, q(t) ,
{qi(t)}i∈N+ , z(t) , {zi(t)}i∈N.

2.3 Set of Components, Set of Strings

We consider heterogeneous strings of arbitrary length
and arbitrary ordering of the components. Thus we have
to deal with a set of strings which is completely char-
acterized by the set of possible components denoted by
SΣ, i.e., Σi ∈ SΣ for all i ∈ N. One particular string of
length ` is given by a sequence of ` interconnected com-
ponents Ω = (Σ0,Σ1, . . . ,Σ`−1), and can be viewed as

an LTI system with initial states {xi,0}`−1
i=0 , inputs q0(t)

and {di(t)}`−1
i=0 and outputs {qi(t)}`i=1 and {zi(t)}`−1

i=0 . To
express the dependence of the outputs on the inputs and
on the particular string, we may write q = q(Ω, x0, q0, d)
and z = z(Ω, x0, q0, d). The set of all strings of length `

is denoted by S`Ω(SΣ) , {(Σ0,Σ1, . . . ,Σ`−1) : Σi ∈ SΣ}.
The set of all strings whose components are selected from
set SΣ is denoted by SΩ(SΣ) ,

⋃∞
`=1 S`Ω(SΣ). The notion

of string stability is associated with this set of strings,
or equivalently, with the set of all possible component
models SΣ.
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2.4 Definitions for Heterogeneous String Stability and
Performance

The general framework proposed in this paper allows
various choices for signal spaces, each may be sensible
for a particular application. The following definitions re-
quire (Lpj , `pk)-boundedness of variables where integers
p1, . . . , p8 ∈ [1, ∞] refer to function spaces. Experiences
on platooning applications, for instance (Naus et al.,
2010, Section IV), show that different signals may have
different string stability properties. The same problem
is demonstrated in (Rödönyi, 2017) where, under cer-
tain circumstances, the interconnection signals (vehicle
accelerations) and the performance signals (spacing er-
rors) show different evolution properties: uniform L2-
boundedness in the first, and uniform L∞-boundedness
in the latter. These problems motivate us to introduce
the novel notion of string performance. By introducing
appropriate scalings in the component models we may
always have the following

Assumption 1 The spatial and temporal boundary con-
ditions and the disturbances are all bounded by unity in
their respective spaces, q0 ∈ Lp1 , x0 ∈ `p2 , and d ∈
(Lp3 , `p4).

Definition 1 (HSS) The set of all strings SΩ(SΣ) that
can be constructed from the set of component models,
SΣ, is heterogeneous string stable (HSS), if the se-
quence of transmission signals q(Ω, x0, q0, d) is bounded
in (Lp5 , `p6), i.e., ‖q(Ω, x0, q0, d)‖p5,p6 ≤ γq < ∞, for
all Ω ∈ SΩ(SΣ) and all (x0, q0, d) satisfying Assumption
1. Otherwise SΩ(SΣ) is heterogeneous string unstable.

Definition 2 (HSP) The set of all strings SΩ(SΣ) has
heterogeneous string performance (HSP) of level γz if the
sequence of performance signals z(Ω, x0, q0, d) is bounded
in (Lp7 , `p8) by ‖z(Ω, x0, q0, d)‖p7,p8 < γz for all Ω ∈
SΩ(SΣ) and all (x0, q0, d) satisfying Assumption 1.

It can be seen based on Sections 3 and 4 that (het-
erogeneous) string performance implies (heterogeneous)
string stability, but the converse is not in general true.

The choice of space `∞ corresponds to spatially uni-
form boundedness of signals, a sensible assumption and
requirement in most of the applications. The spatial
boundary (reference) function is usually assumed to be
q0 ∈ L2 or q0 ∈ L∞ or both (Soltanian and Cantoni,
2015). Variables of interest, zi, are often required to be-
long to L∞ (e.g., spacing errors in platooning problems
to avoid collisions). Alternative choices can be found
for example in (Seiler et al., 2004; Barooah and Hes-
panha, 2005), where disturbances and spacing errors are
assumed to be in (L2, `2). Except for the approaches in
(D’Andrea and Dullerud, 2003) and (Knorn, 2013) there
is usually no distinction between interconnection signals
and performance variables in the literature.

The goal of the paper is to develop a general framework
suitable for investigating HSS and HSP of unidirection-
ally interconnected LTI systems defined by (2).

3 Description of Heterogeneous Strings

The proposed method can be classified as a (frequency,
space)-domain approach where Laplace-transform is ap-
plied to the component models (2)-(4), which yields the
following spatially discrete parameter dependent system qNi+1

(s)

zi(s)

 =

Ai(s) Bi(s)
Ci(s) Di(s)

 qNi(s)
ui(s)

 , (5)

for i ∈ N, where state vector qNi is defined by (3), inputs
and initial conditions are collected in vector

ui(s) ,
[
q0(s)T , di(s)

T , xTi,0

]T
, (6)

and

Ai(s) ,


αi,i(s) αi,i−1(s) . . . αi,i−r+1(s)

I 0 . . . 0

. . .
...

0 I 0

 ,
αi,j(s) , Ci,q(sI −Ai)−1Bi,j +Di,j,q, j ∈ Ni,

Bi(s) , Ci,q(sI −Ai)−1


Bi,0, Bi,d, I

0 0 0
...

...
...

0 0 0



+


Di,0,q, Di,d,q, 0

0 0 0
...

...
...

0 0 0

 ,

Ci(s) ,
[
ζi,i(s), ζi,i−1(s), . . . ζi,i−r+1(s)

]
,

ζi,j(s) , Ci,z(sI −Ai)−1Bi,j +Di,j,z, j ∈ Ni,

Di(s) , Ci,z(sI −Ai)−1
[
Bi,0, Bi,d, I

]
+
[
Di,0,z, Di,d,z, 0

]
,

where matrices with negative indexes are defined as zero
matrices. Description of the heterogeneous string (5) can
be interpreted as a spatially discrete state-space model
parameterized by the Laplace variable s. The dimension
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of the state-space is dim(qNi) = rnq. The interconnec-
tion and performance variables evolve as the unique so-
lutions to (5),

qNi(s) = Φ(s; i, 0)qN0
(s)+

i−1∑
j=0

Φ(s; i, j + 1)Bj(s)uj(s),(7)

zi(s) = Ci(s)qNi(s) +Di(s)ui(s), (8)

for i ∈ N+, where

Φ(s; i, j) ,

{
I, i = j

Ai−1(s)Ai−2(s) · · · Aj+1(s)Aj(s), i > j

(9)
is the fundamental matrix function of the string.

Description (5) reveals the difference between the roles
of interconnection and performance variables. The clas-
sical approach of comparing zi(s) with zi−1(s) to deduce
strong string stability, as in (1), is analogous to com-
paring two consecutive samples of the output of a dis-
crete linear time-varying system to deduce its absolute
stability. The presented approach differs from those of
the literature also in the following. Although head-to-
tail transfer matrices (Hajdu et al., 2016) could be de-
fined and inspected based on the closed form solution
(7)-(8) to (5), string stability is deduced based on the
parameter dependent state-space matrices of (5).

One practical approach to characterize the set of all pos-
sible components, SΣ, is to define the s-dependent state-
space matrices, Ai,Bi, Ci,Di, of (5) as elements of con-
vex hulls of given finitely many vertex systems. For ex-
ample,Ai(s) ∈ SA(s), where the s-dependent convex set

SA(s) , Conv{Āl(s), l = 1, 2, . . . , ν}, (10)

is determined by given vertex systems Āl(s). In the fol-
lowing we restrict our attention to some practically rel-
evant and widely used signal spaces. We assume that
q0 ∈ L2, x0 ∈ `∞ and d ∈ (L2, `∞), and look for general
conditions under which z, q ∈ (L2, `∞).

4 General Conditions for Heterogeneous String
Stability and Performance

Interconnected systems with arbitrary ordering of
components can be examined analogously to switch-
ing/polytopic systems. In this section, conditions for
HSS and HSP are provided in terms of the joint spectral
radius (JSR) of transfer matrices.

Let SA(ω) , SA(s)|s=jω. All products of length ` with

factors from convex hull SA(ω) is denoted by S`A(ω) ,
{Ak`−1

(jω)Ak`−2
(jω) · · · Ak0(jω) : Aki(jω) ∈ SA(ω)}.

All products of transfer matrices from this set form the
semigroup A (ω) ,

⋃∞
`=1 S`A(ω) generated by SA(ω).

Definition 3 (JSR function) The joint spectral ra-
dius associated with set valued map SA(ω) is a function
σA : R 7→ R≥0 defined by

σA(ω) , lim
`→∞

sup{‖M‖1/`,M ∈ S`A(ω)}, (11)

where ‖.‖ denote any matrix norm.

The following theorem provides a sufficient condition for
string instability.

Theorem 1 The interconnected system (5)-(10) is het-
erogeneous string unstable if there exists an ω∗ ∈ R
where σA(ω∗) > 1.

Proof. It is shown that there exists a sequence of ad-
missible components characterized by the sequence of
matrices {Ai(jω∗) ∈ SA(ω∗), i ∈ N} such that the
sequence {|qNi(jω∗)|, i ∈ N} is unbounded for any
qN0

∈ L2 with |qN0
(jω∗)| > 0. By the equivalence of

vector norms over finite dimensional spaces |.| may
denote any vector norm. Set SA(ω∗) is compact by
assumption. Suppose temporarily that it is also com-
monly irreducible (Jungers, 2009, Section 1.2.2.5).
Then there exists a Barabanov norm |.| by (Jungers,
2009, Section 2.1) such that for all qN0(jω∗) ∈ Crnq
there exists a matrix A0(jω∗) ∈ SA(ω∗) such that
|A0(jω∗)qN0(jω∗)| = σA(ω∗)|qN0(jω∗)|. By iterating
the construction one gets an unbounded trajectory with
|qNi(jω∗)| = σA(ω∗)i|qN0

(jω∗)|. If set SA(ω∗) is com-
monly reducible then there exists a coordinate transfor-
mation T ∈ Crnq×rnq such that TSA(ω∗)T−1 is block
triangular with each diagonal block irreducible and one
of these blocks has JSR equal to σA(ω∗) > 1. The above
construction can be applied to this block. �

Typical LPF control structures in vehicle platooning
(Seiler et al., 2004; Köroğlu and Falcone, 2017) satisfy
the conditions of the next theorem which provides suf-
ficient conditions for HSS based on the following fact.
A switching system under arbitrary switching sequence,
or alternatively a system with time-varying polytopic
uncertainty, is asymptotically/exponentially/BIBO sta-
ble if, and only if the JSR of the set of system matri-
ces is less than one (Michaletzky and Gerencsér, 2002;
Jungers, 2009).

Theorem 2 Let q0 ∈ L2, x0 ∈ `∞ and d ∈ (L2, `∞).
Assume that all components satisfy the following bounded
input constraint. There exists a constant δ such that
‖Biui‖2 ≤ δ for all i ∈ N, i.e., every component Σi
has finite gain from ui to output qNi+1

. The intercon-
nected system (5)-(10) is heterogeneous string stable,
i.e., q ∈ (L2, `∞), if σA(ω) < 1 for all ω ∈ R.
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Proof. From (7) qNi is bounded by

‖qNi‖2 ≤ ‖Φ(.; i, 0)‖∞‖qN0‖2+‖
i−1∑
j=0

Φ(.; i, j+1)Bjuj‖2,

(12)
where the second term is bounded by(∑i−1

j=0 ‖Φ(.; i, j + 1)‖∞
)
δ. Observing that

Φ(jω; i, j) ∈ Si−jA (ω) and applying (Jungers, 2009,
Theorem 2.1) there is a constant K such that
σ̄(Φ(jω; i, j)) ≤ KσA(ω)i−j . Since σA(ω) < 1 for ev-
ery ω, the above series is finite for all i and so ‖qNi‖2
is uniformly bounded in the spacial variable i, i.e.,
q ∈ (L2, `∞). �

Typical predecessor following (PF) control structures,
such as ACC and CACC in vehicle platooning, or control
of irrigation channels, satisfy the inequality σA(ω) < 1
only for nonzero frequencies. For accurate steady state
tracking PF structures require σA(0) = 1. In order to
ensure string stability the bounded inputs have to satisfy
further constraints (for example Bi(s) must have two
zeros at s = 0).

Theorem 3 Let q0 ∈ L2, x0 ∈ `∞ and d ∈ (L2, `∞).
Assume that σA(0) = 1, σA(ω) < 1 for all ω > 0 and
there exists a common nonnegative function δ : R 7→
R≥0, δ ∈ L2 with the property δmax , maxω∈R

δ(ω)
ω2 <∞

such that

|Bi(jω)ui(jω)| ≤ δ(ω) for all i ∈ N and ω ∈ R. (13)

Then the interconnected system (5)-(10) is heteroge-
neous string stable, i.e., q ∈ (L2, `∞).

Proof. The uniform boundedness of the first term in (12)
can be proved similarly as done in the proof of Theorem
2. Thus, there is a constant K such that σ̄(Φ(jω; i, 0)) ≤
KσA(ω)i ≤ K for all ω ∈ R. By Parseval’s theorem and
by the symmetry of Fourier transform of real functions,
the second term in (12) is the square root of

1

π

∫ ∞
0

|
i−1∑
j=0

Φ(jω; i, j + 1)Bj(jω)uj(jω)|2dω. (14)

To prove the finiteness of (14), we show the finiteness of
the integral over the intervals [1,∞) and [0, 1] separately.

∫ ∞
1

|
i−1∑
j=0

Φ(jω; i, j + 1)Bj(jω)uj(jω)|2dω

≤
∫ ∞

1

i−1∑
j=0

|KσA(ω)i−j−1|2|δ(ω)|2dω

≤ K2

1−maxω>1 σ2
A(ω)

‖δ‖22, (15)

which is finite. To prove the finiteness of (14) on ω ∈
[0, 1], we first define an upper-bound for σA(ω). With-
out loss of generality we can assume that there is a suf-
ficiently small constant τ > 0 such that

σA(ω) ≤ 1√
τ2ω2 + 1

for ω ∈ [0, 1]. (16)

This bound is used to bound the following integral∫ 1

0

|
i−1∑
j=0

Φ(jω; i, j + 1)Bj(jω)uj(jω)|2dω

≤
∫ 1

0

i−1∑
j=0

|KσA(ω)i−j−1|2|ω2 δ(ω)

ω2
|2dω

≤ K2δ2
max

∫ 1

0

∞∑
j=0

|ω2σA(ω)j |2dω

≤ K2δ2
max

∫ 1

0

∣∣∣∣∣ ω2

1− 1√
τ2ω2+1

∣∣∣∣∣
2

dω, (17)

where limω→0
ω2

1− 1√
τ2ω2+1

is finite by L’Hospital’s rule,

and so the integrand in (17) is finite everywhere. Thus,
the claim is proved and q ∈ (L2, `∞). �

The following condition is sufficient in practical systems
to establish the uniform boundedness of performance
outputs, zi, in the L2 norm.

Theorem 4 Suppose that the spatial and temporal
boundary conditions and the disturbances satisfy ‖q0‖2 ≤
1, ‖x0‖∞ ≤ 1, and ‖d‖2,∞ ≤ 1. The interconnected sys-
tem (5)-(10) has heterogeneous string performance of
level γz, i.e., ‖z‖2,∞ ≤ γz < ∞, if both of the following
conditions hold

(1) the interconnected system is HSS, i.e., q ∈ (L2, `∞).
(2) Ci,Di ∈ H∞.

Proof. From condition 1 there exists a constant γq such
that ‖q‖2,∞ ≤ γq. From the boundedness ofDi and input
ui defined in (6) it follows that there exists a constant
c such that ‖Diui‖2 ≤ c for all i. Then ‖z‖2,∞ ≤ γz =
maxi ‖Ci‖∞γq + c <∞ proves HSP of level γz. �

Remark 1 HSP with z ∈ (L∞, `∞) can be proved sim-
ilarly provided that Ci and Di have finite generalized H2

norm, i.e., finite induced L2 to L∞ norm.

Remark 2 The presented simple conditions for HSS,
HSP or string instability can be easily tested. There are,
however, systems that do not satisfy the above conditions.
In these cases one may have to elaborate more specific,
application dependent conditions onAi, Bi, Ci andDi, or
to associate more realistic sets for the inputs. One such
example is presented in (Rödönyi, 2017).
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Fig. 2. The qi
Ai7→ qi+1 part of component model Σi, where

transfer matrix Ai(s) is of rank one for almost all s, control
input δi(s) is scalar, interconnection variable qi(s) is vector.

5 Special Problems

It can be seen from Theorems 2 and 3 that whenever Bi
satisfies some structural requirement, then HSS depends
on the JSR of transfer matrices Ai. Although the exact
computation of the JSR for general set of matrices is
theoretically NP hard, a number of approximation algo-
rithms exist with remarkable accuracy (Jungers, 2009).
In addition, the transfer matrices in most of the cited ap-
plications have special structural properties that make
the computation of the JSR extremely efficient. Two
practically important cases are discussed in this section.

5.1 Scalar Interconnection Variables

Corollary 1 For SISO transfer functions Ai(s) ∈
SA(s) we have σA(ω) = maxl∈{1,...,ν} |Āl(jω)|, where Āl
and SA are defined by (10).

Corollary 1 applies to a wide range of applications. It
implies that conditions for homogeneous and heteroge-
neous string stability are equivalent, i.e., every compo-
nent can be designed for homogeneous string stability
without regard to properties of other components, and
when different such components are joining in arbitrary
order, the string will be heterogeneous string stable.

5.2 Rank One Systems

Component Σi is said to be a rank one system, if ma-
trix Ai(s) in (5) has rank one for almost all s ∈ C. In-
terconnected rank one systems arise, for example, when
only one direct predecessor is followed (i.e., the com-
munication range is r = 1), the plant Pi to be con-
trolled in component Σi is a single input multiple out-
put system, ξi(s) = Pi(s)δi(s), Pi(s) ∈ Cdim(ξi)×1, and
the interconnection variable qi(s) = Vi(s)ξi(s) ∈ Cnq
is a vector (nq > 1), and Vi(s) is a transfer function
of rank nq for almost all s ∈ C. A general setup is
shown in Fig. 2, where performance signals, initial con-
ditions and the possible link to the leader are omit-
ted for simplicity. The associated interconnection trans-

fer matrix Ai(s) =
Vi(s)Pi(s)Cff,i(s)
1+Cfb,i(s)Pi(s)

mapping qi(s) into

qi+1(s) can be written as a dyad Ai(s) = bi(s)c
T
i (s),

where bi(s) = Vi(s)Pi(s) ∈ Cnq×1 is a column vector

and cTi (s) =
Cff,i(s)

1+Cfb,i(s)Pi(s)
∈ C1×nq is a row vector.

The computation of the JSR of a finite set of rank one
matrices is equivalent to the problem of computing the

maximum cycle mean (MCM) in a directed graph. The
JSR is achieved by the spectral radius of the product of
at most ν different matrices (Ahmadi and Parrilo, 2012).
Applied for the frequency dependent problem of inter-
connected systems, this means that the JSR function
(11) associated with the set of transfer matrices SA(ω)
defined by (10) equals to the maximum of the spectral
radii of products of at most ν vertexes of the polytope
SA(ω), i.e.,

σA(ω) = max
M∈Mν(ω)

ρ(M)1/`(M), (18)

where Mν(ω) ,
⋃ν
`=1 M `(ω) with M `(ω) ,

{
∏`
l=1 Ākl(jω), kl ∈ {1, . . . , ν}}, and `(M) is the num-

ber of factors in M . Instead of testing all possible prod-
ucts, the MCM algorithm by Karp (Karp, 1978) provides
a more efficient computation of the JSR inO(ν3 +ν2nq).

Given the set of possible components SΣ defined by (5)
and (10), the computation of JSR as described above can
be applied as an efficient tool for the analysis of HSS.
In order to derive distributed synthesis conditions, we
can start from (18) observing that the spectral radius
of the product of ν rank one matrices reveals the form
(dependence on ω is omitted for brevity)

ρ(A1A2 · · · Aν) = ρ
(
b1c

T
1 b2c

T
2 b3 · · · cTν−1bνc

T
ν

)
= |cTν b1||cT1 b2||cT2 b3| · · · |cTν−1bν |. (19)

A sufficient condition for σA(ω) < 1 to hold is that

σRSS(ω) , max
i,j∈{1,...,ν}

|cTi (ω)bj(ω)| < 1. (20)

Inequality (20) is called Robust String Stability (RSS)
Condition for rank one systems. To design the control
system Cff,i(s), Cfb,i(s) of component i it is sufficient
to satisfy (20) robustly against the set of all possible
plant models bj(s) = Vj(s)Pj(s), and the design is in-
dependent on cTj (s), i.e., the control systems of other
components. It follows from (18) that the RSS condition
guarantees strong string stability in the interconnection
variables.

6 Example: Cooperative Adaptive Cruise Con-
trol (CACC) Problem

The goal of this section is to demonstrate the power of
the presented approach in analyzing HSS and HSP of
interconnected MIMO LTI rank one systems.

6.1 Component Modeling and Notes on Classical
Frequency-Domain Approaches

The following CACC system model is borrowed from
(Ploeg et al., 2015). The vehicle dynamics at the ith

7



position of the string is described in the Laplace-
domain by ai(s) = Pi(s)δi(s), where ai is the vehi-
cle acceleration, δi is the control input and Pi(s) =

1
τis+1e

−φis is the transfer function of the accelera-
tion dynamics with time constant τi and time delay
φi. Let hi denote the time-headway parameter for a
constant time-headway spacing policy and introduce
Hi(s) , his + 1. The spacing error is defined by

ei(s) , 1
s2 (ai−1(s)−Hi(s)ai(s)). The control structure

uses control input of the predecessor vehicle: δi(s) =
H−1
i (s)

(
Ke,i(s)ei(s) +Kδ,i(s)e

−θisδi−1(s)
)
, where θi

denotes time-delay due to communication. Dynamic
controllers Ke,i(s) = ke,i

s−ze,i
s−pe,i and Kδ,i(s) = kδ,i are

parameterized by ke,i, kδ,i > 0 and ze,i, pe,i < 0.

According to the approach of this paper, a compo-
nent model should depend on the parameters of a sin-
gle vehicle. Consequently, the transmission signal in
this example is a vector, qi(s) , [ai−1(s), δi−1(s)]T .
For the performance output the spacing error is a
natural choice, zi(s) , ei(s). For brevity of the
presentation, assume zero initial conditions and zero
disturbances. The above CACC model then leads

to

 qi+1(s)

zi(s)

 =

Ai(s)
Ci(s)

 qi(s), where Ai(s) =

bi(s)c
T
i (s) is a rank one matrix with bi(s) , [Pi(s), 1]T ,

cTi (s) ,
[
H−1
i

(s)Ke,i(s)/s
2

1+Ke,i(s)Pi(s)/s2
,
H−1
i

(s)Kδ,i(s)e
−θis

1+Ke,i(s)Pi(s)/s2

]
, and

Ci(s) ,
[

1
s2+Ke,i(s)Pi(s)

,
Pi(s)Kδ,i(s)e

−θis

s2+Ke,i(s)Pi(s)

]
.

Remark 3 If acceleration is communicated instead of
control input then the same control structure δi(s) =
H−1
i (s)

(
Ke,i(s)ei(s) +Kδ,i(s)e

−θisai−1(s)
)

results in a

scalar problem with qi(s) , ai−1(s), and the design for
homogeneous string stability always results in HSS.

Remark 4 String stability transfer functions (1) with
respect to δi are obtained by inserting ai−1(s) =
Pi−1(s)δi−1(s) into qi(s), so that δi(s) = Γi(s)δi−1(s)
is with Γi(s) = cTi (s)bi−1(s); and δi(s) = Γ′i(s)δ0(s)
with Γ′i(s) = cTi (s)Ai−1(s)Ai−2(s) · · · A2(s)b0(s). Both
Γ′i and Γi depend on the dynamics of multiple compo-
nents, which makes the HSS analysis based on these SISO
transfer functions challenging (Naus et al., 2010).

Remark 5 The classicalH∞-norm based sufficient con-
dition for string stability is ‖Ai‖∞ ≤ 1. Since Ai(j0) =

[1, 1]T [1, 0], it follows that ‖Ai‖∞ ≥ σ̄(Ai(j0)) =
√

2,
and so, independently on the parameters, the H∞-norm
based condition never holds. It is shown in Section 6.2
that examining the JSR function of the set of vehicles
provides a non-conservative test for HSS.

Remark 6 Consider the error string stability transfer

function Γi(s) ,
ei(s)
ei−1(s) (Naus et al., 2010). With the

above notations, Γi(s) = Ci(s)Ai−1(s)bi−2(s)
Ci−1(s)bi−2(s) . Static gain

Γi(j0) =
1+kδ,i

1+kδ,i−1

ke,i−1ze,i−1pe,i
ke,ize,ipe,i−1

depend on the control pa-

rameters of two vehicles, which implies that the classi-
cal strong string stability condition ‖Γi‖∞ ≤ 1 with re-
spect to the spacing errors cannot be satisfied in an arbi-
trary heterogeneous platoon. This problem can be resolved
by the distinction of transmission and performance sig-
nals and the respective notions of HSS and HSP: outputs
should not be compared in this way, since the transmis-
sion variables are propagating in space, not the outputs.

6.2 Numerical Examples

In order to demonstrate the power of the JSR based
analysis approach and the advantage of distinguishing
between the HSS and HSP problems, it is sufficient to
consider heterogeneous platoons where the set of pos-
sible vehicles consists of two elements, SΣ = {Σ1,Σ2}.
Each vehicle Σi is characterized by the pair of transfer
functions (Ai(s), Ci(s)). A heterogeneous platoon asso-
ciated with the set of vehicles SΣ is given by defining
the sequence of the vehicles Ω = (Σk0 ,Σk1 ,Σk2 , . . .),
ki ∈ {1, 2}. According to Karp’s algorithm the JSR of

two matrices, SA(ω) , {A1(jω),A2(jω)}, is achieved
by a sequence which is either homogeneous (A1A1A1 · · ·
or A2A2A2 · · · ), or heterogeneous with alternating ma-
trices (A1A2A1A2 · · · ). Thus, the JSR function (18) as-
sociated with SA(ω) can be computed as the maximum
of three terms

σA(ω) = max
{
|cT1 (jω)b1(jω)|, |cT2 (jω)b2(jω)|,√
|cT1 (jω)b2(jω)||cT2 (jω)b1(jω)|

}
. (21)

In the examples, the plant models are P1(s) =
e−0.1s

0.1s+1 for vehicle Σ1, and P2(s) = e−0.145s

0.35s+1 for ve-
hicle Σ2. The communication delays are θ1 = θ2 =
0.04s. The controller parameters are given in the form
Σi(hi, ke,i, kδ,i, ze,i, pe,i), i = 1, 2. For each example the
frequency-domain test functions (21) or (20) and sim-
ulation results with 50 vehicles are plotted in the cor-
responding figure. The simulations are excited by the
leader vehicle’s control input, δ−1(t) = 1m/s2 for 0 ≤
t ≤ 1s and δ−1(t) = 0 for t > 1s.

Example 1 SΣ = {Σ1(0.387, 2.128, 1,−0.209,−3.162),
Σ2(0.427, 3.162, 1,−0.316,−3.162)}. Platoons that can
be constructed from this set of vehicles illustrate that ve-
hicles designed for homogeneous string stability, i.e., sat-
isfying |cTi (jω)bi(jω)| ≤ 1 (see Γi in Remark 4), may
be heterogeneous string unstable. The appropriate test is
the JSR function (21) shown in Fig. 3. Its 0.71dB peak at
ω∗ = 1.1rad/s2 implies amplifying sinusoid components
of period 2π

ω∗ = 5.7s of the propagating signals.

Example 2 SΣ = {Σ1(0.837, 2.063, 1,−0.208,−3.162),
Σ2(0.398, 3.562, 0.999,−0.24,−4.79)}. A practical con-
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Fig. 3. Example 1 illustrates that homogeneous string sta-
bility does not imply heterogeneous string stability.

trol design method is that we try to satisfy the sufficient
RSS condition (20). This task is distributed in the sense
that each component has its own responsibility to con-
tribute on HSS. RSS condition might be, however, very
conservative, as shown in Fig. 4. JSR function and simu-
lations indicate HSS of the platoons, while RSS condition
fails due to a large peak at ω = 1rad/s.

Example 3 SΣ = {Σ1(1.2, 2.00, 1.364,−0.196,−3.162),
Σ2(1.2, 3.44, 0.873,−0.252,−4.332)}. In the previous
example we have just picked up two controllers for Σ1

and Σ2 to illustrate the possible gap between the HSS and
RSS conditions. The presented CACC model structure,
however, allows the RSS condition to closely approach
the JSR based condition when optimizing the control
parameters in order to minimize ‖σRSS‖∞, see Fig. 5,
where the vehicles satisfy the RSS condition (20).

Example 4 SΣ = {Σ1(1.164, 2.128, 1,−0.208,−3.162),
Σ2(1.2, 5.226, 0.873,−0.316,−4.332)}. In the design of
the previous example we focused only on achieving HSS
by minimizing the RSS criterion ‖σRSS‖∞. In this ex-
ample, the control parameters of each vehicle are opti-
mized to minimize the HSP criterion ‖Cibi‖∞ subject to
the constraint ‖σRSS‖∞ ≤ 1. As a result, the spacing er-
rors decreased significantly in the simulations, see Fig. 6,
and compare with Fig. 5. We note that applying a gen-
eralized H2 system norm in the criterion and assuming
q0 ∈ L2 lead to guranteed bounds of the spacing errors
in the L∞ norm.

7 Conclusion

A general framework has been introduced for the anal-
ysis of signal propagation in unidirectionally intercon-
nected string of arbitrary MIMO LTI systems. The spa-
tial evolution of signals are described as the solutions
of discrete linear state-space systems whose exponential
or absolute stability properties imply analogous weak or
strong notions for string stability. The necessity of dis-
tinguishing between the notions of string stability and
string performance is presented. Advantages of the pro-
posed approach over classical frequency domain meth-
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Fig. 4. Example 2 illustrates that the RSS condition (20)
might be a conservative test for HSS as compared to the JSR
based condition
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Fig. 5. Example 3 illustrates that, depending on the partic-
ular application, the RSS condition might be an appropriate
tool for control synthesis
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Fig. 6. Example 4 illustrates a synthesis method, where a
HSP criterion is minimized subject to a HSS constraint

ods has been shown regarding heterogeneity, generality
of components, simplicity in stability conditions, and
handling the effects of initial conditions, reference inputs
and disturbances in a unifying model.
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