
ar
X

iv
:1

80
9.

06
00

8v
3 

 [
m

at
h.

O
C

] 
 1

9 
Fe

b 
20

20

Aunitarydistributed subgradientmethod formulti-agent

optimizationwithdifferent coupling sources

Changxin Liu a, Huiping Li b, Yang Shi a

aDepartment of Mechanical Engineering, University of Victoria, Victoria, B.C., Canada, V8W 3P6

bSchool of Marine Science and Technology, Northwestern Polytechnical University, Xi’an, 710072, P. R. China

Abstract

Distributed optimization techniques offer high quality solutions to various engineering problems, such as resource allocation
and distributed estimation and control. In this work, we first consider distributed convex constrained optimization problems
where the objective function is encoded by multiple local and possibly nonsmooth objectives privately held by a group of
agents, and propose a distributed subgradient method with double averaging (abbreviated as DSA2) that only requires peer-
to-peer communication and local computation to solve the global problem. The algorithmic framework builds on dual methods
and dynamic average consensus; the sequence of test points is formed by iteratively minimizing a local dual model of the
overall objective where the coefficients, i.e., approximated subgradients of the objective, are supplied by the dynamic average
consensus scheme. We theoretically show that DSA2 enjoys non-ergodic convergence properties, i.e., the local minimizing
sequence itself is convergent, a distinct feature that cannot be found in existing results. Specifically, we establish a convergence
rate of O( 1√

t
) in terms of objective function error. Then, extensions are made to tackle distributed optimization problems with

coupled functional constraints by combining DSA2 and dual decomposition. This is made possible by Lagrangian relaxation
that transforms the coupling in constraints of the primal problem into that in cost functions of the dual, thus allowing us
to solve the dual problem via DSA2. Both the dual objective error and the quadratic penalty for the coupled constraint are
proved to converge at a rate of O( 1√

t
), and the primal objective error asymptotically vanishes. Numerical experiments and

comparisons are conducted to illustrate the advantage of the proposed algorithms and validate our theoretical findings.

Key words: Distributed optimization; coupled cost functions; coupled inequality constraints; non-ergodic convergence rate;
distributed dual decomposition.

1 Introduction

This work considers large scale convex optimization
problems that are defined over networks, and develops
and analyzes distributed algorithms that are compati-
ble with the communication constraints to solve them.
Such optimization problems naturally arise in many
engineering scenarios. For example, problems such as
estimation in sensor networks, distributed control of
multi-agent systems, and resource allocation, can be
formulated as distributed convex programs [1, 2]. Ad-
vantages of distributed optimization over its centralized
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counterpart lie in that it offers a flexible and robust
solution framework where only locally light computa-
tions and peer-to-peer communication are required to
minimize a global objective function.

Due to their wide applications, distributed multi-agent
decision making has been recently widely studied by re-
searchers. In the literature, two types of distributed opti-
mization problems are of particular interest, that is, op-
timization problems with coupled cost functions or cou-
pled constraints. They are essentially different in terms of
the coupling sources that prevent decomposition of the
original problem, thus making the design challenging.

For optimization problems with coupled costs, early dis-
tributed optimization algorithms can be found in the
seminal work [3], where multiple processors coopera-
tively minimize a common objective function by con-
ducting gradient-based local iterations and exchanging
information with other agents asynchronously. Notable
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recent distributed optimization algorithms are reported
in [5–11,13,14]. Technically speaking, their designs both
contain the following two crucial steps. In the first step,
one assigns local copies about the global decision vari-
able to each node such that each node has a local version
of the optimization variable to work with and imposes
a consensus constraint on local estimates to guarantee
the equivalence to the original problem. Then, a local
iteration rule associated with an appropriate synchro-
nization mechanism for updating local estimates of the
global minimizer is designed.

Existing methods essentially differ from each other in
terms of the design in the second step. Regarding the lo-
cal update of global variables, the algorithms reported
in [5–11] update local estimates about the minimizer by
using primal methods, which directly generate points in
the feasible set that is contained in the primal space of
variables. Typical primal methods include the projected
subgradient method, where the minimizing sequences
are generated by shifting the test point along the oppo-
site directions of subgradients and conducting Euclidean
projections in an iterative way; for detailed introduc-
tion about primal and dual methods the readers are re-
ferred to the monograph [17]. In this class of methods,
consensus among local estimates is usually enforced by
averaging each agent’s local estimate and the informa-
tion received from its immediate neighbors at each round
based on certain weight matrices, e.g., doubly stochas-
tic matrices. For unconstrained optimization problems
with smooth objective functions, recent works make use
of the dynamic average consensus scheme [12] to track
the gradient of the overall objective, and consecutively
move the local estimates along the opposite directions of
the approximated overall gradients to achieve minimiza-
tion. Although the schemes developed in [5, 7, 9] share
similarities, the methodologies for establishing conver-
gence properties are different from each other. For ex-
ample, the authors in [5] and [9] develop convergence re-
sults based on the small-gain theorem and linear system
inequalities, respectively. These schemes provably enjoy
faster convergence rate and exact consensual minimiza-
tion; please see [9] for more details. There are also some
distributed optimization algorithms available in the lit-
erature [13–15] where the local iteration rule works in the
dual space, e.g., dual averaging [16]. It is shown in [13]
that minimizing the dual model of the objective func-
tion can alleviate some technical difficulties caused by
the projection step used in primal methods.

It is worth noting that all the aforementioned algorithms
may not be able to generate a convergent sequence of test
points. Indeed, they only guarantee convergence of the
objective function values at the running average along
the local minimizing sequence, i.e., ergodic convergence
properties. This essentially allows undesired jumps of
the objective function values at some iterations, possibly
threatening the stability of the distributed system. In
centralized optimization, this problemmay be mitigated

by further considering the best test point achieved so
far. This procedure, however, may be not implementable
in distributed scenarios since the quality test of certain
points requires knowledge of the global objective.

In another line of research, optimization problems with
coupled constraints have also recently been extensively
studied in the literature [19, 20, 22–26, 31–33]. In this
class of problems, each agent holds its own decision vari-
able, objective function and constraints, and is coupled
via global inequality constraints. A powerful methodol-
ogy to this kind of problem is known as the Lagrangian
relaxation that transforms the primal problem with
shared constraints to the corresponding dual problem
with coupled costs and solves it; see [19–21] for more de-
tails. It is worth mentioning that, in such a framework
having the optimal dual variable does not necessarily
give us an optimal primal variable as the dual objective is
generally nonsmooth at the optimal dual point, and thus
nontrivial primal recovery schemes are required [30].
Examples of this method include dual decomposition
and augmented Lagrangian methods (also known as the
method of multipliers) [26]. Note that standard dual de-
composition [19,20] requires a fusion center that is able
to communicate with all other agents to collect neces-
sary gradient information of the dual objective function.
To enable fully distributed implementation, the work
in [25] forms a double-loop algorithm that combines the
accelerated gradient method and a finite time consensus
scheme to tackle the dual problem. Notably, the authors
in [33] theoretically validate the use of a constant step-
size for the case with the objectives and the functions
that characterize the coupled constraint being smooth.
In a nonsmooth scenario, recent work in [31] properly
relaxes the constraint-coupled problem and explores
the duality principle twice to design a distributed itera-
tion scheme. It is shown in [31] that the primal variable
converges without any averaging steps. Alternatively,
the authors in [22–24] resort to the consensus-based
distributed subgradient methods to solve the dual prob-
lem. To be specific, the authors in [32] propose to use
the alternating method of multipliers (ADMM) and the
primal-dual method of multipliers (PDMM) to solve the
dual problem; however they do not present convergence
results. The work in [23] establishes convergence rate
for constant stepsizes and [24] for decaying stepsizes
both in virtue of the assumption that a Slater point
exists and is known to all agents, which is somewhat
restrictive although a construction process of a Slater
point requiring extra negotiation between agents is pro-
vided in [24]. The framework considered in [22] relaxes
this assumption, but the requirement on the stepsize is
more restrictive, i.e., square summable stepsizes, and
the convergence rate is missing. It is worth mention-
ing that the consensus-based distributed subgradient
methods used in [22–24] for solving the dual problem
cannot generate a convergent sequence of dual variables
but their running averages or the best achieved dual
variables, as we explained above. As a consequence, the
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obtained dual variable sequence that plays an impor-
tant role in allocating the coupled constraint resources
does not necessarily stabilize the multi-agent system.

Note that the constraint-coupled optimization problems
can be converted to problems with coupled costs by aug-
menting the local variable such that each agent becomes
interested in a copy of the global variable. In doing so,
the algorithms in [4, 11, 13] can be applied but with an
increased communication and computation load.

This paper mainly contributes to this area in two as-
pects.

• The first contribution of this work is to provide a
distributed subgradient method with double averag-
ing (abbreviated as DSA2) for nonsmooth optimiza-
tion that enjoys non-ergodic convergence properties,
i.e, the local minimizing sequence itself is convergent.
The developed method is based on the centralized
subgradient method with double averaging (SA2) re-
cently developed in [18,19]. However, themethodology
for establishing convergence properties is significantly
different from that in [18], since in consensus-based
distributed optimization one should carefully handle
the inexact subgradient information and quantify the
network effect caused by distributed implementation.
Compared to existing distributed dual methods, e.g.,
distributed mirror descent [15] and distributed dual
averaging [13], we further introduce an averaging step
to the distributed minimization scheme and theoret-
ically show that it is this extra averaging step that
makes the sequence of local test points convergent.
Since dual methods require a linear model to minimize
at each round, the dynamic average consensus scheme
is recruited to track the overall gradient as in [7, 9]
such that each agent maintains a local estimate of the
global gradient to form the linear approximation of
the global objective. We establish an O( 1√

t
) conver-

gence rate for the proposed strategy, which is known
as the best achievable rate of convergence for subgra-
dient methods. See Table 1 for a detailed comparison
between the proposed algorithm and existing results.

• Extensions are made to solve large scale optimization
problems with coupled functional constraints by com-
bining DSA2 and dual decomposition. By Lagrangian
relaxation, the coupling in constraints in the primal
problem is first transformed into that in objective
functions of the dual problem. Then a primal-dual se-
quence is constructed by solving the dual problem via
DSA2 and using local estimates of the optimal dual to
derive the corresponding primal variable. A feature of
this strategy is that agents only negotiate on dual vari-
ables but do not exchange information about local ob-
jective functions, constraints, and their optimal deci-
sions, which can effectively help secure privacy among
agents. We theoretically show that both the dual ob-
jective error and the quadratic penalty for the coupled

constraint admit O( 1√
t
) upper bounds, and the pri-

mal objective error vanishes asymptotically. Numeri-
cal simulations and comparisons with state-of-the-art
algorithms verify our theoretical findings.

Notation: We denote by R the set of real numbers and
R

m the m-dimensional Euclidean space. In this space,
we let ‖·‖p denote the lp-norm operator, ‖·‖∗ the dual
norm of ‖·‖, and 〈·, ·〉 the inner product of two vectors.
0m ∈ R

m represents the vector of all zeros, and 1 stands
for anm-dimensional all one column vector. Notation ‘≥’
is element-wise when applied to vectors. For a column
vector x ∈ R

m, x(i) denotes the ith element of vector
x. △m = {x ∈ R

m|x ≥ 0m,
∑m

i=1 x(i) = 1} represents
the m-dimensional probability simplex. Given an m ×
m matrix A, we denote its singular values by σ1(A) ≥
σ2(A) ≥ · · · ≥ σm(A) ≥ 0. A sequence {xt}t≥0 is said to
have non-ergodic (ergodic) convergence rate O(·) if the
rate is evaluated at the test point itself xt (a supporting

running sequence yt =
1

t+1

∑t

k=0 xk).

2 Problem Statement and Preliminaries

This section formally presents the distributed optimiza-
tion problem and preliminaries about the centralized
SA2 [18].

2.1 Problem statement

We consider a problem where n agents connected via a
network manage to collaboratively solve the following
constrained optimization problem:

min
x∈X

f(x) =
1

n

n
∑

i=1

fi(x) (1)

where x ∈ R
m denotes the decision variable andX ⊆ R

m

the common closed convex constraint set. Throughout
this paper, we assume without loss of generality that
0m ∈ X , since it can always be met by translating X .
Each function fi : X → R that is convex and possi-
bly nonsmooth represents the local objective privately
known to agent i. Suppose that problem in (1) admits at
least one optimal solution. We denote by x∗ one of the
minimizers and f(x∗) the minimal function value. For
function fi, we denote by ▽fi(x) its arbitrary subgradi-
ent at x ∈ X that satisfies

fi(y) ≥ fi(x) + 〈▽fi(x), y − x〉, ∀y ∈ X .

The following assumption is made for the objective func-
tion.

Assumption 1 Each function fi is L-Lipschitz with re-
spect to some norm ‖·‖, i.e.,

|fi(x) − fi(y)| ≤ L‖x− y‖, ∀x, y ∈ X . (2)
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Table 1
An overview of existing distributed optimization algorithms.

Algorithms DSA2
Coupled costs Coupled constraints

[13] [4] [9] [10] [20] [19] [24] [22] [31]

Assumptions Convex, Constrained, Convex, Smooth, Convex, Constrained Convex,
Bounded subgradient Unconstrained Fusion center Constrained

Exactness Yes No Yes

Iteration rule Dual methods Primal methods Dual methods Primal methods

Convergence

Objective error Fixed point residual Objective error

Non-ergodic Ergodic
O( 1

t
) O( 1√

t
) N/A

O( 1√
t
) O( log(t)√

t
) O( 1

t
)

Remarks Some distributed optimization algorithms based on augmented Lagrangian
method [11,32] and operator splitting [8] are not included due to limited space.

It is worth to mention that the Lipschitz continuity
assumed in Assumption 1 holds for many functions,
e.g., any convex function on a closed domain or polyhe-
dral function on an arbitrary domain. A consequence of
this assumption is that we have all the subgradients of
fi(x), ∀x ∈ X bounded in the dual norm [13], i.e.,

‖▽fi(x)‖∗ ≤ L.

The communication network that connects the multi-
agent system is modeled by an undirected and simple
graph G = (V , E), where V = {1, · · · , n} denotes the set
of agents and E ⊆ V × V the set of edges that corre-
spond to the communication channels between agents.
Note that this general graph imposes communication
constraints on the working agents, that is, each agent
can only communicate with its neighboring agents j ∈
Ni = {j ∈ V|(i, j) ∈ E}.

2.2 Subgradient method with double averaging

This subsection briefly reviews the SA2, based on which
the proposed algorithms are developed. We begin by in-
troducing a prox-function d : X → R that enjoys the
following properties.

Assumption 2 1) d(x) ≥ 0, ∀x ∈ X and d(0m) = 0; 2)
d(x) is 1-strongly convex on X with respect to the same
norm as in Assumption 1, i.e.,

d(y) ≥ d(x)+〈▽d(x), y−x〉+ 1

2
‖y−x‖2, ∀x, y ∈ X . (3)

We remark that this assumption is standard in the sense
that it can be easily achieved by a large group of func-
tions. For instance, the quadratic function d(x) = 1

2‖x‖22
satisfies d(0m) = 0 and is 1-strongly convex with re-
spect to the l2-norm, and the entropic function d(x) =

∑m

i=1 x(i) log x(i)− x(i) is strongly convex with respect
to the l1-norm for x in the m-dimensional probability
simplex △m.

SA2 generates sequences of estimates about the mini-
mizer and the corresponding subgradient, i.e., {xt}t≥0

and { 1
t+1

∑t

k=0 ▽f(xk)}t≥0, in an iterative way. In par-
ticular, the algorithm at each time stamp t performs the
following iteration

x̂t+1 = argmin
x∈X

{

〈

t
∑

k=0

▽f(xk), x
〉

+ γtd(x)
}

(4a)

xt+1 =
t+ 1

t+ 2
xt +

1

t+ 2
x̂t+1 =

1

t+ 2

t+1
∑

k=0

x̂k, (4b)

where γt is a non-decreasing sequence of positive param-
eters. This scheme shares similarities with other dual
methods [13, 16] where the calculation of test points in-
volves iteratively minimizing an averaged linear approx-
imation of the objective function f . However, directly
minimizing a linear model of the objective may lead to
oscillation. Thus in (4a) a sum of the linear model and
a weighted proximal function d is minimized. The aver-
aging step in (4b) is a feature that cannot be found in
other dual methods. Due to this feature, SA2 is able to
produce a convergent minimizing sequence [18].

3 Distributed Subgradient Algorithm with
Double Averaging

In this section, we develop DSA2 and show its connec-
tions with some existing results.

3.1 Development of DSA2

Recall that our objective is to minimize the composite
function in (1) with distributed computations being con-
ducted at each vertex of a connected graph. A classic
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technique to fulfill this task is to reformulate this prob-
lem as a consensus problem. That is, one assigns local
copies of the global decision variable x and the subgradi-
ent ▽f(x) evaluated at the corresponding x, i.e., xi and
si, to each agent i, and encodes agreement constraints
on local estimates, i.e., xi = xj , ∀i, j ∈ V , to ensure the
equivalence to the original optimization problem. In do-
ing so, each agent has local versions of the global vari-
able and the corresponding subgradient information to
operate with.

We observe from (4) that x̂t directly depends on the
subgradient accumulated over time and contributes to
the local update of xt. This essentially implies that, to
mimic the centralized minimization, the mechanism of
updating si,t to generate an accurate local estimate of
the global subgradient is crucial. Further, it may be in-
tuitive to expect that if the disagreement between si,t
and the true subgradient converges then minimization
of the global objective can be achieved.

To exploit this feature, we in this work employ the dy-
namic average consensus scheme [12] to track the sub-
gradient of the aggregate objective function by using the
local subgradient and the information gathered from im-
mediate neighbors. More specifically, each agent prop-
erly weights the collected information at each iteration
to generate an estimate of the global subgradient. To
model this process, we assign a positive weight pij to
each communication link (i, j) ∈ E and leave pij = 0 for
other (i, j) pairs. We make the following standard as-
sumption for the graph and the weight matrix P = [pij ].

Assumption 3 1) The graph G is connected; 2) P has
a strictly positive diagonal, i.e., pii > 0; 3) P is doubly
stochastic, i.e., P1 = 1 and 1TP = 1T.

Note that Assumption 3 guarantees σ2(P ) < 1, which
can be illustrated as follows. Assumptions 3-1 and 3-2
make the matrix PTP irreducible and primitive, respec-
tively. This fact together with Assumption 3-3 gives that
PTP has a unique Perron-Frobenius eigenvalue which is
1, meaning that σ2(P ) < 1.

We now are equipped to present the subgradient tracking
scheme [34]:

si,t+1 =
∑

j∈Ni∪{i}
pijsj,t + ▽fi(xi,t+1)− ▽fi(xi,t). (5)

Denote st =
1
n

∑n

i=1 si,t, and gt =
1
n

∑n

i=1 ▽fi(xi,t). A
lemma known as the conservation property is recalled
(Lemma 3 in [7]).

Lemma 1 If si,0 = ▽fi(xi,0), i ∈ V, then st+1 = gt+1.

Then, each agent is able to perform the following

x̂i,t+1 = argmin
x∈X

{

〈

t
∑

k=0

si,k, x
〉

+ γtd(x)
}

(6a)

xi,t+1 =
t+ 1

t+ 2
xi,t +

1

t+ 2
x̂i,t+1 =

1

t+ 2

t+1
∑

k=0

x̂i,k, (6b)

where xi,t denotes the estimated variable maintained by
agent i at time stamp t. It is worth mentioning that
the difference between Eqs. (4a) and (6a) is that (4a)
uses exactly the accumulated subgradient of the global
objective, i.e., ▽f(xt), while (6a) uses an estimated one,
i.e., si,t, due to the incomplete knowledge of each agent
about the global objective.

The proposed DSA2 is detailed in Algorithm 1.

Algorithm 1 DSA2

1: Set t = 0, si,0 = ▽fi(xi,0), choose a non-decreasing
sequence of positive parameters {γt}t≥0.

2: while Convergence is not reached do
3: for Each agent i ∈ V (in parallel) do
4: Receive sj,t, ∀j ∈ Ni;
5: Perform local computation in (6) and (5);
6: Broadcast si,t+1 to j ∈ Ni;
7: end for
8: Set t = t+ 1.
9: end while

Remark 1 It is worth mentioning that in most of the
existing results, the running average is merely used as a
supporting sequence for convergence but not involved in
the subproblems at each iteration. That is, they have a
recursion rule similar to the following [13]

x̂i,t+1 = argmin
x∈X

{

〈

t
∑

k=0

si,k, x
〉

+ γtd(x)
}

si,t+1 =

n
∑

j=1

pijsj,t + ▽fi(x̂i,t+1)− ▽fi(x̂i,t),

and establish convergence for the supporting running se-

quence xi,t+1 = t+1
t+2xi,t +

1
t+2 x̂i,t+1 = 1

t+2

∑t+1
k=0 x̂i,k.

However, sometimes it is more desirable to have a con-
vergent sequence of test points, taking the decentralized
dual Lagrangian problem for example where the local test
point is further used to coordinate subproblems. In this
work, we show that, upon using the subgradient informa-
tion evaluated at the running sequence xi,t+1, i.e., Eq.
(5), a local convergent sequence of test points can be ob-
tained.
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3.2 Relation to existing results

As mentioned in Introduction, existing distributed opti-
mization methods contain two important parts, that is,
an update rule for local estimates about the global vari-
able and a properly designed consensus mechanism. In
this subsection, we compare DSA2 with existing works
in terms of these two.

Regarding the local update of global variables, the pro-
posed algorithm works in the dual space, i.e., each agent
at each round generates a linear model of the local ob-
jective function and maps it back into the primal space
by performing a projection-like operation, i.e., (6a). No-
table works including [13,14] enjoy this feature too. The
difference between them and the proposed one is that we
further introduce an averaging step (6b) that allows us
to generate a convergent sequence of test points. Thanks
to this distinct feature, the proposed algorithm further
lends itself to consensus-based dual decomposition that
is known as a powerful methodology to deal with large
scale constraint-coupled optimization problems, as we
will show later. We now turn to compare the consensus
mechanisms. Define zi,t =

∑t

k=0 si,k. It can be seen that
if si,0 = ▽fi(xi,0) then the subgradient tracking scheme
(5) reduces to

zi,t+1 =
∑

j∈Ni∪{i}
pijzj,t + ▽fi(xi,t+1),

which is the subgradient update rule in [13].

In another line of research, local estimates about the
minimizer are updated by using primal methods which
directly generate a sequence of points in the feasible set
that is contained in the primal space of variables [4,
23]. Specifically, each agent at each round conducts the
following

xi,t+1 = PX
[

∑

j∈Ni∪{i}
pijxj,t −

1

γt
▽fi(xi,t)

]

, (7)

where PX [y] = argminx∈X ‖y − x‖2 denotes the Eu-
clidean projection of a vector y on the set X . Note that
there is a consensus seeking step before the projection
in (7). For unconstrained optimization problems with
smooth objective functions, recent works [5, 7, 9] make
use of the gradient tracking scheme (5) and modify the
rule to update local variables in (7) as

xi,t+1 =
∑

j∈Ni∪{i}
pijxj,t −

1

γ
si,t,

where 1
γ
denotes the constant stepsize.

We remark that, to the best of our knowledge, the
proposed method is the first distributed optimization

method being able to establish non-ergodic convergence
rate in terms of objective function error.

4 Convergence Properties Analysis

4.1 Basic convergence analysis

In this subsection, we state the basic convergence re-
sults that reveal how the local estimate xi approaches
the minimizer with the help of the global subgradient
tracking scheme (5), highlighting the network effect due
to distributed implementation.

Motivated by the literature regarding consensus-based
distributed optimization, we set up an auxiliary se-
quence {yt}t≥0 that makes use of the averaged subgra-
dient gt and conducts the following recursion

ŷ0 = y0 = 0m

ŷt+1 = argmin
x∈X

{

〈

t
∑

k=0

gk, x
〉

+ γtd(x)
}

yt+1 =
t+ 1

t+ 2
yt +

1

t+ 2
ŷt+1.

Note that we only impose specific initial conditions for
the sequence {yt}t≥0; the initial guess xi,0 for each agent
can be arbitrary.

We present a slightly modified result in dual averaging
(Theorem 2 in [16], Lemma 3 in [13]). Note that we let
by convention that γ−1 = γ0.

Lemma 2 Suppose Assumptions 1-2 hold true. For any
non-decreasing sequence {γt}t≥0 of positive parameters,
and x ∈ X , we have

t
∑

k=0

〈gk, ŷk − x〉 ≤ 1

2

t
∑

k=0

1

γk−1
‖gk‖2∗ + γtd(x).

To establish relations between the local estimate {xt}t≥0

and {yt}t≥0, we recall the following standard result in
convex analysis (Lemma 1 in [16]).

Lemma 3 For any u, v ∈ R
m and γ > 0, we have

∥

∥ argmin
x∈X

{

〈u, x〉+ γd(x)
}

− argmin
x∈X

{

〈v, x〉 + γd(x)
}
∥

∥

≤ 1

γ
‖u− v‖∗.

Lemma 4 Suppose Assumptions 1-2 hold true. Let the
sequences {xi,t}t≥0 and {si,t}t≥0 be generated by Algo-
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rithm 1. For any x ∈ X , we have

f(xi,t)− f(x) ≤ L

t+ 1
×

t
∑

k=0

1

γk−1

(

∥

∥

k−1
∑

l=0

(si,l − gl)
∥

∥

∗ +
2

n

n
∑

j=1

∥

∥

k−1
∑

l=0

(sj,l − gl)
∥

∥

∗

)

+
1

2(t+ 1)

t
∑

k=0

1

γk−1
‖gk‖2∗ +

1

t+ 1
γtd(x).

(8)

PROOF. For any x ∈ X , we consider

(t+ 1)

n
∑

j=1

(

fj(xj,t)− fj(x)
)

= (t+ 1)

n
∑

j=1

fj(xj,t)

−
t

∑

k=0

n
∑

j=1

fj(xj,k) +

t
∑

k=0

n
∑

j=1

(

fj(xj,k)− fj(x)
)

.

(9)

By convexity of fi, we have

(t+ 1)

n
∑

j=1

fj(xj,t)−
t

∑

k=0

n
∑

j=1

fj(xj,k)

=t

n
∑

j=1

fj(xj,t)−
t−1
∑

k=0

n
∑

j=1

fj(xj,k)

=

n
∑

j=1

t
∑

k=1

k
(

fj(xj,k)− fj(xj,k−1)
)

≤
n
∑

j=1

t
∑

k=1

k〈▽fj(xj,k), xj,k − xj,k−1〉

(10)

and

n
∑

j=1

(

fj(xj,k)− fj(x)
)

≤
n
∑

j=1

〈▽fj(xj,k), xj,k − x〉. (11)

Plugging inequalities (10) and (11) into (9) yields

(t+ 1)

n
∑

j=1

(

fj(xj,t)− fj(x)
)

≤
n
∑

j=1

(

t
∑

k=1

〈▽fj(xj,k), (k + 1)xj,k − kxj,k−1 − x〉

+ 〈▽fj(xj,0), xj,0 − x〉
)

,

which in conjunction with an equivalent expression of
(6b)

(t+ 1)xj,t = txj,t−1 + x̂j,t

gives rise to

(t+1)

n
∑

j=1

(

fj(xj,t)−fj(x)
)

≤
n
∑

j=1

t
∑

k=0

〈▽fj(xj,k), x̂j,k−x〉.

To approach the desired result using Lemma 2, we shall
rewrite the above inequality as

(t+ 1)
n
∑

j=1

(

fj(xj,t)− fj(x)
)

≤
n
∑

j=1

t
∑

k=0

(

〈▽fj(xj,k), x̂j,k − ŷk〉+ 〈▽fj(xj,k), ŷk − x〉
)

=

t
∑

k=0

(

n
∑

j=1

〈▽fj(xj,k), x̂j,k − ŷk〉+ n〈gk, ŷk − x〉
)

.

(12)

With this relation in mind, we now turn to consider

f(xi,t)− f(x) = f(xi,t)− f(yt) + f(yt)− f(x)

≤ 1

n

(

n
∑

j=1

(

fj(yt)− fj(xj,t)
)

+
n
∑

j=1

(

fj(xj,t)− fj(x)
)

)

+ L‖xi,t − yt‖

≤L
(

‖xi,t − yt‖+
1

n

n
∑

j=1

‖xj,t − yt‖
)

+
1

n

n
∑

j=1

(

fj(xj,t)− fj(x)
)

,

(13)

where we use the L-Lipschitz continuity of fi to derive
the first and second inequality. In light of (12), we have

f(xi,t)− f(x)

≤ L
(

‖xi,t − yt‖+
1

n

n
∑

j=1

‖xj,t − yt‖
)

+
1

t+ 1

t
∑

k=0

( 1

n

n
∑

j=1

〈▽fj(xj,k), x̂j,k − ŷk〉+ 〈gk, ŷk − x〉
)

.

By the fact that yt =
1

t+1

(

y0+
∑t

k=1 ŷk

)

= 1
t+1

∑t

k=0 ŷk,
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we obtain

f(xi,t)− f(x)

≤ L

t+ 1

t
∑

k=0

(

‖x̂i,k − ŷk‖+
1

n

n
∑

j=1

‖x̂j,k − ŷk‖
)

+
1

t+ 1

t
∑

k=0

( 1

n

n
∑

j=1

〈▽fj(xj,k), x̂j,k − ŷk〉+ 〈gk, ŷk − x〉
)

≤ L

t+ 1

t
∑

k=0

(

‖x̂i,k − ŷk‖+
2

n

n
∑

j=1

‖x̂j,k − ŷk‖
)

+
1

t+ 1

t
∑

k=0

〈gk, ŷk − x〉.

It follows from Lemma 2 that

f(xi,t)− f(x)

≤ L

t+ 1

t
∑

k=0

(

‖x̂i,k − ŷk‖+
2

n

n
∑

j=1

‖x̂j,k − ŷk‖
)

+
1

2(t+ 1)

t
∑

k=0

1

γk−1
‖gk‖2∗ +

1

t+ 1
γtd(x).

Appealing to the 1
γ
-Lipschitz continuity of the projec-

tion operator in (6a) (Lemma 3) allows us to obtain the
desired result in (8). �

Remark 2 Lemma 4 highlights that, after t steps of exe-
cution, the objective error f(xi,t)−f(x∗) is bounded from
above by a summation of four terms. The first two terms
are due to the different estimates of the averaged sub-
gradient of the global objective. The third and the fourth
terms can be seen as the optimization error terms ob-
served also in centralized nonsmooth optimization. The

result suggests that, if the deviation
∥

∥

∑k−1
l=0 (si,l − gl)

∥

∥

∗
is finite, i.e., ‖si,l − gl‖∗ decays fast enough, and γk is
properly chosen, then the objective error asymptotically
converges to 0. The assumptions for Lemma 4 (Assump-
tions 1-2) are not restrictive in the sense that the Lip-
schitz continuity holds for general convex functions de-
fined on a closed domain and the requirements for the
prox-function in Assumption 2 can also be easily met.

Remark 3 The proposed algorithm needs a synchro-
nized decreasing 1

γt
to ensure convergence. The choice

is made for technical reasons. Specifically, it has to be
made identical for each agent to validate the use of the
1
γ
-Lipschitz continuity of the projection operator in (6a),

and to be decaying to make the objective error convergent
in light of Eq. (8). This requirement can be satisfied by a
synchronization step before execution of the algorithm.
We note that the work in [7] relaxes this requirement,
where an unconstrained distributed optimization problem
is considered.

4.2 Disagreement analysis

Lemma 5 Suppose Assumptions 1 and 3 hold. For the
sequences {si,t}t≥0 generated by the subgradient tracking
scheme (5), we have

∥

∥

k
∑

l=0

si,l −
k
∑

l=0

gl
∥

∥

∗ ≤
√
nL

1− σ2(P )
+ 2L. (14)

PROOF. Define

st =











s1,t
...

sn,t











,▽t =











▽f1(x1,t)
...

▽fn(xn,t)











and rewrite the dynamics in (5) for all i in a compact
form as

st+1 = Pst + ▽t+1 − ▽t. (15)

Summing (15) over t from t = 0 to k−1 yields
∑k

l=1 sl =

P
∑k−1

l=0 sl − ▽0 + ▽k. Since s0 = ▽0, we have

k
∑

l=0

sl = P
k−1
∑

l=0

sl + ▽k.

To establish relation between
∑k

l=0 sl and the accumu-

lated averaged subgradient, we subtract
∑k

l=0 gl on both
sides and get

k
∑

t=0

st − 1

k
∑

t=0

gt =P

k−1
∑

t=0

st − 1

k−1
∑

t=0

gt − 1gk + ▽k.

By using
(

P − 1
n
11T

)

(st − 1gt) = Pst − 1gt, we obtain

k
∑

l=0

sl − 1

k
∑

l=0

gl

=
(

P − 1

n
11T

)

(

k−1
∑

l=0

sl − 1

k−1
∑

l=0

gl

)

− 1gk + ▽k.

By recursion, we get

k
∑

l=0

sl − 1

k
∑

l=0

gl

=
k−1
∑

l=0

(

P − 1

n
11T

)k−l
(▽l − 1gl)− 1gk + ▽k

=

k−1
∑

l=0

(

P k−l − 1

n
11T

)

▽l − 1gk + ▽k,
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implying that

k
∑

l=0

si,l −
k

∑

l=0

gl

=

k−1
∑

l=0

n
∑

j=1

(

P k−l − 1

n
11T

)

ij
▽fj(xj,l)− gk + ▽fi(xi,k).

Taking the dual norm on both sides gives rise to

∥

∥

k
∑

l=0

si,l −
k

∑

l=0

gl
∥

∥

∗

=

k−1
∑

l=0

n
∑

j=1

∣

∣

(

P k−l − 1

n
11T

)

ij

∣

∣‖▽fj(xj,l)‖∗

+ ‖▽fi(xi,k)− gk‖∗ ≤
k−1
∑

l=0

∥

∥P k−lei −
1

n

∥

∥

1
L+ 2L,

where ei ∈ R
m denotes the i-th standard basis vector.

Recall that for a stochastic matrix P [13, 14] one has
∥

∥P k−le − 1

n

∥

∥

1
≤ √

n
∥

∥P k−le − 1

n

∥

∥

2
≤ σ2(P )

k−l
√
n for

all e ∈ △m. The inequality in (14) then follows, thereby
concluding the proof. �

4.3 Non-ergodic convergence rate

We now are in a position to establish the non-ergodic
convergence rate.

Theorem 1 Suppose that d(x∗) ≤ R2 and γt = γ
√
t+ 1

where γ > 0, and Assumptions 1-3 hold. For the se-
quences {xi,t}t≥0 and {si,t}t≥0 being generated by Algo-
rithm 1, we have

f(xi,t)− f(x∗)

≤ 1√
t+ 1

(

( 6L2√n
1− σ2(P )

+ 13L2
) 1

γ
+ γR2

)

.
(16)

PROOF. By invoking Lemma 5 and boundedness of

‖gk‖∗, we can obtain from the result in Lemma 4 that

f(xi,t)− f(x)

≤ 3L2

t+ 1

(

√
n

1− σ2(P )
+ 2

)

t
∑

k=0

1

γk−1

+
1

2(t+ 1)

t
∑

k=0

1

γk−1
‖gk‖2∗ +

1

t+ 1
γtd(x)

≤ 3L2

t+ 1

(

√
n

1− σ2(P )
+ 2

)

t
∑

k=0

1

γk−1

+
L2

2(t+ 1)

t
∑

k=0

1

γk−1
+

1

t+ 1
γtd(x).

Due to the fact that

t
∑

k=0

1

γk−1
=

1

γ0
+

t−1
∑

k=0

1

γk
=

1

γ
+

1

γ

t−1
∑

k=0

1√
k + 1

≤ 2

γ

√
t+ 1,

we get

f(xi,t)− f(x)

≤
( 6L2

√
n

1− σ2(P )
+ 13L2

) 1

γ
√
t+ 1

+
γ√
t+ 1

d(x).

We arrive at the desired result in (16) by using the as-
sumption that d(x∗) ≤ R2. �

Remark 4 In Theorem 1, we establish a non-ergodic
convergence rate O(1/

√
t) for nonsmooth objective func-

tions in terms of the objective error. The result is a little
bit stronger than the ergodic one in most of the existing
results. To see this, we note

f(
1

t

t
∑

k=1

xi,k)−f(x∗) ≤
1

t

t
∑

k=1

(

f(xi,k)−f(x∗)
)

≤ O(1/
√
t)

by convexity of f . More importantly, this essentially
makes the proposed method applicable to decentralized
dual Lagrangian problems where the local test point is
further used to coordinate subproblems, as we shall see
in the next section.

Note that the result in Theorem 1 allows us to further de-

rive the optimal choice of γ, i.e., γ = L
R

√

6
√
n

1−σ2(P ) + 13,

with which the convergence rate result becomes

f(xi,t)− f(x∗) ≤ 2RL√
t+ 1

√

6
√
n

1− σ2(P )
+ 13.
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It is shown in (16) that the asymptotical bound depends
on σ2(P ). This fact can be explored to achieve a tighter
bound by following the methods in [28] to minimize the
spectral norm of P − 1

n
11T. For special graphs such

as paths and cycles with a specific structure of weight
matrix P , σ2(P ) can be explicitly identified to make the
bound tighter [13].

5 Extension toConstraint-CoupledDistributed
Optimization

In this section, we further develop a DSA2-based dual
decomposition strategy to solve optimization problems
with coupled functional constraints.

Consider the following minimization problem

min
{xi∈Xi}n

i=1

n
∑

i=1

fi(xi)

subject to

n
∑

i=1

hi(xi) ≤ 0m,

(17)

where Xi are compact and convex sets, and fi : Xi → R

and hi : Xi → R
m are closed and convex functions.

We denote by {x∗i }ni=1 one of the optimal solutions and
∑n

i=1 f
∗
i the minimal function value.

We can see from the above problem that the objective
function and parts of the constraints, i.e., {xi ∈ Xi}ni=1,
enjoy a separable structure, but the global constraint
∑n

i=1 hi(xi) ≤ 0m cannot be trivially decomposed. One
powerful methodology to solve this problem is to al-
ternatively consider the corresponding dual Lagrangian
problem. In doing so, the coupling in constraints can be
transformed into that in objective functions, thus allow-
ing us to solve it via the proposed DSA2.

The Lagrangian of (17) is

L({xi}ni=1, λ)

=

n
∑

i=1

Li(xi, λ) =

n
∑

i=1

(

fi(xi) + 〈λ, hi(xi)〉
)

,

where xi ∈ Xi and λ ≥ 0m represents the dual variable
associated with the coupled constraint, and the dual La-
grangian problem is

max
λ≥0m

min
{xi∈Xi}n

i=1

n
∑

i=1

Li(xi, λ),

which is equivalent to

min
λ≥0m

n
∑

i=1

ψi(λ) = min
λ≥0m

max
{xi∈Xi}n

i=1

−
n
∑

i=1

Li(xi, λ).

It is worth mentioning that the dual Lagrangian prob-
lem has the same structure as that in (1) treated
in previous sections. To see this, we define ψi(λ) =
maxxi∈Xi

−Li(xi, λ) and rewrite the dual Lagrangian
problem as

min
λ≥0m

n
∑

i=1

ψi(λ). (18)

It is assumed that the dual Lagrangian problem is solv-
able. This is true when a constraint qualification, e.g.,
Slater’s condition, holds. Let λ∗ denote the optimal dual
variable. In the sequel, we invoke Algorithm 1 to solve
the dual problem in (18). Specifically, we choose d(λ) =
1
2‖λ‖22 as the prox-function of the feasible set. Detailed
steps at each round for agents are summarized in Algo-
rithm 2 and explained as follows.

Each agent in Algorithm 2 initializes the algorithm by
setting si,0 = ▽ψi(λi,0). This calls for a local maxi-
mization step, i.e., xi(λi,0) ∈ argmaxxi∈Xi

{

− fi(xi) −
〈λi,0, hi(xi)〉

}

, to calculate ▽ψi(λi,0) according to Dan-
skin’s Theorem. For the initialization of λi,0, a reason-
able choice is to set λi,0 = 0m such that xi(λi,0) ∈
argmaxxi∈Xi

−fi(xi), which is the solution to (17) if
the global constraint is removed. At each round, each
agent makes use of DSA2 to minimize (18) by perform-
ing steps 6, 7 and 10, which correspond to the step 5 in
Algorithm 1. To derive ▽ψi(λi,t), agents should further
conduct step 8. Step 9 can be seen as a primal recovery
step, a common feature that can be found in the litera-
ture addressing dual decomposition [22,23]. This issue is
mainly due to the fact that the dual objective function at
the optimum is generally nonsmooth, i.e., optimal dual
variable does not necessarily lead to an optimal primal
solution [19].

Algorithm 2 DSA2-based dual decomposition

1: Set t = 0, si,0 = ▽ψi(λi,0), choose a non-decreasing
sequence of positive parameters {γt}t≥0.

2: while Convergence is not reached do
3: for Each agent i ∈ V (in parallel) do
4: Receive sj,t, ∀j ∈ Ni;
5: Conduct
6: λ̂i,t+1 = argminλ≥0

{〈
∑t

k=0 si,k, λ
〉

+ γtd(λ)
}

7: λi,t+1 = t+1
t+2λi,t +

1
t+2 λ̂i,t+1 = 1

t+2

∑t+1
k=0 λ̂i,k

8: xi(λi,t+1) = argmaxxi∈Xi
−Li(xi, λi,t+1)

9: xi,t+1 = t+1
t+2xi,t +

1
t+2xi(λi,t+1)

10: si,t+1 =
∑

j∈Ni∪{i} pijsj,t + ▽ψi(λi,t+1) −
▽ψi(λi,t);

11: Broadcast si,t+1;
12: end for
13: Set t = t+ 1.
14: end while

In the sequel, we establish convergence results for
the dual objective error

∑n

j=1

(

ψj(λi,t) − ψj(λ
∗)
)

,
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the quadratic penalty for the coupled constraint
∥

∥

(
∑n

j=1 hj(xj,t)
)

+

∥

∥

2

2
, and the primal objective error

∑n

j=1

(

fj(xj,t) − f∗
j

)

for the sequences of test points
generated by Algorithm 2 by extending the results
derived in previous sections.

Theorem 2 Suppose Assumption 3 holds true. Let the
sequences {λi,t}t≥0 and {xi,t}t≥0 be generated by Algo-

rithm 2. If γt = γ
√
t+ 1 where γ > 0 and ‖▽ψi(λi,k)‖2

is bounded from above, then the dual objective error

n
∑

j=1

(

ψj(λi,t)− ψj(λ
∗)
)

≤
2n

( 3
√
n

1−σ2(P ) +
13
2

)

D

γ
√
t+ 1

+
γ‖λ∗‖22
2
√
t+ 1

,

the quadratic penalty for the coupled constraint

∥

∥

(

n
∑

j=1

hj(xj,t)
)

+

∥

∥

2

2
≤

4n
(

√
n

1−σ2(P ) +
5
2

)

D

t+ 1
+

2γC√
t+ 1

,

and the primal objective error

−‖λ∗‖2

√

√

√

√

4n
(

√
n

1−σ2(P ) +
5
2

)

D

t+ 1
+

2γC√
t+ 1

≤
n
∑

j=1

(

fj(xj,t)− f∗
j

)

≤
2n

(

√
n

1−σ2(P ) +
5
2

)

D

γ
√
t+ 1

,

where D =
(

maxj∈{1,··· ,n}‖▽ψj(λj,k)‖2
)2

and C =
∑n

j=1 f
∗
j −min{xj∈Xj}n

j=1

∑n

j=1 fj(xj) are constants.

PROOF. In light of (10), we readily have

(t+ 1)
n
∑

j=1

ψj(λj,t)−
t

∑

k=0

n
∑

j=1

ψj(λj,k)

≤
n
∑

j=1

t
∑

k=1

k〈▽ψj(λj,k), λj,k − λj,k−1〉.

By adding
∑n

j=1

∑t

k=0〈▽ψj(λj,k), λj,k−λ〉, ∀λ ≥ 0m on

both sides, we obtain

(t+ 1)

n
∑

j=1

ψj(λj,t)−
t

∑

k=0

n
∑

j=1

(

〈▽ψj(λj,k), λ− λj,k〉

+ ψj(λj,k)
)

≤
n
∑

j=1

(

t
∑

k=1

〈▽ψj(λj,k), (k + 1)λj,k − kλj,k−1 − λ〉

+ 〈▽ψj(λj,0), λj,0 − λ〉
)

=

n
∑

j=1

t
∑

k=0

〈▽ψj(λj,k), λ̂j,k − λ〉,

(19)

where we use the fact that (t + 1)λj,t = tλj,t−1 + λ̂j,t
to get the last equality. According to Danskin’s The-
orem, we have ▽ψi(λ) = −hi

(

xi(λ)
)

, where xi(λ) ∈
argmaxxi∈Xi

{

− fi(xi)− 〈λ, hi(xi)〉
}

. Then by the def-
inition of ψj(λ), we are able to obtain

n
∑

j=1

(

〈▽ψj(λj,k), λ− λj,k〉+ ψj(λj,k)
)

=

n
∑

j=1

(

〈

− hj
(

x(λj,k)
)

, λ− λj,k
〉

− fj
(

x(λj,k)
)

−
〈

λj,k, hj
(

x(λj,k)
)〉

)

=

n
∑

j=1

(

−
〈

hj
(

x(λj,k)
)

, λ
〉

− fj
(

x(λj,k)
)

)

.

Plugging the preceding relation into (19) leads to

t
∑

k=0

n
∑

j=1

(

fj
(

xj(λj,k)
)

+
〈

hj
(

xj(λj,k)
)

, λ
〉

)

+ (t+ 1)

n
∑

j=1

ψj(λj,t) ≤
n
∑

j=1

t
∑

k=0

〈▽ψj(λj,k), λ̂j,k − λ〉.

(20)

Recall by definition that xj,t =
1

t+1

∑t

k=0 xj(λj,k). Then

by convexity of fj and hj , we obtain from (20) that

(t+ 1)
n
∑

j=1

(

fj(xj,t) + 〈hj(xj,t), λ〉+ ψj(λj,t)
)

≤
n
∑

j=1

t
∑

k=0

〈▽ψj(λj,k), λ̂j,k − λ〉.

We now follow the same line as in Lemma 4 and Lemma 5
to bound the right-hand side of the preceding inequality.
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Consider

(t+ 1)

n
∑

j=1

(

fj(xj,t) + 〈hj(xj,t), λ〉 − (−ψj(λj,t))
)

≤
t

∑

k=0

n

γk−1
(

√
n

1− σ2(P )
+

5

2
)( max

j∈{1,··· ,n}
‖▽ψj(λj,k)‖2)2

+ γtd(λ).

Rearranging the terms yields

n
∑

j=1

(

fj(xj,t)−
(

− ψj(λj,t)
)

)

≤ 1

t+ 1

t
∑

k=0

n
(

√
n

1−σ2(P ) +
5
2

)

D

γk−1

+ min
λ≥0m

{ γt
t+ 1

d(λ)− 〈
n
∑

j=1

hj(xj,t), λ〉}

=
1

t+ 1

t
∑

k=0

n
(

√
n

1−σ2(P ) +
5
2

)

D

γk−1
− t+ 1

2γt

∥

∥

(

n
∑

j=1

hj(xj,t)
)

+

∥

∥

2

2
,

or, equivalently,

n
∑

j=1

(

fj(xj,t)−
(

− ψj(λj,t)
)

)

+
t+ 1

2γt

∥

∥

(

n
∑

j=1

hj(xj,t)
)

+

∥

∥

2

2

≤ 1

t+ 1

t
∑

k=0

n
(

√
n

1−σ2(P ) +
5
2

)

D

γk−1
≤

2n
(

√
n

1−σ2(P ) +
5
2

)

D

γ
√
t+ 1

.

(21)

Following from the saddle point inequality, we obtain

n
∑

j=1

f∗
j ≤

n
∑

j=1

(

fj(xj,t) + 〈λ∗, hj(xj,t)〉
)

. (22)

Adding t+1
2γt

∥

∥

(
∑n

j=1 hj(xj,t)
)

+

∥

∥

2

2
and subtracting

∑n

j=1

(

− ψj(λj,t)
)

on both sides yield

n
∑

j=1

(

f∗
j −

(

− ψj(λj,t)
)

− 〈λ∗, hj(xj,t)〉
)

+
t+ 1

2γt

∥

∥

(

n
∑

j=1

hj(xj,t)
)

+

∥

∥

2

2

≤
n
∑

j=1

(

fj(xj,t)−
(

− ψj(λj,t)
)

)

+
t+ 1

2γt

∥

∥

(

n
∑

j=1

hj(xj,t)
)

+

∥

∥

2

2

≤
2n

(

√
n

1−σ2(P ) +
5
2

)

D

γ
√
t+ 1

.

Since

−
〈

λ∗,
n
∑

j=1

hj(xj,t)
〉

+
t+ 1

2γt

∥

∥

(

n
∑

j=1

hj(xj,t)
)

+

∥

∥

2

2

≥ min
z∈Rm

{

− 〈λ∗, z〉+ t+ 1

2γt
‖z+‖22

}

= − γt
2(t+ 1)

‖λ∗‖22 = − γ‖λ∗‖22
2
√
t+ 1

and
∑n

j=1 f
∗
j =

∑n

j=1 −ψj(λ
∗), we have

n
∑

j=1

(

ψj(λj,t)− ψj(λ
∗)
)

≤
2n

(

√
n

1−σ2(P ) +
5
2

)

D

γ
√
t+ 1

+
γ‖λ∗‖22
2
√
t+ 1

.

Following the similar reasoning in (13) to bound
∑n

j=1

(

ψj(λj,t)− ψj(λi,t)
)

, we further have

n
∑

j=1

(

ψj(λi,t)− ψj(λ
∗)
)

≤
2n

( 3
√
n

1−σ2(P ) +
13
2

)

D

γ
√
t+ 1

+
γ‖λ∗‖22
2
√
t+ 1

.

To establish the upper bound on the violation of the
coupled constraint, we consider ∀λ ≥ 0m,

f∗
j ≥ Lj(x

∗
j , λ) ≥ min

xj∈Xj

Lj(xj , λ) = −ψj(λ), (23)

and therefore

t+ 1

2γt

∥

∥

(

n
∑

j=1

hj(xj,t)
)

+

∥

∥

2

2

≤
∑t

k=0

n

( √

n

1−σ2(P )
+ 5

2

)

D

γk−1

t+ 1
+

n
∑

j=1

f∗
j − min

{xj∈Xj}n
j=1

n
∑

j=1

fj(xj),
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where (21) is used. This can be equivalently written as

∥

∥

(

n
∑

j=1

hj(xj,t)
)

+

∥

∥

2

2

≤ 2γt
(t+ 1)2

(

t
∑

k=0

n
(

√
n

1−σ2(P ) +
5
2

)

D

γk−1

)

+
2γtC

t+ 1

≤
4n

(

√
n

1−σ2(P ) +
5
2

)

D

t+ 1
+

2γC√
t+ 1

.

By Eqs. (21) and (23), we readily have

n
∑

j=1

(

fj(xj,t)− f∗
j

)

≤
2n

(

√
n

1−σ2(P ) +
5
2

)

D

γ
√
t+ 1

.

Again, by the saddle point inequality (22), the fact

(

n
∑

j=1

hj(xj,t)
)

+
≥

n
∑

j=1

hj(xj,t),

and λ∗ ≥ 0, one obtains

n
∑

j=1

(

fj(xj,t)− f∗
j

)

≥ −‖λ∗‖2
∥

∥

(

n
∑

j=1

hj(xj,t)
)

+

∥

∥

2

≥ −‖λ∗‖2

√

√

√

√

4n
(

√
n

1−σ2(P ) +
5
2

)

D

t+ 1
+

2γC√
t+ 1

.

This completes the proof.

Remark 5 By Danskin’s Theorem, we have ▽ψi(λ) =
−hi

(

xi(λ)
)

. We know from the problem statement that
hi(xi) is convex and defined on a compact domain Xi.
Then it may be not restrictive to assume in Theorem
2 that the subgradient of the dual objective is bounded.
This assumption has the same role with the Lipschitz
continuity of the objective function used in Lemma 4.

6 Simulations

In this section, we verify our theoretical findings by ap-
plying them to a setting where a networked multi-agent
system of n = 50 agents solves a distributed optimiza-
tion problem with coupled nonlinear convex constraints,
i.e.,

min
xi∈[0,1]

50
∑

i=1

cixi

subject to

50
∑

i=1

−di log(1 + xi) ≤ −b.

Networked-structured optimization problems of this
form arise in, for example, plug-in electric vehicles
charging and quality service of wireless networks, and
have been used for numerical studies also in [24].

To solve this problem by DSA2, we should first de-
rive its Lagrangian L({xi}ni=1, λ) =

∑n

i=1 Li(xi, λ) =
∑n

i=1

(

cixi +
〈

λ, b
50 − di log(1 + xi)

〉

)

and consider the

corresponding dual problem minλ≥0

∑n

i=1 ψi(λ), where

ψi(λ) = maxxi∈[0,1]

{

− cixi −
〈

λ, b
50 − di log(1 + xi)

〉}

,
as explained in Section 5. By Danskin’s Theorem,
we have ▽ψi(λ) = − b

50 + di log
(

1 + xi(λ)
)

, where

xi(λ) ∈ argmaxxi∈[0,1]

{

−cixi−
〈

λ, b
50−di log(1+xi)

〉

}

.

In this simulation, the parameters ci and di for each
agent i ∈ {1, · · · , 50} are randomly chosen from a uni-
form distribution, and b is set as 5. We use the solver
fmincon with the interior point algorithm in the Op-
timization Toolbox to calculate the optimal solution
and use it as a reference. The communication topol-
ogy among agents is characterized by a fixed connected
small world graph [27], and the weighting matrix P is
selected as the Metropolis constant edge weight ma-
trix [28]. The prox-function is chosen as d(λ) = 1

2‖λ‖22.
The increasing sequence γt is determined as 0.2

√
t+ 1.

The initial guesses λi,0 for all agents are set as 0. In
the simulation, the bound for the subgradient of the
dual objective maxj∈{1,··· ,n}‖▽ψj(λj,k)‖2 is identified
as 0.55 and σ2(P ) is calculated as 0.9788. C is esti-
mated as 27.2067. The optimal dual variable returned
by fmincon is 0.6419. Therefore, the theoretical bounds
for the primal objective error

∣

∣

∑n

j=1

(

fj(xj,t) − f∗
j

)∣

∣

and the quadratic penalty for the coupled constraint
∥

∥

(
∑n

j=1 hj(xj,t)
)

+

∥

∥

2

2
are max{ 5.0849×104√

t+1
, 91.5467√

t+1
+

6.9856

(t+1)
1
4
} and 2.0340×104

t+1 + 10.8827√
t+1

, respectively.

For comparison, we also simulate the consensus-based
dual decomposition strategies recently reported in [22–
24] in the same network environment. For [22], accord-
ing to the sufficient conditions for ensuring convergence
developed therein, the stepsize is chosen as 10

t+1 . For [23],

we use a constant stepsize 0.05. For [24], we derive the
critical feasible consensus stepsize according to Propo-
sition 4 in [24] as σ = 0.1103, and using the Slater vec-
tor (1, 0) to get the bound on the optimal dual set as
D = 3.3130. The stepsize is chosen by following the Dou-
bling Trick scheme developed in [24]. The initial guesses
λi,0 for these two strategies are also set as 0.

The simulation results are illustrated in Figs. 1 and 2. In
particular, Figs. 1 and 2 depict the primal objective er-
ror and the quadratic penalty for the coupled constraint,
respectively. It is worth mentioning that, for methods
in [22–24], the performances are evaluated over the run-
ning sequences of the primal variables to be compati-
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ble with the theoretical results therein. We can see from
them that the algorithm in [22] suffers from the slowest
convergence rate among the three, and the proposed al-
gorithm shows a slightly quicker convergence rate than
that in [24]. This may be because that the stepsizes
for [24] (Doubling Trick scheme) and the proposed one
( 1
γt

= 5√
t+1

) are of order 1√
t
while the stepsize for [22]

is chosen to be of order 1
t
to fulfill the sufficient condi-

tions developed therein. Due to using a constant stepsize,
the method in [23] does not provide exact convergence.

In Fig. 1, we draw the absolute value of
∑50

i=1 cixi,t −
∑50

i=1 cix
∗
i . The identity

∑50
i=1 cixi,t −

∑50
i=1 cix

∗
i can be

negative and positive due to possible violation of the pri-
mal coupled constraint. When it jumps from negative
to positive, the trajectory of

∣

∣

∑50
i=1 cixi,t −

∑50
i=1 cix

∗
i

∣

∣

presents a peak. This phenomenon is typically observed
in dual Lagrangian problems. We also note that the tra-
jectories for the proposed algorithm are within the the-
oretically developed upper bounds.

Fig. 1. Trajectories of the primal objective error
∣

∣

∑50
i=1 cixi,t −

∑50
i=1 cix

∗
i

∣

∣.

7 Conclusion

In this paper, we have proposed a distributed subgra-
dient method with double averaging, termed as DSA2,
for convex constrained optimization problems with ag-
gregate nonsmooth objective functions in a multi-agent
setting. In particular, the local iteration rule in DSA2

works in the dual space, that is, it involves at each
round minimizing a local approximated dual model of
the overall objective where the estimated first-order in-
formation of the objective is supplied by a dynamic av-
erage consensus scheme. A non-ergodic convergence rate
of O( 1√

t
) in terms of objective function error has been

established for DSA2. Furthermore, we have developed
a DSA2-based dual decomposition strategy for solving

Fig. 2. Trajectories of the quadratic penalty for the coupled

constraint
∥

∥

(

b−
∑50

i=1 di log(1 + xi,t)
)

+

∥

∥

2

2
.

distributed optimization problems with coupled func-
tional constraints. This is made possible by dualizing
the coupled constraint via Lagrangian relaxation, thus
allowing us to alternatively solve the dual Lagrangian
problem where the coupling takes place in cost functions
via DSA2. The O(

1√
t
) convergence rate has been theo-

retically validated for both the dual objective error and
the quadratic penalty for the coupled constraint. Sev-
eral simulations and comparisons have been performed
to verify the advantages of the proposed methods.
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