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Abstract

This study considers the problem of periodic event-triggered (PET) cooperative output regulation for a class of linear
multi-agent systems. The advantage of the PET output regulation is that the data transmission and triggered condition
are only needed to be monitored at discrete sampling instants. It is assumed that only a small number of agents can
3 have access to the system matrix and states of the leader. Meanwhile, the PET mechanism is considered not only in
™) the communication between various agents, but also in the sensor-to-controller and controller-to-actuator transmission
channels for each agent. The above problem set-up will bring some challenges to the controller design and stability
« analysis. Based on a novel PET distributed observer, a PET dynamic output feedback control method is developed
for each follower. Compared with the existing works, our method can naturally exclude the Zeno behavior, and the
inter-event time becomes multiples of the sampling period. Furthermore, for every follower, the minimum inter-event
time can be determined a prior, and computed directly without the knowledge of the leader information. An example is
given to verify and illustrate the effectiveness of the new design scheme.
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1. Introduction 2017; |Zhu, & Zheng), 2019). Until now, many excel-
. . lent results have been proposed in this field (Bin, Marconi,
Cooperative control for multi-agent systems has at- & Teel, 2019; [Chen, & Chenl, P0T7; [Chen, & Huang, 2015;
tracted extensive attention because of its potential appli- Tiu, & Huang, 2020; [Yang, Zhang, Feng, Yan, & Wang,
cations (Yang, Zhang, Feng, Yan, & Wang, 2019; [Shi, & 5576) “For instance, in [Cai, Lewis, Hu, & Huang (2017),
ohen) lm |L1u., & .HuangL [201% [Li, Xing, Zhao, & Shi, based on a new adaptive distributed observer, the cooper-
2017 |Slngh, -lea.rl, Garg) m |Zhu, Zheng, & Zhou) ative output regulation problem for linear multi-agent sys-
2019 in multi-vehicle formation, wireless sensor network, tems was solved. studied the semi-global output
electrical power systems etc. The cooperative control feedback regulation problem for a class of nonlinear multi-

problem includes leaderless and leader-following consen-
sus, containment, rendezvous, formation etc. Various con-
trol strategies have been utilized for multi-agent systems,
such as adaptive control (Li, Qu, & Tong, 2019; |Shi, &

[Shen| [2017; [Zheng, Shi, Wang, & Shil, 2019; Xu, Yang,

Wang, & Shul, [2019), sliding mode control (Sun, Hu, Xie,
& Egerstedt], 2018) and model predictive control.

The output regulation problem for multi-agent systems
has recently drawn much interest from researchers. The
purpose of the regulation problem is to make the output
of each follower track a class of reference input and si-
multaneously handle the external disturbance
2015). The reference input and disturbance sig-
nals are generated by the exosystem or leader. In this
sense, the output regulation problem is more general than
the standard tracking or stabilization problem (Chen, &
[Sunl, 2020} [Li, Ti, & Tong] 2019; Xing, Wen, Liu, Su, &
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agent systems with heterogeneous relative degrees.

Most of the above works attempt to solve the out-
put regulation problem under the assumption that all the
states can be transmitted continuously. However, continu-
ous transmission can entail high communication cost and
energy consumption. As a solution to this issue, event-
triggered control strategies have been presented (Cheng,
& Ugrinovskiil 2016} [Hu, Liu, & Feng] 2018, 2019; [Yang,
Zhang, Feng, Yan, & Wang| 2019). The idea of event-
triggered control is to transmit the data according to a
well-defined triggered condition. In this way, the commu-
nication burden can be reduced considerably.

Different types of event-triggered mechanisms
\Garcia, & Cortés, [2019) have been proposed such as

continuous-time event-triggered control, self-triggered con-
trol, dynamic event-triggered control etc. More recently,
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the periodic event-triggered (PET) control strategy has
become a hot topic (Behera, Bandyopadhyay, & Yul [2018;
Meng, Xie, & Sohl [2017; [Wang, Postoyan, Nesic, &
Heemels| [2019; [Yang, Sun, Zheng, & Li, 2018]). Compared
with other event-triggered mechanisms, the key feature of
PET control is that the data transmission and the trig-
gered condition are only needed to be monitored at dis-
crete sampling instants. This feature benefits control sys-
tems in the following aspects: 1) It naturally rules out
the Zeno behavior; 2) The inter-event times become mul-
tiples of the sampling period. This can be very helpful for
digital implementation, and scheduling of many applica-
tions on a shared communication medium; 3) It is more
practical in some engineering situations where the states
measurements are only available at periodic intervals due
to the constraints on sensors and network. 4) It can reduce
the energy consumption for evaluating triggered conditions
in contrast with continuous-time event-triggered control.
Newvertheless, to the best of our knowledge, no works have
ever considered the periodic event-triggered output requla-
tion for multi-agent systems.

Motivated by the aforementioned idea, this paper will
consider the PET cooperative output regulation problem
for a class of linear multi-agent systems. The problem is
challenging due to the following reasons: 1) Only some
of the followers have access to the system matrix or the
states information of the leader; 2) The PET mechanism is
considered not only in the communication between various
agents, but also in the sensor-to-controller and controller-
to-actuator transmission channels for each agent; 3) Only
the output information of the followers is available for the
controller design.

The above problem set up makes the existing output reg-
ulation methods (Chen, & Huang, |2015; Deng, & Yang],
2019) infeasible. Moreover, directly extending the dis-
tributed observer method (Cai, & Hu, [2019;|Cai, & Huang;,
2016} |Cai, Lewis, Hu, & Huang} 2017} [Liu, & Huang; |2019))
to our case is not easy because of the PET mechanism. In
fact, PET control is more general than sampled data con-
trol. However, the sampled data output regulation prob-
lem has not been fully investigated so far, not to mention
PET output regulation. This research gap makes stability
analysis challenging.

Our work provides the following main contributions:

e Novel PET distributed observers are formulated to
estimate the system matrix and state information of
the leader;

e Using the estimated leader information, a new PET
dynamic output feedback controller is designed for
each follower;

e Based on the skillful use of some matrix norm and
Gronwall’s inequalities, we prove that the cooperative
output regulation problem is solvable by the proposed
method.

e For each follower, the minimum inter-event time can
be determined a prior and computed directly without
the knowledge of the leader information. Moreover,
by decreasing the gains of the distributed observer,
the minimum inter-event time for the communication
between various agents can be made arbitrary long.

The organization of the paper is as follows. Problem
formulation and preliminaries are given in Section 2. The
proposed PET distributed observer and output feedback
controller are presented in Section 3. Simulations are con-
ducted and presented in Section 4. Section 5 concludes the
paper.

Notations. Given a matrix X; € R"*™(; = 1,2, ..., N),
col(X1, Xo, ., Xn) = [XT XT . XE]Y. For A € R™m,
vec(A) = col(Ay, Ag, ..., Ay) where A; € R™ denotes
the ith column of A. ||4]|,]|A]|r are the 2-norm and
Frobenius-norm of matrix A.

2. Problem formulation and preliminaries

2.1. Problem formulation

Consider a multi-agent system consisting of NV followers
and 1 leader. The dynamic of the leader is given by:

0= Sv (1)

where v € R™ is the reference input and/or external dis-
turbance with a positive integer n,. S is a given system
matrix.

The followers are given by the following linear system:

&; = A;x; + Biju; + Ejv, (2)
e; = Cix; + Diu; + Fyv, (3)
Ymi = CmiTi + Dmits + Fiiv (4)

where ¢ € {1,2,.,N}. 2, € R", wu; € R"™i
e; € Ry, € R™ are the system states,
control effort, consensus error and measurement out-
put respectively with positive integers n;, s, Mes, Tyi-
A;,B;,C;,D;, E;, F;, Cpi, Dy, Fini are the given system
matrices.

The communication for the multi-agent systems is rep-
resented by a directed graph G. Let G = (V, &) where
YV = {1,2,..., N} denotes the set of vertices, £ C V x V
the set of edges. Let N; represents the neighbors of
agent i, i.e., N; = {j|j € V|(j,i) € £}. Define matrix
W = la;;] € RV*N such that if (j,i) € € then a;; = 1,
otherwise a;; = 0. Self-loop is not allowed, i.e., a;; = 0
for ¢ € V. Define Laplacian matrix as £ = D — W with
D = diag(di,da,...,dn) and d; = 37y, ai;(i € V). For
the information transmission between the leader and fol-
lowers, define a;g such that if the followers are connected
to the leader, then a;o = 1; otherwise a;p = 0. Also let
aop; = 0. Note that only a small portion of followers have
access to the leader.

Based on the above analysis, the cooperative output reg-
ulation problem is formulated as follows:



Problem 1. Given a multi-agent system — with its
corresponding graph G, develop a PET distributed control
law for each follower such that

1) All the closed loop signals are bounded for all ¢ €
[0, 4+00); and,

2) The output regulation error satisfies . lir+n [lei(t)]] =0
—+00
or tliin lle:(t)]| < A; for i € {1,2,..., N} where 4; is a
— 400

small positive constant.

Remark 1. As we will see in Section 3, according to
whether the PET mechanism is adopted for the controller-
to-actuator channel, the cooperative output regulation er-
ror will be regulated to exact zero or a small neighborhood
around the origin. In addition, when the limitation of
llei(t)]| does not exist, tiiglooﬂei(t)H should be understood

as lim supl||e; (¢)]]-
t——+oo

Remark 2. The regulation error in can be seen as
a generalization of the consensus error defined in many
literatures (Deng, & Yang, 2019)). For instance, suppose
the output of the followers is y; = C;x;. Then if one wants
the followers to track the leader, the consensus error may
be defined as y; — v = C;z; — v. This is equivalent to
let D; = 0,F; = —I in (3). In addition, note that the
measurement output y,,; in may not equal to the real
output of the followers. For example, if the real output of
the followers is y; = Cinix;+Dpmiu;., then the measurement
output y,,; in indicates that the real output y; may
be influenced by an external disturbance F),;v where v is
generated by the exosystem v = Swv.

2.2. Preliminaries

In this subsection, we will introduce some basic assump-
tions and results for the cooperative output regulation
problem. It is divided into three parts.

1) Graph and leader

For the communication graph, we assume that:

Assumption 1. The graph containing the leader and N
followers has a directed spanning tree with the leader as
the root.

Then we have the following result.

Lemma 1. (Cai, Lewis, Hu, €& Huang, |2017) Under As-
sumption —H is a Hurwitz matriz with H £ £+ B and
B £ diag(a1o, aso, ..., ano)-

For the leader , we assume

Assumption 2. The leader system is neutrally stable,
i.e., the eigenvalues of S are semi-simple with zero real
parts.

Remark 3. Under the above assumption, we know that
as long as the initial value v(0) is bounded, v(¢) is bounded
on [0, +00). Meanwhile, a wide class of signals, such as sine

and step signals, can be generated by the leader system
(). In addition, from [Cai, & Huang| (2016), without loss
of generality S can be selected to be a skew-symmetric
matrix such that ST = —S.

2) Followers
For linear system , we make the following assump-
tions.

Assumption 3. For i = 1,2,..., N, the system matrices
satisfy:

1) (A;, B;) are stabilizable;

2) (Cpi, A;) are detectable;

3) The following linear matrix equations admit a solu-
tion (Xi, Uz)

X;S=A,X;,+ B;U; + E;,

The above assumptions are standard in output regula-
tion theory. Meanwhile, from [Cai, Lewis, Hu, & Huang
(2017), we know the solution (X;,U;) can be solved adap-
tively. We briefly explain the idea as follows. Let y; =
vec(col(X;, Us)), Bi = vec(col(Ey, Fy)),

[T o0 A; B

Ai=S ®[0 0]_I®[Ci Di]’
1. _ar I 0 . Az Bz
Az(t)—Si(t)(X)[O 0} I®{Ci Di:|

where A;(t), S;(t) are time-varying matrices.
Then can be written as:

Aixi = Bi.
Define y; with the adaptive law
Xi = —rA] (Aii — Bi) (6)

where k > 0 is a positive design parameter.
Meanwhile, define the adaptive solution X;, U; such that
they have the same dimensions as X;, U; and

vec(col(Xi, U})) = Xi- (7)

Then we have the following result (Cai, Lewis, Hu, &
Huang, [2017)).

Lemma 2. If S - S; converges to zero exponentially,
Xi — Xi ond X; — X, U; — Uy will all converge to zero ex-
ponentially.

3) Useful inequalities
Finally, we introduce some inequalities which will be
used in the stability analysis.

Lemma 3. (Matriz norm inequalities) Given matrices
A, B € R"™"™ we have

1) |Je?+? — eA|| < el IBN B

2/ 1Al < [1AllF < v/nllAll;

3) [le]] < el 4.



Proof. 1) is from Lemma 1 in [Yang, & Liberzonl (2018).
2) and 3) can be proved using basic matrix theory. O

Lemma 4. (Gronwall’s inequality) Given a real-valued
function w(t) : [0,4+00) — R such that

w(t) < a—i—/t Bw(T)dr

for ¥t € [tg, +00) where , B,tg > 0 are positive constants.
Then
w(t) < aePlt=to)

3. Main results

In this section, we will discuss the output regulation
problem for linear multi-agent systems by —. The
control scheme is shown in Fig. For the communica-
tion between various agents, the controller of agent i will
send/receive the information to/from its neighbors based
on the PET Mechanism A (PETM-A). For the sensor-to-
controller channel, the sensor will sample the output infor-
mation from the plant and transmit it to the controller by
the PET Mechanism B (PETM-B). For the controller-to-
actuator channel, two different situations will be consid-
ered. We will first consider the situation where the trans-
mission is continuous, i.e., the switch in Fig. [[]is on node
1. Then, we will consider the case when the switch is on
node 2, that is the control signal will be transmitted to the
actuator based on the PET Mechanism C (PETM-C). We
can see that the PET mechanisms are not only used for
the communication between various agents, but also for
the sensor-to-controller and controller-to-actuator channel
in each agent.

The proposed controller is composed of two parts: a
PET distributed observer and a PET control law. The
PET distributed observer is used to estimate the system
matrix S and v of the leader based on PETM-A. The con-
trol law will use the estimated information to generate the
control signal according to PETM-B and PETM-C.

Next, we will explain these two parts respectively.

Remark 4. Notably the above control scheme indicates
that the PET mechanism is considered not only in the
communication between various agents, but also in the
sensor-to-controller and controller-to-actuator transmis-
sion channels for each agent. The motivation for consid-
ering this control scheme is that in some situations the
control of a single agent may require the network commu-
nication between the controller and the sensor/actuator. A
number of applications may involve the formation control
of unmanned automobiles where control of each automo-
bile is based on network (Zhang, Gao, & Kaynakl [2013)),
the networked control of a group of UAVs based on remote
controllers/ground bases (Cuenca, Antunes, Castillo, Gar-
cia, Khashooei, & Heemels| [2019; [Liu, Ma, Lewis, & Wan|
2019)), the cooperative control of robot manipulators etc.

Agent i

u, (1) Vi (0)
Actuator '—» Plant

o(5,) w,(t)

PETM-C
21
S,(5") .

switch L *
Controller —@ ,,,,,,,,,,,,,, I

(1)

5,3 5@

switch

Network

$@) @) |

Figure 1: Control scheme.

3.1. PET distributed observer

Let 0 =t < t1 < -+ < tx < --- denote the sam-
pling time instants for the multi-agent systems where
tr £ kT and T > 0 is the sampling period. Also define
set Qr = {to, 1, ..., tg, ... }. On each time interval [ty, tx11),
the distributed observer for agent i(i = 1,2, ..., N) is de-
signed as:

. N . N
Si=m Yy ay(S8i(E) - Si@), (8)
=0
. N . N . .
05 = Si(B)0:(0) + 1o Y aiy (0t ) = vi(t, 1)) (9)
i=0

where ju1, jiz > 0 are two positive parameters. So(t) = S,
T, 1) = Sy @i =1,..,N)  (10)

and 9o(t) £ v, To(t, 1) 2 S50 (t9) = v(t).
Note that 0 = %, < #; < -+ < f; < --- denote the
event-triggered time instants. On time instant fz, agent

i will send S;(%;) and ©; (flt) to its neighbors. The event-
triggered time instants are determined by PETM-A in Fig.
which is given by:

Ty = inf{r >7|r € Qp, f5() >0, () >0} (11)
where
FLn, ) = |1Si(r) = Si@)|p — ese™ ™7, (12)

Fir ) = [[6(7) = T(m, )| = eoe™ ™7 (13)

with positive constants tg, ty, Vs, Vo > O.. .

It can be seen that the set Q% = {7y, %y, ..., &, ...} C Qp.
Meanwhile, in the observer and @, with a little abuse
of notation, 7; and 7}, denote the latest event-triggered time
instants for agent ¢ and j on [tg, tx+1)-

Then, we have the following result.



Theorem 1. Given a multi-agent system with the leader
(l) then_there exists a PET distributed observer in the
form of (@- such that S; 2 8, — S and o; £ ©; —v(i =

1,2,...,N) converge to zero exponentially.

Proof. The proof is presented in Appendix A. O

Remark 5. can be expressed as

—ulzaw (B)) = Si(0)) + aio(So(Ty) — Si(E))-

For those followers that have access to the leader, we have
a;o = 1. Then we define §O( t) £ S. For those followers
that do not have access to the leader, a;o = 0. There-
fore, the term azo(So(tl,) -5 (tl)) in the above equation
vanishes, which means the information of the leader is not
used. Therefore, only a small number of followers have ac-
cess to the system matrix S of the leader. A similar idea
can be found for @

It should be noted that the followers know their own
system matrices. Specifically, — are regarded as the
system model of the followers. Therefore, each follower
knows its own system matrices F;, F; and F,,;. Also note
that in some situations, F;, F; and F;,; can be regarded as
the system matrices of the leader. In these situations, we
can revise the distributed observer to estimate F;, F;
and F,; similarly.

Remark 6. According to Appendix A,
choice of the sampling period T is to satisfy

one possible

1
0<T< 14
i (PHIT S D] 14

where fimax = max{puy, po}. P is design matrix such that
PH + HTP = 21. Note that P always exists due to —H
is Hurwitz. It is also noted that the selection of T is only
dependent on the graph information not on the matrix
S. Moreover, we can see that when uy and ps are small
enough, the sampling period T' can be arbitrary long. This
implies that by decreasing the values of u; and ps, the
communication burden between various agents can be re-
duced considerably.

Note that for PET control, the minimum inter-event
time is equal to the sampling period. Hence, it can be
determined explicitly by .

Remark 7. Note that theoretically if uy and po and T
satisfy , Theorem [1| will hold. However, different val-
ues of p1, e can result in different control performance.
Herein, we give some guidelines for the selection of p; and
o. Basically, a larger p; and ps will result in a quicker
estimation of the leader information S and v. This may
lead to a faster convergence rate for the multi-agent sys-
tems. However, u; and po cannot be selected to be too
large mainly because of two factors. First, as stated in
Remark [6] small 41 and ps can reduce the communication

burden and energy consumption. Second, the convergence
rate of the multi-agent systems will not increase too much
when p1 and ps are sufficiently large. Moreover, when piq
and o are large, the injection terms on the right hand side
of the distributed observer , @ may become large and
oscillate. This implies that more energy will be needed to
realize the distributed observer.

3.2. PET control law when PETM-C is not invoked

In this section, we will design an output feedback con-
troller for each follower ¢ € {1,2,..., N}. We assume that
the data transmission in the controller-to-actuator channel
is continuous, i.e., PETM-C is not invoked.

The sampling 1nbtants for the output information are
denoted as 0 = 7'0 <7 < -0 <7 < --- with sam-
pling period T = 1 Tp. Note that 7'; can be different
with the communication sampling instants ¢;. Then dur-
ing time interval [7}, 7/, ), the output feedback controller

is given by:
u; =w;(t) (15)
w; =Kz + (U; — K; X)), (16)

Bi =Asivs + Biws + Ei
+ Li(Criti(7y) + Dmiwi(7,))
+ LilpiFivi(r), 1) + (1 — 03) Foi®i(7, 1))
Lot o
where

wZ( ) =0;Fniv; (t tl) piFiﬁi(tvﬁ) - ymi(t)a (18)
T(t, 1) =eS @ ET g, (7)), (19)

U, iy X; are the adaptive solution for the regulator equation
1) It is determined by @—@) where S is obtained by the
distributed observer. K;, L; are selected such that A; +
B;K; and A; + L;C,,; are both Hurwitz. o, p; are two
non-negative design parameters.

0=7H <79 < < ?f] < --- are the PET instants
for agent ¢. On time instant 7' , the sensor will transmit
¢i(7},) to the controller. They are determined by PETM-B
in Fig. [[] which is described as:

Ty = inf{r > Th|r € Qr, fi,(-) > 0} (20)
where

Fo(1,79) = lli(r) = ¢u(T

with positive constants ¢y, vy > 0.

Note that the designed controller — only uses the
estimated information S;, ¥; from the distributed observer.
This implies that the proposed control scheme satisfies the
condition that only a small number of followers have access
to the leader information.

Based on the above analysis, we have the following re-
sult.

DI —pe™T(21)



Theorem 2. Given a multi-agent system —(@, then
there exists a PET output feedback control law in the form

of -(@) with PET distributed observer (@)- such
that Problem is solved with lm ||e;(t)|| = 0.
t——+o0

Proof. The proof is presented in Appendix C. O

Remark 8. From Appendix C, we know one possible se-
lection of sampling period 77 is

| Qs LiCrnil |5z‘:_s(Ti)

< T 5T

<1 (22)

where 6;3(77%) is a K-class function such that &;3(7%) =
T As 4+ LiCrille! 417" Q; is a given matrix such that
Qi(A; + LiCri) + (A + LiCrri) TQ; = —21.

Note that since d;3(77) is a K-class function, there must
exist a positive 7¢ such that (22 holds. In fact, one can
compute the Maximum Allowable Sampling Period for 7
from . Meanwhile, similar to Remark |§|, the minimum
inter-event time for PET control can be determined by
solving numerically.

Remark 9. For the design parameters in the event-
triggered mechanisms , and , larger g, Lyty
and smaller vs,v,v, indicate a larger threshold for the
event-triggered mechanism. Hence, more communication
burden could be reduced. However, for larger ¢g, tyty and
smaller g, v,7y, the threshold values will take more time
to converge to zero. This indicates the convergence speed
for the multi-agent systems may become slower.

The selection of the design parameters o; and p; in
is flexible. Basically they can be any positive real num-
bers. However, different values of o; and p; can result in
different control performance and communication burden.
Specifically, o; and p; should be selected such that when
t — 400, 1;(t) can be as small as possible. For typical ex-
ample, if y,,; can be expressed as y,,; = C;x;+D;u;+Fp,;0,
then o; = p; = 1. In this case, by 7 we have

Vi(t) =Fivi(t, 1)) — Fvi(t,8) — Ymi(t)

+ (Epi — F) (m(t,%f) _ v)

=—e; + (Fni — F}) (Ei(t’ié) h U) ’

According to Theorems we know (@(t,f;) - v) — 0,
e; — 0 as t — 4o0o0. Therefore, we can conclude that
; — 0, as t — +o00. Hence, 1; is minimized as ¢t — +oo.

Remark 10. From Fig. 1| and , we know PETM-B
may need some information about the leader, i.e., ¥; ()
and S;(%;). This information can be transmitted by the

controller. Note that the information ﬁz(f;) and S‘l(f}) is
not necessary for PETM-B since one can set 0, = p = 0
(the single switch in Fig. [1]is off). However, as stated in

Remark [0] using this information, i.e., set o; = p =1, the
communication burden can be reduced considerably. ,

One may wonder whether the communication burden
between the controller and sensor may increase if the con-
troller sends some information to PETM-B. As described
in Remark [6] we know the communication burden for
transmitting 0;(Z,) and S;(%;) can be very small because
the sampling time 7" can be made arbitrary long by tuning
the control parameters p1 and po. Therefore, the overall
communication burden for the sensor-to-controller channel
can still be reduced. In addition, there are several alterna-
tive ways to remove the communication from the controller
to the sensor. Please see Appendix E for details.

3.3. PET control law when PETM-C is invoked

Let us consider the case when the PET mechanism is
used in the controller-to-actuator channel, i.e., PETM-C
is invoked in Fig. [I] It is noted that since we consider a
regulation problem, the tracking error may not converge
to exact zero because of the discrete transmission. This is
a common case for a regulation or tracking problem (see
Liu, & Huang| (2018); [Xing, Wen, Liu, Su, & Cai (2017)).
In fact, the error will be regulated to an arbitrary small
neighborhood around the origin similar to |Liu, & Huang
(2018).

Consider the following control law

ui(t) =wi(Sn)s t € [Shn Thngr) (23)
where w; is described by — except the triggered
function ffb(T, 7,) is modified as:

Fom 7o) = 1a(r) = wa(Fo)ll = (e ™7 +75)  (24)

with constants 1y, Ty, vy > 0.

0 266 <3 <o <3 < .- is the the PET instants
for the controller-to-actuator channel. On time instant <’ ,
the controller will transmit w;(<?,) to the actuator. They
are described as:

S = {7 > [7 € Qe fL() >0} (25)
where
fLT5h) = llwi(r) —wi(S)l| = (we™ ™7 +7,)  (26)

with constants ¢y, 2y, v, > 0.
Then, we have the following result.

Theorem 3. Given a multi-agent system —(@, then
there exists a PET output feedback control law in the form

of — with PET distributed observer @— such
that Problem is solved with . liin [le:(D)]] < A;.
—+00

Proof. The proof is presented in Appendix D. O

Remark 11. From Appendix D, we know for agent
i € {1,2,...,N}, there exists a non-negative increasing



function ¢;8(Zy, 7w, T) with ¢;5(0,0,0) = 0 such that

lim |le;(®)]] < A < ©is(Typ, 7w, T*). Also we have A; <

t——+oo
max  ¢;8(Ty,Tw, T¢). This means that by decreas-

i€{1,2,...,N}
ing the design parameters Zy,17,, 7", the regulation error
can be made arbitrary small. Meanwhile, from the event-
triggered condition , we can see when 7,7, are small,
the condition may be easier to be triggered, thus re-
sulting in more frequent transmissions and higher commu-
nication burden. The detailed expression of ;g (Zy, Ty, T*)
is given by (D.29) in Appendix D. Note that this estima-
tion may be a little conservative in some situations. This is
a common phenomenon when using the Lyapunov function
method (see the discussion in Menard, Moulay, Coirault, &
Defoort| (2019)). However, the property of ¢;g(Zy, Zw, T*)
can give some insights on how the control parameters will
influence the control accuracy.

In addition, from (D.29) in Appendix D, we know
when 7y, = 0,7, = 0 and the signal v is a constant,
©is(Ty, 7w, T) = 0. This means we can make the regu-
lation error converge to exact zero for constant v.

Remark 12. According to Appendix D, the sampling pe-
riod 7 should simultaneously satisfy and

||R: B K;|[6:4(T")
1—0i4(T%)

where §;4(7T") is a K-class function such that §;4(7"%) =
T||A; + B;K;||el 47" R; is a given matrix such that
RZ(AZ + B,LKZ) + (Az + BzKZ)TRl = —2I. Similar to Re-
marks [6] and [8 the minimum inter-event time can be de-
termined by solving and numerically.

Remark 13. It is noted that we have assumed the sam-
pling time t; for the communication between different
agents have been synchronized as in [Bernuau, Moulay,
Coirault, & Isfoulal (2018);|Garcia, Cao, & Casbeer|(2017)).
This can be achieved by using some time synchroniza-
tion methods such as |Poveda, & Teel (2019); |Stankovic,
Stankovic, & Johansson| (2018)). This is a common as-
sumption in continuous time cooperative control. It should
be also emphasized that the PET transmission between
various agents, in sensor-to-controller and controller-to-
actuator channels are all asynchronous. Also note that
the selection of the sampling period T' could rely on some
global graph information. One can choose a small enough
sampling period by considering all the possible situations
of the graph, or use some methods, e.g., |Franceschelli,
Gasparri, Giua, & Seatzul (2013), to estimate the graph
information distributedly. In addition, from the simula-
tions, we can see that the proposed method is robust to
the variations of the sampling period.

0< <1 (27)

4. Simulations

Consider a linear multi-agent system described by —
with 4 followers. The system matrix of the leader is

S = col([01],[—10]). The dynamics of the followers are

described as:
. 0 1 0
$z‘—{0 5i:|$i+|:1:|ui>

e; = [10]x; + [—10]v,
Ymi = []- O]xzyl =1,2,3,4

where 51 = 703, (52 = 70.4, 61‘3 = 70.5, 51‘3 = —0.4.
The underlying communication graph is depicted in Fig.
The considered system can describe a class of robotic
systems (Cai, Lewis, Hu, & Huang, [2017). The ini-
tial states are v(0) = [0.9 — 0.5]1, z,(0) = [0.20.3]F,
22(0) = [0.10.3]T, 23(0) = [0.50.6]T, z4(0) = [0.80.8]T.
The control purpose is to regulate e; to zero or a small
neighborhood around the origin, i.e., make the output y.,;
of each follower track the output yo = [—10]v of the leader.
The simulations are divided into two parts.

4.1. PETM-A and PETM-B are invoked, PETM-C is not
1nvoked

We first consider the case when the controller-to-
actuator channel is continuous.

4.1.1. Effectiveness of the proposed method

The PET distributed observer and output feedback con-
troller are respectively given by — and — with
1 = p2 = 3, LS:Lv:277S:’Yv:1;Ki:[7575]»
Li=[-5-5],0; =p; =1(i = 1,2,3,4), kK = 30, typ = 2,
Yy = 1. Based on and , the sampling period is
selected as T'= 7% = 0.01s(i = 1,2, 3,4). The control per-
formance of the multi-agent systems is shown in Fig. [3] It
can be seen that the output of each follower quickly follows
the output of the leader. Meanwhile, the regulation errors
of the four followers all converge to zero. This indicates
that cooperative output regulation has been achieved.

Fig. [4(a) and Fig. [4[b) show the event-triggered in-
stants for the communication between each agent pair, and
the sensor-to-controller transmission in each agent respec-
tively. We observe many time intervals which do not have
data communication. This implies that the communica-
tion burden has been reduced considerably. Fig. [5| shows
the inter-event time for the communication from agent 2
to agent 3, and the sensor-to-controller transmission in
agent 2. We can see that a minimum inter-event time has
been guaranteed. Moreover, all the inter-event times are
multiples of sampling period. These results highlight the
advantages of the PET output regulation.

4.1.2. Discussions on the control parameters

We will give some discussions on how the control param-
eters will influence the control performance of the multi-
agent systems.

Fig. [6]shows the control performance of the multi-agent
systems for different uq,ps. We can see that the conver-
gence speed increases a lot when the values of p1, 1o change
from 1 to 2. However, the convergence rate for y; = us = 3



is slightly faster than that for py = po = 2. This verifies
Remark [7] and shows that when pq, po are too large, the
convergence speed does not increase considerably. There-
fore, p1,po are recommended to be set between 2 and 3
for the simulation to save energy.

Tables [1}2] respectively show the event-triggered times
for different values of vg, iy and vs,vyyy in PETM-A
and PETM-B. It can be clearly seen that the communica-
tion load is reduced when increasing ¢s, ¢ty and decreas-
ing vs, vy Fig. mdemonstrates the control performance
when g, tyty and v, vuyy take different values. We can
see that a longer convergence time is needed for larger
LS, Loty and smaller vg, v,Yy. This verifies Remark

Let us see how the parameters o; and p; in influ-
ence the performance of the multi-agent systems. Fig. [§]
shows the outputs of the four followers for different o, p;.
We can see that the proposed controller is robust to the
variations of o;, p;. The control performance is almost the
same for different oy, p;. This implies that the selection
of o4, p;i can be very flexible. Table [3] demonstrates the
event-triggered times for different o;, p;. We can see that
as stated in Remark [9] the communication burden is re-
duced considerably when o; = p; = 1. This also shows
the advantages of the control scheme in Fig. [I| such that
the controller should send some information to PETM-B
to further reduce the communication burden.

Finally, let us see how the selections of the sampling pe-
riods T and 7 will influence the control performance. As
stated in Section 3.2, the sampling periods can be selected
independently and be different from one another. Fig. 0]
shows the control performance of the multi-agent systems
under different 7, 7¢. We can see that the multi-agent
systems are robust to the variations of T, 7.

4.2. PETM-A, PETM-B and PETM-C are invoked

We assume that PETM-C is invoked in Fig. The
PET distributed observer and output feedback controller
are given by — and — with 7y = 7, = 0.001,
lw = 2, ¥» = 1. The other control parameters are the
same as before. The regulation errors and control efforts
are shown in Figs. It can be seen that the regulation
error has converged to a small neighborhood around the
origin. According to in Appendix D, we know for

Vi€ {1,2,..,N}, A; < i8(Tw: 7w, TH) < 0.43
i€ {1, } ie{ﬁ?‘.’f,m“w lw, T")

with ¢ = 0.01, {(; = 04, (2 = 1, (3 = 0.4. This is ac-
cord with Fig. Note that as stated in Remark [T1] the
estimation of A by is somewhat conservative. Nev-
ertheless, it can provide guidelines for the selections of the
control parameters.

Fig. shows the control performance under differ-
ent Ty,%,. We observe that the regulation errors all con-
verge to a small neighborhood of the origin for all the
cases. This verifies the robustness of the proposed method.
Meanwhile, Table ] shows the regulation errors and event-
triggered times for PETM-B and PETM-C with different
Ly, L, We can see that larger 7,7, can result in larger

O ONOROSO

Figure 2: Communication graph.
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Figure 3: Control performance when PETM-C is not invoked. (a)
Measurement outputs of leader and 4 followers; (b) Output regula-
tion errors of 4 followers.

regulation errors but small communication burden. This
verifies Remark [I11

In addition, Fig. [I2] demonstrates the control perfor-
mance when S =7y =7, = 0. In this case, v is a constant
signal. It can be seen that the regulation error converges
to exact zero even though PETM-C is invoked. This also
verifies Remark [Tl

5. Conclusions

In this paper, a new PET distributed observer and dy-
namic output feedback controller are proposed to solve
the cooperative output regulation problem. PET mecha-
nisms are simultaneously considered in the communication
among different agents, sensor-to-controller and controller-
to-actuator channels. Future works include considering
fully distributed PET output regulation problem under
asynchronous sampled data.

Appendix A. Proof of Theorem

Proof. In the following let ¢;(i = 1,2, ...,16) denote some
proper positive constants. € represents an arbitrary small

Table 1: Event-triggered times for PETM-A under different
LSy lu, VS Yv-

agent -2 1-3 24 34

LS =ly =2,7s =Y =1 18 18 26 25
ls =Ly =175 =7, =2 30 30 37 37
s =Ly =05,7%s =% =25 79 79 120 94




Table 2: Event-triggered times for PETM-B under different ¢, vy
agent 1 2 3 4
Ly =375 =05 14 14 10 11

LW=27,=1 27 26 20 24
¥ * % * ¥k ‘** * % * ¥ | * % * % *% 4 Lw — 05’71/} — 1 32 39 41 60

34

Db % k% % ek Kk Rk Kk Kk kx sk kK kK ok K]
1-3F*  *%* ** *% * % *% k¥ *% **
1-2

0 5 10 15
time(s) (a) >

4f E
s 3+ + + 4+ 4+ HEHHHH A R =
%’OZ— + 4+ H H o R+ 4+ HE+ 4+ H >
=

1IF  ++  + 4 HH+ o+ Rt o+ bbbt ++

‘ ‘
0 5 10 15

time(s) (b)

1
S
R
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8 10 Table 3: Event-triggered times for PETM-B under different o;, p;.
i, Pi 0 08 09 10 11 1.2
—— = =2 PETM-B 971 845 769 34 765 843
g —_— =y =3 |
g Table 4: Event-triggered times for PETM-B under different 7,z .
ecror  PETM-B  PETM-C
2 5 4 5 5 10 Ty=1,=0  0.0008 286 1015
time(s) (b) iy =17, =0.001 0.0013 17 984
iy =1, =0.01 0.0070 13 597
Figure 6: Control performance for different p1, po. Ly =y = 0.02 0.0132 12 366
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Figure 9: Control performance for different sampling periods T, 7.
(a) Measurement outputs of leader and 4 followers; (b) Partial en-

larged view of subfigure (a).
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positive constant. The proof is then divided into the fol-
lowing steps. R R
Step 1. We will find the relation between ||.S;(t)—S; (tr)]|

and ||S;(t) — S||(i = 1,2, ..., N).

Integrating on time interval [tg,t) C [tk,tkt1), We
get

Si(t) = Si(tr) = (t — ti)m Zau (B = S;(). (A1)

It follows that

S —S(ty) == pa(t — tx)(H @ I)(S(H) - S(tx))

— pa(t — te)(H @ I)(S(tx) — S)

— it —t)(H®I)S (A.2)
where S5 £ ¢ (51,52,.. Sn), 8 2 col(S,8,...,5), § &
S -8, 8(t1) £ col($1(Ty), sxm SN ().

Next, we transform into a  vector
form. Denote S = [~1 §2...8n,],  S(ty) —
é‘ = [Asl(tk) ASQ(E) Aégv(tk)] and S(il) -
S(tk) = [As1(tl) A§2(tl) .. A (tl)] where
By A (tr), As(B)(m = 1,2,...,m,) € R™NX1 are

all column vectors. Then we have

Ay (ty) = —(t —t)(H® I)(A

It follows that

A8 (t.)]] < 61 (T) (A8 )]+ [|A8m (E0)[] + |I5ml])

where 01(T) is a K-class function such that

Therefore, there exists a small enough T such that
01(T) < 1. Then we obtain

1Ay ()] < 0s(D)[I3m] + 3s(T)||AS (8)]]
where 5 (T
5s(T) = 11§1()T) (A.4)

Finally, according to the event-triggered condition ,
we know

128 (tr)l| < 65 (T)||5ml] + cre 5™ (A.5)

Step 2. We will show S, converges to zero exponentially.
Note that can be transformed into

Smo=—p1(HQI)(5m + Adpm(t1) + Adp (tr))

form=1,2,...,n,.
Take the following Lyapunov function

1

Sm (t1) + DS (tk) — Sm)-

11

where P is a positive matrix such that PH + HTP = 21.
Note that P exists due to —H is Hurwitz from Lemma [T}
Then, we get

Vi = — pl[3ml® = 150, (PH © 1)(A3m (1) + A (tr)-

Using Young’s inequality and , (A.5), we obtain

Voo < — (111 — 1 ||PH ® I]55(T) — €) || |2
+ cge 23Stk (A.6)
Therefore, when dg(7T) satisfies
1
0s(T) < m——, A7

we have p11 — 1 [|PH®I||65(T)—€ > 0. Then solving equa-
tion 1i we can obtain that V,,, §,,,S will all converge
to zero exponentially.

Combining (A.3), (A.4) and (A.7), note ||PH ® I|| =
[|PH]|], |H ® I|| = ||H]|], we know T should satisfy

1

T < .
pa ([|[PHI -+ 1) [[H]]

(A.8)

Step 8. We will show ¢ does not exhibit finite time
escape, i.e., ¥ is bounded on a finite time interval [0, ).

Let T} (t, tk,tl) = 5@t (4,)(i = 1,2, ..., N), then
@ can be written as:

by =8, (T)bi(t —i—ugZa” (ot ) — 05 (e, )

+ o Z aij (Av;(t,ty, B — Avi(t, g, 1))
j=0

(A.9)

where Av;(t, te, %) = 1i(t, &) — 0 (&, £, 1))
Solving (A.9) on time interval [tx, txt1), we have

— M2 t_tk Zaz]

0;(t) =75 (¢, tk,t (t, t, tl

N
+Zu2/ a;je =Si@) (=05 *(7’ tk,tl,)dr (A.10)
— th
+ AD;
where
t o N
AT; :/ e Si(t)(T=1) /,L2Zaij(A’Uj(T) — Av;(7)) | dr.
tr =0

For the terms in (A.10)), we have

¢
/Lg/ a;;e” S (=t (7, tk,tl/)d

tr
=p2(t — ti

Vai T (b, T) + poag iy (O)T5 (¢t T )
(A.11)



where E;;(t) is a time-varying matrix such that

t R o PO
By(t) 2 / (e~ SN0 _ o= 8iE)(=0))oSi @) (=0 g
tk
(A.12)
Substituting (A.11) into (A.10]), we have
0i(t) =05 (¢, ta, 1))
N . .
oot =) > aii (T (t te, B) = U5 (1, 1))
§=0
N .
+ po2 Z aijEij(t)E;f(t, f,k,ﬁ/)
=0
+ Av;.
For:=1,2,..., N, we have
o =T (¢t 1)
=pa(t — tr)(HQI) ([0 (L, tr, t) — 0) + poe + AT (A.13)

where © £ col(0y, ¥y, ..., On), ¥

=k n A —% jra S — 2 —% N

v (t,tk,tl) = COI(UI (t,tk, tl/),'UQ(t,tk,tl/), "'7UN(t7tkatl/ )),
€ = col (€1, €2...,€N)

AT £ col (AT, Ay, ..., ATy)

with ¢; Z;V:() aijEij (t)ﬁ; (t, tk,%j/)(i =1,2,..., N)
Note that for the elements in € and using Lemma

llai; Bij (005 (t, t, G| < aig| 05 1] - | Bz (£)]]-

: (A.14)

From (A.12) and Appendix B, we know [|E;;(¢)|| con-
verges to zero exponentially. Hence, using (A.14)) for e,
there exist positive constants cs, ¢4 such that

[lell <ese™“*[[o™ (¢, ti, &1)]|- (A.15)

Meanwhile, according to Appendix B, we know there exist
positive constants cs, cg such that

[|AD|| <cse k. (A.16)

Then using (A.15) and (A.16|) for (A.13)), we obtain:

|6 — 0" (t, i, 1)|| <(02(T) + pacse™ “)|[0* (¢, th, )] |

+ 52(T)||17|| + C5e_cat (A.17)
where d5(T') is a K-class function such that
52(T) = T H @ 1] (A18)

It follows that

[o]] < erllo* (¢, ta B | + cse™*" + exo

< C7e||5i(f§)(t—tk)||@i(tk) + CSe_Cgt + c10

It can be seen that v will not exhibit finite time escape.

12

Step 4.  We will find the relation between |0 —
T*(t,tx,1;)|| and ||5]| £ ||6 — ©]|. Note that (A.13) can

be expressed as:
0 — 5*(t,tk,gl) :/Lg(t — tk)(H ® I)(E*(t,tk,gl) — ’lA))
+ po(t —te)(H Q)T + poe + AT

~ A A ~
where U = 0 — 0.

Using (A.15) and (A.16), we have

10 — 3" (t, . )|
<(02(T) + pocse™ 1 e)|[0 (¢, g, f1) — ]
+ (62(T) + pacze™ ") |[o]]

—+ ,u2636764t||’[)|| —+ C5eic€'t. (Alg)

Next, define a set 2, for the sampling instant ¢; which
will be used in the following analysis.

By (A.17), we know if T is small enough, 5(7) < 1 is
true. Thus, it can be concluded that there exists a finite
integer k1 such that for V¢ € [tg,trr1) with & > ki, we
have 02(T) + pacze™ %t < 1 and pacze™ 4t < & where € can
be an arbitrary small constant.

Also note that according to Step 2, we know S con-
verges to S exponentially. Therefore, there exist posi-
tive constants c11, 1o such that |[Sg|| < cj1e™ 2! where
Sa(t)) = diag(S1(F) — S, 81(E) = S, ..., Sn (£ ) — S). This
means that there exists a finite integer ko such that for
Vit € [tg,trr1) with k > ko, we have |[Sy]| < cj1e™2t < ¢
where ¢ is an arbitrary small constant.

Then define the set 27, as

Qr 2 {tr|k € N,k > max(k1, k2)}.

Therefore, for Vt € [tg,tkr1) with ¢, 11 € Qp, (A.19)

can be written as:

||17 — 5*(25,751@,%1)” < (SU(T)H??H + C13eicl4t (A.QO)

where

_ (0a(T) + pacge”reat)
1-— (52(T) + ILLQC3€_#1C4t) '

8,(T) (A.21)
Step 5. We will show 0; converges to zero exponentially.
We consider our analysis for ¢ € [ty, txr1) with tg, tx41 €

Qp. Note that from Step 3), we know ¢; will not exhibit

finite time escape. Hence, for any finite k, ©; is bounded

on [tk,tk+1) .
By @, we have

O =(I®S — poH ® IV + Sy + Sqv

— (K ® D)@ (t, te, Ty) — D). (A.22)

Take the following Lyapunov function

V, = %ﬁT(P ® )i

where P is a positive matrix such that PH + HT P = 21I.



The derivative of V,, is computed as:

V,=0"(POII®S — poHI)D
+05(P®1)Sy0 + 07 (D ®1)Sqv
— 0" (P @ Dpa(H & I)(T*(t, t, 1) — 9).

Using (A.20]), we have

V, <6T(P® 8)7 — po |52
+ ||1~}||2HP®I|| . ||Sd|| + Hf;” . ||(P®I)Sd17||
+ ol [PH @ I|| - |[51] (0u(T)[o]] + c1se™+") .

Note that due to S is a skew-symmetric matrix, (P®9)T =
P®ST = —(P®S). This means that P® S is also a skew-
symmetric matrix. Hence, 57(P®S)9 = 0. Also note that
HSdH < Clleiclﬁ <eforte [tk,tk+1) with tg, tx41 € Qr.
Thus, by Young’s inequality, we obtain:

Vo < = (u2 = |IP & Ille — p2||[PH ® 1]|6,(T) — €) [|9]]?

—2c12t —2cy4t

+ c15€ + cig€
Hence, when

0o (T) < pi2 (A.23)

we can obtain us — ||D ® I||e — pe||DH ® I]]6,(T) — e < 0.
Then by solving the above equation, we can show V,,,v
converge to zero exponentially. The proof is completed.
For the selection of T'. Based on (A.18)), (A.21)), (A.23)),
and note pscze™t < g, crie” 2t < g, we know T
should satisfy . O

Appendix B. Proposition [i]

Proposition 1. ||E;;(t)||r in (A.12)) and ||AD|| in (A.13)

both converge to zero exponentially.

Proof. We first show ||E;;(t)||r converge to zero exponen-
tially. Note that from Steps 1-2 in Appendix A, we know S;
converges to zero exponentially for Vi = 1,2, ..., N. Hence,
Si(tx), S;(tx) are both bounded. Then by Lemma [3} we
have

13 (1)]]
t . ~ ~
< [ (e Si Tt _ o= Silt)(T=0y) | L |5 B (Tt || d7
tr

t

<q | X () (T — t)‘|e||X(tk)(7'_t)||+||Y(tk)(7'_t)HdT

ty

where X(t) = S;(t) — Si(t), Y(t) = Si(t), g1 > 0is a
positive constant.

Meanwhile, due to ||S|| converge to zero exponentially,
there exist constants go,g3 such that ||X]|| < gse 93t
Hence, we have ||E;;(t)|| < gse™9'where gs,g5 > 0 are
positive constants.
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Next, we shall show [|AD|| converge to zero expo-
nentially. Recalling and the definitions of ;(t,%;),
Tl (t,tr, 1), we have

1A (¢, e, &) = 103, 8) = T (¢, e, T
= [|eS @)=, (7 — ST =t (1,)]]
< (S @ =t || . (|8 @ =T _ g (4]

< gge It (B.1)

where gg, g7 > 0 are positive constants. Using the above
equation for each element in ||AT||, the proof is completed.
O

Appendix C. Proof of Theorem

Proof. The proof is divided into the following steps.
Step 1). We will find the relation between Z;(t) and
If?z(T;) where Ii?z £ i‘z — Xj.
Subtracting from , we have
I =Aiii + Eib;
+ LipiFii(t,1)) + (1= 00) Fonsi (1) + (7))
+ Li(i(Ty) — (7)) (C.1)
Then using for 4;(7!), we obtain
& =AiF; + Eib; + Li(Cmis (1)) + Dimitii(7)))
+ Li(Frnivi (1), 8) — Ym (7))

+ Li(¥i(75) — i(7,)). (C.2)
Adopting (3) for y,, (%), we have
@i =(Ai + LiCmi)%; + LiCryi (8:(7)) — 7;)
4 Byt + LiFy; (m (7,1) — U(T;'))
+ L (7)) — () (C.3)

Note that
Ui(7p, 1) — v(ry) =(@Wil7), ) — Bi(7y) + 0i(7)) — v(7p))-

From Theorem |1} we know o, (7';75;) — (7)) and 0;(7)) —

) will both converge to zero exponentially. Hence,

v(Tp
;(7}, 1)) —v(7}) will converge to zero exponentially. Mean-
while, from Theorem |1} and we know 0; and t;(7,) —
1/Ji(7;) will also converge to zero exponentially. Hence, we
can conclude that there exist positive constants cq, co such

that

+L; (5(7h) = (7)) || < cre™ ' (C.4)



Hence, integrating (C.3) on [7),7},,) we get

i

P

/ A; (#i(1) — &i(7))) dr
+ (= TE)(As + LiCrni)24(7})

t
+ / C167C27—d7. (05)

It follows that
t
[[Z:(t) — Zi(7,)] S/_ [Asl] - |Z:(7) — @i(7y)||dT
T

+ T Ai + LiCoi| - 123 ()|

+ Tlere™ 2. (C.6)
By Gronwall’s inequality, we obtain
12:(t) — Zi(mp)I] <6 (T2 (1)
+ TieHA'iHTlcle_czT; (C.7)

where 0;3(7") is a K-class function such that
8i3(T) = T7|| A + LiCpsl /AT

When T is small enough such that d;3(7%) < 1, then we
have

1Zi = Zi(Tp)|| < 0a(TO|Zill + eze™2 (C.8)
where c3 > 0 is a constant,
: 8is(T")
0z(T") = ———+——. C.9
7 1 —8:3(T7) (©9)

Step 2). We will show &;, e; converge to zero exponen-
tially.

First, we demonstrate Z; converge to zero exponentially.
Note that A; + L;C,,; is a Hurwitz matrix, then there
exists a positive matrix @Q; such that Q;(A; + L;Cpi) +
(A; + L;Ci)TQ; = —2I. Then consider the following
Lyapunov function

1
Vi = §~,TQ1‘53¢~
From (C.3), the derivative of V; is given by:

Vi = = ||2:|]° + & QiLiCui (%i(7)) — &)
+ .i‘;TQl (Ei’f)i + L;F.; (@1(7';,%;) — U(T;)))
+ 3~U¢TQ1‘L¢(T/%(?§) - 1/%(7;;))'

Using (C.7) and (C.4), we get
Vi < — (1= [|QiLiCrnil|02(T") — &)l + cae ™!

where € is an arbitrary small constant, c4 is a positive
constant.
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Therefore, when
|QiLiCrni [62(T7) < 1

then we can conclude that Z; will converge to zero expo-
nentially.

Next, we will prove e; converge to zero exponentially.
Consider the following coordinate transformation z; =
x; — X,;v and w; = u; — U;v. Then based on , is
expressed as:

ii :Al‘(fi + Xﬂ)) + Bi(ﬂi + UZ"U) + E;v — X;Sv

=Az; + Bu;, (C.11)
€; :Cz(fz + Xz"U) =+ Dz(ﬂz + U,”U) + Fv
=C;Z; + D;u;. (012)

By (15)), w; is expressed as:
w; =K;&; + (Ui — K X;)0; — U
=K% + Kifii + (Ui — K;X;); + (U; — K; X;).
Then is written as:
T; =(A; + B, K;)T;
+ Kiii + (U — K X)) 0; + (U; — K; X;);.

Note that z;, v;, Xi, Uz all converge to zero exponentially,
and A; + B;K; is a Hurwitz matrix. Thus, Z; will con-
verge to zero exponentially. Then e; will converge to zero
exponentially. The proof is completed. O

Appendix D. Proof of Theorem

Proof. In the following let c;(j = 1,2,...,18) denote some
proper positive constants. ;;(Zy, 0w, T)(j = 1,2,...,8)
denote some non-negative increasing functions for agent ¢
with ¢;;(0,0,0) = 0. (1, {2, {3, € are some positive design
parameters. The proof is then divided into the following
steps.

Step 1). We will find the relation between #;(t) and

Using and Theorem [1} we can obtain that

HEﬂ?z + L;F,; (Ei(T;,E;) — ’U(T;))
+L; (%(ﬁ) — ¢I(T;)) H < C1€_02t + ||L2||Z¢
(D.1)

Then by following the line of Step 1) in the proof of
Theorem [2] and using the above inequality, we get

[|Z:(t)

i

= Bl <0i(TH|[&:(rp)]| + Tell AT ¢ emeam

+ T\ Li|[zpe 417" (D.2)
Then when 77 is small enough, we have
12 = Za()I| <8a(T)|&l| + cae™*" + a(-)  (D-3)



where 4 .
T Lilfel 44117
1 —6:i3(T")
Step 2). We will show Z; will converge to a small neigh-

borhood of origin.
Consider the Lyapunov function Vz = %5&?@15&2 Based

on (C.10)), (D.3)), and Theorem [I] we obtain
Vi < = [|&]* + [|QiLiCrnil 10z (T7)|:] |
+ 12| - Qi LiCrill0in (T*, Ty) + |1Zal| - [|Qi Ll |7y

—cst

cpil(Z,/,JwTi) = (D4)

+ [[Zil[cae
By Young’s inequality, we have
Vi < —

+ cge

(1= [|QiLiComil|0:(T") —

—2cst

¢ —o)llzil*

where ¢ > 0 is a small design parameter such that
|QiLiCril[0z(T*) + ¢ +e < 1,

(1Q: LiConil |01 (T7, 1) + |Qi Lal[E)?

(PiZ(zwazwaTi) =

4G
(D.6)
Note that
)\min ~i 2 )\max ~i 2
QUal? _yy Aol QUEIE
2 2
Therefore, (D.5)) can be expressed as:
. ) 2V
Vi <= (1= |QiLiCrnill0z(T") = &1 — &) A7
(L= 162(T") — G ))\maX(Q)
+ cge™ 2 4 yo. (D.8)

By solving the above inequality, we can conclude that

/\max (Q)‘PzQ

Vi < cre” 4 : . (D9
S O Gl T — G =2 Y
Using (D.7)), we have
- 2cre st
Til| € ——— +¥; D.10
il < 3 + (D.10)
where
)\max(Q)(pﬂ
i3 = - . (D.11
P = (@ 0 QLo 527 — G — 2y P2

This shows that &; will converge to a small neighborhood
of origin.
Step 3). We will ﬁnd the relation between T; and T;(7},).
Using (23]) and (16|, w; is expressed as:

a; =wi(7,) + wz(cm) — wi(7,)
=K;i:(r}) + (Ui(7}) — KiXi(72)o:(7}) — Uy
+ wi(S 271) - WZ(T;;)
=K;Ti(1}) + (D.12)
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where

— KiXi(75))ou(7})

p

») — v(t))

Us =Kii(1,) + (Ui(7y)
+(Us = K X3)oi(ry) + Us(o(,
Hwi(S,) = wi(7y)).

Substituting the above equation into , we obtain

=A;%; + B, K;z; (T )—l—BU (D.13)

Note that there exists a non-negative constant (, such that
lo(7p) —v(@®)l| < T

where (2 = 0 when v(t) is a constant signal.
Meanwhile, v;, X;, U; all converge to zero exponentially.
Then by (D.10) and (25)), we conclude that

(D.14)

||Z/[1H < Cge_cwt =+ g@i4(2w,zw, 7-1) (D15)

where

©ia(Ty T, TY) = || Kiisl| + 1w + [|U:GT||. (D.16)
Using this for (D.13) and by Gronwall’s inequality, we

obtain

|[7: = Zi(rp) || <0ua(TH)|[@ilrp)|| + Tell AT cgemer07
+ Tlell AT Gia (T, Ty T) (D.17)
where
0ia(T") = T A + BiK ||/ 44117 (D.18)
Then when 77 is small enough, we have
||z — fi(ﬁi)” < SHTH|T|| + crie 2" + ¢is (D.19)
where -
5(T") = 1_45(4(;) (D.20)
o — TieHAiHTi@iél(zw’zw,Ti). D21)

1—08,.(T%)

Step 4). We will show T;, e; converge to a small neighbor-
hood of origin.

Consider .

Vo = ifiTRm

where R; is a positive matrix such that R;(4; + B;K;) +
(4; + B;K;)"R; = 2I.
Then using (D.13)),

Ve = — |[@|* + 7] RiBiKi(Ti(7)) — T:) +
By (D.19)), (D.15) and Young’s inequality, we get
Ve < — (1= ||RiBiK||05(T") — (5 — o) [z
+ 136" + 06 (T, 1w, T')

(D.22)



where ¢ > 0is a small design parameter such that
||R:iB; K;||6z(T") + (3 +¢ < 1,

(I|RiBiKipis|| + ||R¢<P¢4||)2'

6 (Laps Lw ) = D.2
16 00T T') 4@ (D.23)
Note that
)\min R 2 )\max i)|1Tq 2
ENEE _ o, BRI o
2 2
Therefore, (D.22)) can be expressed as:
. . 2V
Ve < — (1= ||RiBi K| |05(T") — (3 — &) e
< — (U= IR B 6(T) = o =€) 5o
+ 136" + 06 (T, 1w, T (D.25)
By solving the above equation, we obtain
HEZH §015e_°16t + (,02‘7(Zw,zw, Tl) (D26)
where
oir — Amax (1) pie
' Amin(Ri) (1 = || R; B K |[6z(T") — (3 — €)
(D.27)

This means that ||Z;|| will converge to a small neighbor-
hood around origin.

Finally, noting (C.12)), (D.12)) and (D.15), we can con-
clude that

lles]| <cize st + 0is(Ty, Tw, TY) (D.28)

where
@is(Ty: 1w, T') = ||Ci + DiKi||pir + || DiKil|is. (D.29)

Therefore, we know . lir+n lle:@)]] < A < @is(Ty,Tw, TY)
—+0o0

where ¢;s(Ty, 7w, T?) is an increasing function with
©:8(0,0,0) = 0. ©ig(Ty, 0w, T) can be computed by using
the values of ¢;;(Zy, 2w, TH)(j = 1,2,...,7) in , 7
(D.11)), (D-16)), (D-21)), (D-23), (D-27). This completes the

proof. 0

Remark 14. Note that in order to compute ;7 and ;s
in and , one needs to select the design pa-
rameter £, which is a very small constant. A smaller ¢
will result in smaller ;7 and ;3. This will have a tighter
bound for A;.

Remark 15. From (D.14), we know (>, = 0 when v(t)
is a constant signal. Using this, we can conclude that
0is(Ty, 1w, T') = 0 if 7, = 0,7, = 0 and the signal v is
a constant. This implies that we can make the regulation
error converge to exact zero for constant v even if PETM-C
is invoked.
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Figure E.13: Modified control scheme.

Appendix E. Additional discussions

There are several ways to remove the communication
from controller to sensor. One simple way is to modify the
event-triggered condition into

7oy = inf{r > 7T € Qr, fi,(-) > 0} (E.1)

where

P T) = gmi(r) = g (T = 1™ 7y (E:2)
with positive constants iy, vy,7y > 0. Then, the com-
munication burden can be reduced be increasing the con-
stant 7,, with a sacrifice of the control accuracy. That is
the regulation error e;(t) converges to an arbitrary small
neighborhood around origin.

Another way it to utilize the event-triggered control
scheme shown in Fig. [E.13] instead of Fig. We can
see that the sensor in each agent sends/receives the in-
formation to/from its neighbors. Then the information
5(1,), S5(f;) can be directly used for PETM-B. Thus, the
controller does not need to send information to the sen-
sor. However, the computational burden may increase for
the sensor side since the distributed observer should be
implemented in the sensor side to generate (%)), S;(Z;).
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