
1 

 

Fertility-LightGBM: A fertility-related protein prediction model by 1 

multi-information fusion and light gradient boosting machine 2 

Lingling Yue a,b,1, Minghui Wang a,b,*,1, Xinhua Yang a,b, Yu Han a,b, Lili Song a,b, Bin Yu a,b,c,   3 

a College of Mathematics and Physics, Qingdao University of Science and Technology, Qingdao 266061, China 4 
b Artificial Intelligence and Biomedical Big Data Research Center, Qingdao University of Science and 5 

Technology, Qingdao 266061, China 6 
c School of Life Sciences, University of Science and Technology of China, Hefei 230027, China 7 

 8 

ABSTRACT 9 

The identification of fertility-related proteins plays an essential part in understanding the 10 

embryogenesis of germ cell development. Since the traditional experimental methods are 11 

expensive and time-consuming to identify fertility-related proteins, the purposes of predicting 12 

protein functions from amino acid sequences appeared. In this paper, we propose a fertility-related 13 

protein prediction model. Firstly, the model combines protein physicochemical property 14 

information, evolutionary information and sequence information to construct the initial feature 15 

space 'ALL'. Then, the least absolute shrinkage and selection operator (LASSO) is used to remove 16 

redundant features. Finally, light gradient boosting machine (LightGBM) is used as a classifier to 17 

predict. The 5-fold cross-validation accuracy of the training dataset is 88.5%, and the independent 18 

accuracy of the training dataset is 91.5%. The results show that our model is more competitive for 19 

the prediction of fertility-related proteins, which is helpful for the study of fertility diseases and 20 

related drug targets. 21 

Keywords: Fertility-related protein; Multi-information fusion; LASSO; LightGBM. 22 

1. Introduction 23 

In the early stages of development, fertility-related proteins participate in many aspects of life 24 

activities [1]. It not only plays a regulatory role in complex fertility-related events [2, 3] but also 25 

plays a crucial role in many biological entities [4, 5]. The identification of fertility-related proteins 26 

is helpful to decipher the potential mechanism of fertility-related events, and then to understand 27 

their molecular functions in detail, to provide a theoretical basis for the development of related 28 

drugs. 29 

Park et al. [6] used two-dimensional electrophoresis and western blot analysis to study the 30 

relationship between protein expression and bull physical characteristics. To understand the source 31 

of sperm heterogeneity, D' Amours et al. [7] extracted protein from low-density and high-density 32 

sperm by Percoll gradient centrifugation and sodium deoxycholate, and analysed proteomics by 33 

isobaric tag for relative and absolute quantitation. Schumacher et al. [8] studied the possible 34 

connection between mammalian sperm protein sequence evolution and human phosphorylation 35 

status, where immunoblotting, mass spectrometry and two-dimensional gel electrophoresis were 36 

combined to identify 99 sperm proteins. Moura et al. [9] evaluated the protein expression in 37 

accessory sex gland fluid and its relationship with the reproductive index of dairy cows. Chen et al. 38 

[10] provided system-level insights into sexual dimorphism and gametogenesis through gene 39 

                                                   
 Corresponding authors at: College of Mathematics and Physics, Qingdao University of Science and 

Technology, Qingdao 266061, China. 

E-mail address: mhwang@qust.edu.cn (M. Wang), yubin@qust.edu.cn (B. Yu). 
1 These authors contributed equally to this work. 
 

.CC-BY-NC-ND 4.0 International licensemade available under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is 

The copyright holder for this preprintthis version posted August 24, 2020. ; https://doi.org/10.1101/2020.08.24.264325doi: bioRxiv preprint 

https://doi.org/10.1101/2020.08.24.264325
http://creativecommons.org/licenses/by-nc-nd/4.0/


2 

 

ontology annotation and path analysis. Kwon et al. [11] used proteomics to reduce the energy of 40 

boar sperm, and they constructed related signaling pathways based on differentially expressed 41 

proteins to identify proteins associated with sperm capacitation. Légaré et al. [12] used differential 42 

proteomics with isobaric tags for relative and absolute quantitative labeling. They used liquid 43 

chromatograph- mass spectrometer analysis to identify fertile and infertile male sperm 44 

differentially expressed proteins. 45 

Limited by the complex protein functions and experimental process, it may take months or 46 

longer to determine the protein functions. For this reason, researchers continually develop 47 

computational models to predict protein functions from amino acid sequences. Rahimi et al. [13] 48 

developed OOgenesis to identify oogenesis-related proteins by six feature extraction methods and 49 

the support vector machine (SVM). However, this model, which has certain limitations, can only 50 

identify a protein related to fertility. Therefore, Bakhtiarizadeh et al. [14] constructed the first 51 

general model PrESOgenesis for predicting fertility proteins, which trained a two-layer 52 

classification model based on the SVM, and the first layer identified whether the protein is related 53 

to fertility. The second layer determined what kind of fertility is associated with this protein. 54 

PrESOgenesis can achieve 82.97% accuracy and still has promotion space. On this basis, Le [15] 55 

proposed the Fertility-GRU method to distinguish fertility-related proteins. By employing the 56 

gated recurrent unit (GRU) architecture, Fertility-GRU saved the position-specific scoring matrix 57 

(PSSM) information into a deep neural network to prevent the loss of sequence information as 58 

much as possible, and achieved 91.1% prediction accuracy on the independent test dataset. 59 

However, data and features determine the upper limit of machine learning. The feature vector 60 

obtained by the single feature extraction method is too monotonous to express the information of 61 

the protein related to fertility fully. Based on this, we propose a new prediction model to identify 62 

fertility-related proteins. 63 

Our model is a prediction model which is suitable for general fertility-related proteins and 64 

considers the sequence information, physicochemical property information and evolutionary 65 

information. Firstly, we choose pseudo position-specific scoring matrix (PsePSSM), amino acid 66 

composition (AAC), dipeptide composition (DC), composition transition distribution (CTD), 67 

autocorrelation descriptor (AD) and encoding based on grouped weigh (EBGW) to extract amino 68 

acid residue information, then we fuse the feature vectors. Secondly, we use LASSO to eliminate 69 

the redundant features and retain useful features. Finally, LightGBM is used for classification, and 70 

the prediction results are compared with the existing models. 71 

2. Materials and methods 72 

2.1. Datasets 73 

The effectiveness of statistical forecasting tools depends on the availability of high-quality 74 

data. Training data need to be accurate, organized and as complete as possible to maximize 75 

predictability. Bakhtiarizadeh et al. [14] created a protein initial positive dataset by searching the 76 

UniProt Knowledgebase (UniProtKB) and rejected proteins with sequences higher than 6000 or 77 

less than 60. Then they deleted paired sequences with similarity higher than 50% in the same 78 

subset by CD-HIT program [16] and removed protein sequences that contain ambiguous residues 79 

(‘B’, ‘X’ or ‘Z’). On this basis, the redundant sequences were deleted, and 1704 fertility-related 80 

proteins were finally obtained. In the same way, Le [15] provided 1815 non-fertility-related 81 

proteins. 82 
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In this paper, we randomly divide the above two kinds of proteins into the training dataset 83 

trainS  and the independent test dataset testS . The relevant sets are defined as follows: 84 

fertility nonfertilityS S S , 85 

fertility cross fertility independent fertilityS S S  , 86 

nonfertility cross nonfertility independent nonfertilityS S S  ， 87 

train cross fertility cross nonfertilityS S S  ， 88 

test independnt fertility independent nonfertilityS S S  ， 89 

where S  represents the protein dataset used in this paper, which is composed of fertilityS  90 

(including 1704 fertility-related proteins) and nonfertilityS  (including 1815 non-fertility-related 91 

proteins). cross fertilityS   is a set consisting of 1420 fertility-related proteins randomly taken from 92 

fertilityS . The remaining 284 fertility-related proteins in fertilityS  are recorded as indepengdent fertilityS  .93 

cross nonfertilityS   is a set consisting of 1512 non-fertility-related proteins randomly taken from 94 

nonfertilityS . The remaining 303 non-fertility-related proteins in nonfertilityS  are marked as 95 

independent nonfertilityS  . 96 

2.2. Feature extraction 97 

Feature coding, which can convert protein sequence information into numerical information, 98 

is a critical step in building a classification model. We use the following six feature coding 99 

methods.  100 

2.2.1. Pseudo position-specific scoring matrix 101 

Pseudo position-specific scoring matrix (PsePSSM) proposed by Chou and Shen [17] is 102 

widely used in proteomics prediction [18-21]. We use the PSI-BLAST program [22] to perform 103 

three iterative searches with E  value of 0.001 for UniProtKB / Swiss-Prot database. The PSSM 104 

[23] matrix corresponding to each protein sequence is obtained as follows: 105 

 

1,1 1,2 1,20

2,1 2,2 2,20

,1 ,2 ,20

M M M

M M M

M M ML L L

 
 
 
 
 
  

,  (1) 106 

where L  is the length of P , ,M ( 1,2, , ; 1,2, ,20)i j i L j     is the position-specific score 107 

obtained by mutation of amino acid residue at location i  to residue j  during evolution. In order 108 

to reduce the deviation,  109 

  ,M

,P 1 1 i j

i j e


  ,  (2) 110 

we normalize ,Mi j  to ,Pi j based on (2),  ,P 0,1i j   and then convert (1) into  111 

 

1,1 1,2 1,20

2,1 2,2 2,20

PSSM

,1 ,2 ,20

P P P

P P P
P

P P PL L L

 
 
 
 
 
  

.  (3) 112 

Since the lengths of protein sequences in the dataset are not same, it is necessary to transform 113 

protein sequences into a vector with uniform dimensions using the following formula: 114 

1 2 20

1 1 1

PsePSSM 1 2 20 1 2 20( , , , , , , , ,P P ,P ,P ,, )T          , 115 
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2.2.2. Amino acid composition 118 

The amino acid composition (AAC) widely used in proteomic research [24, 25] was proposed 119 

by Nakashima and Nishikawa [26]. This method calculates the frequency of 20 amino acids on 120 

each protein. Each protein sequence P  can be represented by vector  1 2 20, , ,
T

v v v  through 121 

AAC, that is,  122 

   1 2 20, , ,
T

AACV P v v v . 123 

iv , which can be calculated by i iv f L , is the frequency of the i  amino acid. 124 

2.2.3. Dipeptide composition 125 

Dipeptide composition (DC) [27-29] calculates the frequency of dipeptide (amino acid pair). 126 

DC not only considers the coupling between two neighboring residues, but also can adequately 127 

reflect the composition and sequence information of amino acids. Twenty amino acids constitute 128 

20 20 400   amino acid pairs. Therefore,  129 

1 2 400( ) ( , , , )DCV P f f f , 130 

where if  is the frequency of the i  amino acid pair in sequence P . 131 

2.2.4. Composition transition distribution 132 

Composition transition distribution (CTD) [30, 31] can replace amino acid residues with their 133 

class indexes. First of all, as shown in Fig. S1, we divide each protein sequence into ten segments 134 

with different lengths and groups in order to describe the continuous and discontinuous interaction 135 

patterns of multiple overlapping residues. Furthermore, we divide amino acids according to dipole 136 

and side-chain volume for reducing the internal complexity of amino acids and adapting to 137 

synonymous mutation of amino acids. The grouping is shown in Table S1. For each local fragment 138 

region, we calculate the following three descriptors. 139 

(1) Composition (C) is calculated by  140 

 3 5 6 71 2 4, , , , , , 1,2, ,10
i i i ii i i

i

i i i i i i i

n n n nn n n
C i

L L L L L L L

 
  

 
， 141 

where iC  and iL  represent component descriptor and length of sequence for local fragment 142 

region i , respectively. 
i

jn  is the number of times that seven groups j  of amino acids appear in 143 

the local fragment i . 144 

(2) Transition (T) is the frequency of dipeptides that can be composed of seven groups of 145 

amino acids, which is calculated by  146 

 
   , ,

,
1

i i

i

i

n r s n s r
T r s

L





, 147 

where  ,in r s  and  ,in s r  represent the number of occurrences of the amino acid pair  ,r s  148 

and  ,s r  in the i , respectively. Each local segment produces 21 features. 149 

(3) Distribution (D) represents the distribution pattern of each group of amino acids. This 150 

distribution pattern is measured sequentially along the first, 25%, 50%, 75%, and 100% positions 151 

of each group. It can be calculated as  152 
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i
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D

L L L L L L

 
     

 
, 153 

where ,1

i

jn , ,2

i

jn , ,3

i

jn , ,4

i

jn  and ,5

i

jn  are five descriptors of distribution for every attribute in 154 

first residue, 25% residue, 50% residue, 75%residue, and 100% residue, respectively. 155 

2.2.5. Autocorrelation descriptors 156 

Autocorrelation descriptors (AD) are defined according to the distribution of amino acids 157 

along the sequences, which are widely used in proteomics research [32]. 566 amino acid indices 158 

were collected in the amino acid index (AAindex) database [33] of version 9.2. We select seven 159 

amino acid indices as shown in Table S2. Due to the different measurement units of various 160 

physicochemical properties, all indicators need to be centralized and standardized by  161 

        1,2 20jP j j j        , 162 

where  jP   is the j  physicochemical property index of the   amino acid after linear 163 

transformation,  j   is the original index of  . j  and  j  represent the mean and standard 164 

deviation of the physicochemical properties for j , respectively. On this basis, the following three 165 

descriptors are used to convert protein letter sequences into digital signals. 166 

The Moran autocorrelation descriptor is thus defined as: 167 

   1 2 1 2 1 2

1 1 1 2 2 2 7 7 7, , , , , , , , , , ,lag lag lagMA P M M M M M M M M M . 168 

L  represents the length of P , lag  represents a built-in parameter, which represents the 169 

autocorrelation lag interval. Each element 
lag

jM  can be calculated by (4): 170 

 

  

 
 

, ,
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1

L lag

i j j i lag j j

lag i

j L

i j j

i

P P P P
L lag

M i L

P P
L









 


 






, (4) 171 

where ,i jP  is the corresponding value of the j  index at the i -th position in P , jP  represents 172 

the mean of the j  index in P . 173 

The Geary autocorrelation descriptor is defined as follows: 174 

    1 2 1 2 1 2

1 1 1 2 2 2 7 7 7, , , , , , , , , , ,lag lag lagGA P G G G G G G G G G , 175 

where  GA P  is the Geary autocorrelation factor of P . Each element 
lag

jG  can be calculated 176 

by (5): 177 

 
 

 

 

2
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1
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1

1
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1

1

L lag

i j i lag j

ilag

j L

i j j

i

P P
L lag

G

P P
L




















. (5) 178 

The normalized Moreau-Broto autocorrelation descriptor is defined as: 179 

    1 2 1 2 1 2

1 1 1 2 2 2 7 7 7, , , , , , , , , , ,lag lag lagNMBA P N N N N N N N N N ,  180 

where  NMBA P  is the normalized Moreau-Broto autocorrelation factor of P . Each element 181 

lag

jN  can be calculated by (6): 182 
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 . (6) 183 

2.2.6. Encoding based on grouped weigh 184 

Zhang et al. [34] proposed an encoding based on grouped weigh (EBGW) that can effectively 185 

extract the physicochemical property information of proteins [35-38].  186 

Amino acids are divided into four groups according to their physicochemical properties, and 187 

three new partition methods are obtained by combining two non-intersect groups. The detailed 188 

introduction is shown in Supplementary Si1. Each protein sequence 1 2 nP      is mapped to 189 

three binary sequences of length n : 190 

1 2( ) ( ), ( ) ( ) ( 1,2,3)j j j j nP j         . 191 

( ) ( 1,2, , )j i i n    is calculated by (7), (8) and (9). 192 
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,  (9) 195 

where  1,2, ,i i n   represents the n -th amino acid in P . Then each binary sequence is 196 

divided into L  subsequences. The normal weight of the l -th subsequence of the j -th binary 197 

sequence is  198 

   ( ) ( ) 1,2, ,j jl N l nl L l L   , 199 

where ( )jN l  and  nl L  are the number of occurrences of '1 ' and the length of the subsequence, 200 

respectively.    is the rounding operation. Thus, each protein sequence P  can be recorded as: 201 

 1 1 2 2 3 3(1), ( ), (1), ( ), (1), ( )W L L L              . 202 

2.3. Feature selection 203 

In order to reduce the fitting risk, the compression estimation method LASSO [19, 39, 40] 204 

can add penalty terms to the coefficients on the basis of least squares. The features with the small 205 

contribution of the model are removed.  206 

Supposed the dataset       1 1 2 2, , , , , ,m mD x y x y x y  , where dx R , y R , the 207 

optimization goal is as follows: 208 

  
2

1

min
m

T

i i

i

y w x


 .  (10) 209 

Eq. (10) is ordinary linear regression. In order to reduce the risk of overfitting, we use LASSO and 210 

introduce 1 -norm regularization on the basis of the minimum residual square sum: 211 

    
2

1
1

min
m

T

i i
w

i

J w y w x w


    ,  (11) 212 

The detailed introduction is shown in Supplementary Si2. 213 

2.4. Machine learning 214 
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LightGBM [41-43] is an improvement of the gradient boosting decision tree (GBDT) 215 

algorithm [44], and its core principle is based on the decision tree algorithm. It builds decision 216 

trees by leaf-growing strategies. Limiting the maximum depth of trees can not only ensure the 217 

training efficiency but also prevent overfitting. The algorithm introduces the techniques of 218 

gradient-based one-side sampling (GOSS) and exclusive feature bundling (EFB) into the 219 

traditional GBDT algorithm. 220 

The detailed introduction of GOSS is shown in Supplementary Si3. Firstly, the absolute 221 

values of the gradients of the training examples are sorted in descending order, and the data with 222 

the gradient value before 100%a  is selected as the set A . Secondly, in the remaining instance 223 

cA , a subset cb A  of size B  is randomly chose. Finally, the variance gain of the set A B  224 

is calculated according to the formula 225 

 

2 21 1
( ) ( )

1
( ) ( )

( ) ( )

i l i l i r i r
i i i ix A x B x A x B

j j j

l r

a a
g g g g

b bV d
n n d n d

   

 
 

 
   

  (12) 226 

to segment the instance, where  l i ijA x A x d  ： ,  r i ijA x A x d  ： ,  l i ijB x B x d  ： ,227 

 r i ijB x B x d  ： . ig  and d  are the gradient of sample i  and the segmentation point of 228 

segmentation feature, respectively. ( )j

ln d  and ( )j

rn d  represent the number of samples whose 229 

value is less and greater than or equal to d  on the j -th feature, respectively.  230 

The high-dimensional features are usually sparse, and many features are mutually exclusive 231 

in the sparse features. In order to reduce the number of features, EFB is used to bundle exclusive 232 

features. EFB binds mutually exclusive features as a single feature by carefully designing feature 233 

scanning algorithm. The complexity of constructing the histogram is reduced from 234 

( )data feature   to ( )data bundle   in this way. Due to bundle feature , the amount of 235 

features to be traversed is greatly reduced. By this method, the training process is greatly 236 

accelerated without the loss of features. 237 

2.5. Model evaluation  238 

In this paper, 5-fold cross-validation and independent dataset test are used to derive 239 

comparative metrics (values) amongst the reviewed predictors. Sensitivity (Sen), specificity (Spe), 240 

accuracy (Acc) and Matthew’s correlation coefficient (MCC) are used as evaluation indicators. 241 

The above indicators are defined as follows: 242 

 
TP + TN

Acc =
TP + FP + TN + FN

,  (13) 243 

 
TP

Sen =
TP + FN

, (14)  244 

 
TN

Spe =
TN + FP

, (15)  245 

 
       

TP TN - FP FN
MCC =

TP + FN TN + FP TP + FP TN + FN

 

  
. (16)  246 

In addition, the area under curve (AUC) and the area under precision recall (AUPR) are also 247 

important indicators for measuring the robustness of the model. The AUC value and AUPR are the 248 

sizes of the area under the receiver operating characteristic (ROC) curve and the precision recall 249 

(PR) curve, respectively. The detailed introduction is shown in Supplementary Si4.  250 
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2.6. Our model: Fertility-LightGBM 251 

Fertility-related proteins prediction models have been proposed in many papers. 252 

PrESOgenesis [14] was a two-tier classification model based on SVM. The first tier can classify 253 

fertility-related proteins and non-fertility-related proteins, and the second tier can identify proteins 254 

related to oogenesis, spermatogenesis and embryogenesis. In PrESOgenesis, SVM was used as a 255 

classifier, and radial basis function was selected. Radial basis function is too dependent on 256 

parameters, and it often takes too long to meet performance requirements when facing large-scale 257 

training samples. LightGBM supports parallel learning, which can process massive data and has 258 

higher learning efficiency. Fertility-GRU [15] saved all PSSM information to the convolutional 259 

neural network for prediction through GRU architecture. But a single feature extraction method 260 

often gets too monotonous information to represent fertility-related protein features. The method 261 

of multi-information fusion can fully consider protein sequence features. In conclusion, we 262 

propose Fertility-LightGBM. 263 

Fig. 1 shows the specific steps of Fertility-LightGBM: 264 

Step 1: The dataset of fertility-related proteins is obtained, and input the protein sequences and 265 

their corresponding binary classification problem class labels. 266 

Step 2: Feature extraction. Transform protein sequence signals into numerical signals through 267 

PsePSSM, AAC, DC, CTD, AD and EBGW methods. The initial feature space is constructed by 268 

fusing the feature vectors end to end. 269 

Step 3: Feature selection. LASSO is used to remove the redundant information while retaining the 270 

essential classification features to choose the optimal feature subset. 271 

Step 4:The best feature subset and the true labels are input into the LightGBM for prediction 272 

according to Step 2 and Step 3. 273 

Step 5: Model evaluation. Sen, Spe, Acc, MCC, AUC and AUPR are used to evaluate the 274 

predictive performance of Fertility-LightGBM. Then test the generalization ability by independent 275 

dataset test. 276 

 277 

Fig. 1. The framework of Fertility-LightGBM. 278 
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3. Results and discussion 279 

3.1. Parameter selection of feature extraction algorithm 280 

It is necessary to determine the best parameters  , lag  and L  of PsePSSM, AD and 281 

EBGW in feature extraction for the prediction ability of our model. Limited by the sequence 282 

length, the parameters of PsePSSM are set from 1 to 50. For determining the optimal parameters, 283 

we choose LightGBM and 5-fold cross-validation. Acc (the most important metrics), Sen, Spe and 284 

MCC are evaluation indicators. The prediction results corresponding to different parameters on 285 

the training dataset are shown in Fig. 2. Table S3-S5 shows specific prediction results. 286 

 287 

Fig. 2. The prediction results of various parameters on the training dataset.(A) Acc predicted by 288 

different parameters of PsePSSM, AD and EBGW. (B) MCC predicted by different parameters of 289 

PsePSSM, AD and EBGW. 290 

Fig. 2 shows that the different values of   in PsePSSM algorithm will change the prediction 291 

results on the training dataset. When =9 , Acc and MCC reach 84.83% and 0.7009 respectively, 292 

which are 0.10%-1.57% and 0.10%-2.99% higher than those predicted by other parameters. We 293 

analyze the model prediction performance when   takes different values. The best parameter of 294 

PsePSSM is 9. 295 

We use three descriptors and seven amino acid indexes so that each protein sequence can be 296 

represented by an 3 7 lag  -dimensional vector, where lag  represents the built-in parameter of 297 

AD encoding. Fig. 2 shows that the prediction results are very different for the different lag . 298 

When lag  takes 23, Acc can reach a maximum of 76.55%, and the MCC also reaches a 299 

maximum value of 0.5320. Therefore, the optimal parameter of the AD algorithm is 23. Each 300 

protein generates a 3 7 23 483   -dimensional feature vector by AD. 301 

Fig. 2 shows that prediction results vary with the number of sub-sequences L . When the 302 

value of L  is 49, both Acc and MCC can reach maximum values of 71.23% and 0.4260, 303 

respectively, which are 0.10% - 4.6% and 0.23% - 9.16% higher than others. The prediction effect 304 

is the best when the number of subsequences is 49. 305 

3.2. Influence of feature extraction methods  306 

Feature extraction methods can digitize the protein letter sequences and express them in the 307 

form of feature vectors, which can reflect the intrinsic correlation between the sequence and the 308 

expected target. We extract features from proteins by six feature codes. The extracted feature 309 

information is connected end-to-end according to the sequence of PsePSSM, AAC, DC, CTD, AD 310 
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and EBGW, then the 1880-dimensional initial feature space 'ALL' is obtained. We use LightGBM 311 

as a classifier, and get the prediction results through 5-fold cross-validation evaluation model on 312 

the training dataset. The results of different feature extraction methods are shown in Table 1. 313 

Table 1 314 

The prediction results of different features on the training dataset. 315 

Feature space Acc (%) Sen (%) Spe (%) MCC 

PsePSSM 84.83 87.04 82.76 0.7009 
AAC 79.86 80.14 79.59 0.5982 

DC 79.04 75.28 82.56 0.5820 
CTD 76.21 75.21 77.14 0.6255 
AD 76.55 72.04 80.78 0.5320 
EBGW 71.23 72.25 70.28 0.4260 
ALL 88.07 88.24 87.91 0.7640 

Table 1 shows that the Acc and MCC of the 'ALL' are 88.07% and 0.7640, which are 316 

3.24%-16.84% and 6.31%-33.80% higher than those of any single feature extraction method. It 317 

indicates that a single feature extraction method limits the prediction ability, and the fusion feature 318 

method can obtain more effective biological feature information from the protein sequences. 319 

Therefore, we adopt the technique of multi-information fusion. 320 

3.3. Influence of feature selection methods  321 

Multi-information fusion will produce more redundant features while increasing the storage 322 

requirements and computational costs of data analysis. Reducing the dimensions is necessary to 323 

construct an ideal fertility-related proteins prediction model. In order to mine important features 324 

from high-dimensional data and improve model robustness, we adopt mutual information (MI) 325 

[45], factor analysis (FA) [46], kernel principal component analysis (KPCA) [47], locally linear 326 

embedding (LLE) [48], principal component analysis (PCA) [49], truncated singular value 327 

decomposition (TSVD) [50], spectral embedding (SE) [51] and LASSO to reduce the dimensions. 328 

For comparing eight feature selection methods and choosing the best feature subset, the different 329 

subsets of features that filter by different methods are used to input the LightGBM, then test these 330 

results by 5-fold cross-validation. The prediction results of different feature selection methods on 331 

the training dataset are shown in Table 2 and Fig. 3. 332 

Table 2 333 

The prediction results of eight feature selection methods on the training dataset. 334 

Method Dimensions Acc (%) Sen (%) Spe (%) MCC 

MI 57 84.63 86.20 83.15 0.6980 
FA 57 85.28 84.01 86.46 0.7072 
KPCA 57 85.99 84.37 87.51 0.7215 
LLE 57 81.59 82.61 80.65 0.6349 
PCA 57 86.98 86.62 87.32 0.7412 
TSVD 57 86.06 85.77 86.33 0.7243 
SE 57 84.76 85.14 84.41 0.6970 

LASSO 57 88.45 88.38 88.50 0.7711 

Table 2 shows that the Acc of MI, FA, KPCA, LLE, PCA, TSVD, SE and LASSO are 335 

84.63%, 85.28%, 85.99%, 81.59%, 86.98%, 86.06%, 84.76% and 88.45%, respectively. The MCC 336 

of MI, FA, KPCA, LLE, PCA, TSVD, SE and LASSO are 0.6980, 0.7072, 0.7215, 0.6349, 0.7412, 337 

0.7243, 0.6970 and 0.7711, respectively. The Acc and MCC of LASSO are 1.47%-6.89% and 338 

2.99%-13.62% higher than other feature selection methods, respectively. Therefore, the best 339 

feature subset can be obtained by LASSO. 340 
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 341 

Fig. 3. The AUC and AUPR of eight feature extraction methods on the training dataset. (A) ROC 342 

curve of eight feature extraction methods. (B) PR curve of eight feature extraction methods. 343 

Fig. 3 shows that AUC of MI, FA, KPCA, LLE, PCA, TSVD and SE are 0.9251, 0.9313, 344 

0.9374, 0.8969, 0.9343, 0.9328 and 0.9209, respectively. The AUPR of MI, FA, KPCA, LLE, 345 

PCA, TSVD and SE are 0.9355, 0.9394, 0.9432, 0.9126, 0.9394, 0.9384 and 0.9284, respectively. 346 

The AUC of LASSO is 0.9580, which is 2.06%-6.11% higher than other methods. The AUPR of 347 

LASSO is 0.9620, which is 1.88%-4.94% higher than other methods. It shows that LASSO can 348 

eliminate redundant features more effectively than other methods. 349 

3.4. Influence of classifier on prediction results 350 

The selection of classification models with strong generalization ability is also the key to 351 

build efficient fertility-related proteins prediction models. By comparing prediction results 352 

obtained by random forest (RF) [52, 53], k-nearest neighbor (KNN) [54], gradient boosting 353 

decision tree (GBDT) [44, 55], Naïve Bayes [56], adaptive boosting (AdaBoost) [57], multi-layer 354 

perceptron (MLP) [58], SVM [59] and LightGBM, we choose the best classification algorithm. 355 

All classifiers use default parameters and SVM uses polynomial kernel function. The optimal 356 

feature subset chose by LASSO on the training dataset is input into different classifiers, 357 

respectively. The results are shown in Table 3 and Fig. 4. 358 

Table 3 359 

The prediction results of different classifiers on the training dataset. 360 

Classifier Acc (%) Sen (%) Spe (%) MCC 

RF 85.55 81.76 89.10 0.7140 

GBDT 88.00 87.89 88.11 0.7627 

Naïve Bayes 86.74 87.75 85.80 0.7372 

KNN 85.55 92.61 78.93 0.7217 

AdaBoost 87.42 88.73 86.19 0.7520 

MLP 86.16 86.13 86.19 0.7250 

SVM 88.00 88.94 87.12 0.7635 

LightGBM 88.45 88.38 88.50 0.7711 

 
Table 3 shows that the Acc of RF, GBDT, Naïve Bayes, KNN, AdaBoost, MLP, SVM and 361 

LightGBM are 85.55%, 88.00%, 86.74%, 85.55%, 87.42%, 86.16%, 88.00% and 88.45%, 362 

respectively. The MCC of different classifiers are 0.7140, 0.7627, 0.7372, 0.7217, 0.7520, 0.7250, 363 

0.7635 and 0.7711, respectively. The Acc and MCC of LightGBM are the highest, which are 364 

0.45%-2.90% and 0.76%-5.71% higher than those of others. 365 
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 366 

Fig. 4. The AUC and AUPR of eight classifiers on the training dataset. (A) the ROC curve of eight 367 

classifiers. (B) PR curve of eight classifiers. 368 

Fig. 4 shows that on the training dataset, the AUC of LightGBM is 0.9580, which is 3.13%, 369 

0.49%, 1.80%, 3.46%, 1.65%, 1.86% and 1.19% higher than RF, GBDT, Naïve Bayes, KNN, MLP, 370 

SVM and AdaBoost. Similarly, the PR curve of LightGBM also enclose PR curves of other 371 

classifiers. The AUPR of RF, GBDT, Naïve Bayes, KNN, MLP, SVM and AdaBoost are 0.9135, 372 

0.9560, 0.9378, 0.9133, 0.9455, 0.9453 and 0.9485, respectively. The AUPR of LightGBM is 373 

0.9620, which is 1.00%-4.87% higher than others. 374 

It is proved that LightGBM has better robustness by analyzing the prediction indicators such 375 

as Acc, Sen, Spe, MCC, AUC and AUPR on the training dataset of different classifiers. Therefore, 376 

we choose LightGBM as the best classifier. 377 

3.5. Comparison with existing models 378 

To prove the effectiveness of our model, the Fertility-LightGBM predictions are compared 379 

with PrESOgenesis [14] and Fertility-GRU [15]. The specific prediction results are shown in Fig. 380 

S2 and Table S6. The prediction results of the training dataset based on the 5-fold cross-validation 381 

are shown in Table 4. 382 

Table 4 383 

Comparison of prediction results with existing models on training dataset. 384 

Models Acc (%) Sen (%) Spe (%) MCC 

PrESOgenesis [14] 83.0 83.6 83.0 0.67 

Fertility-GRU [15] 85.8 88.6 83.3 0.72 

Fertility-LightGBM 88.5 88.4 88.5 0.77 

Table 4 shows that the Fertility-LightGBM obtains 88.5% of Acc and 0.77 of MCC through 385 

prediction. The Acc of Fertility-LightGBM is 5.5% higher than Acc of PrESOgenesis and 2.7% 386 

higher than Acc of Fertility-GRU. The MCC predicted by Fertility-LightGBM is 10.0% higher 387 

than that predicted by PrESOgenesis and 5.0% higher than that predicted by Fertility-GRU. 388 

Therefore, Fertility-LightGBM has obvious advantages on the training dataset. 389 

We test the generalization ability of the Fertility-LightGBM by the independent dataset test. 390 

The Acc, Sen, Spe and MCC are also used as evaluation indicators. The comparison results of 391 

PrESOgenesis [14] and Fertility-GRU [15] are shown in Fig. 5. 392 
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 393 

Fig. 5. The prediction results on the independent test dataset. 394 

Fig. 5 shows that the Acc of Fertility-LightGBM is 91.5%, which is 0.4%-8.6% higher than 395 

those from other models. The MCC of Fertility-LightGBM is 17.0% and 1.0% higher than that of 396 

PrESOgenesis and Fertility-GRU, respectively. To sum up, on the independent test dataset, our 397 

model improves the accuracy of fertility-related proteins prediction, and the prediction results 398 

achieve the desired results. 399 

4. Conclusion 400 

Researchers can identify fertility-related proteins to understand their mechanisms, that may 401 

deter fertility-related diseases. The construction of prediction models is of great significance for 402 

the study of fertility-related proteins. We propose a new prediction model based on LightGBM 403 

named Fertility-LightGBM. Multi-information fusion is used to construct the initial feature space 404 

which contains physicochemical property information, sequence information and evolutionary 405 

information. LASSO is used to delete redundant features in the initial feature space. The LASSO 406 

algorithm optimizes the objective function to compress variables with correlation less than the 407 

threshold to 0  and eliminate them, so as to achieve the purpose of feature selection. The selected 408 

optimal feature subset is used as input information of LightGBM classifier. LightGBM optimizes 409 

the sampling method of sample points by GOSS algorithm and compresses the feature dimension 410 

by EFB when choosing split points. Compared with traditional machine learning methods, 411 

LightGBM supports efficient parallelism and optimize support for category features. Meanwhile, 412 

it has the advantage of high efficiency. Fertility-LightGBM can effectively distinguish between 413 

fertility-related proteins and non-fertility-related proteins, and it reduces other predictive costs 414 

while pushing the research of fertility-related proteins to a new stage of development. Although 415 

Fertility-LightGBM can accurately predict fertility-related proteins, there is still much space for 416 

improvement. In the future, we will combine proteins structure information and deep learning 417 

knowledge to build a more ideal and reliable prediction model of fertility-related proteins. 418 
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