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Abstract

Data-driven methods for modeling the realistic shapes of 3D human bodies need to access datasets that contain a large amount of
3D human models. We develop a method based on sparse representation in this paper to represent 3D human models as signals
of patches. Unlike the general mesh compression approaches, all mesh models used in a data-driven human modeling framework
have the same mesh connectivity. By using this property, we segment a human model into patches containing the same number of
vertices. L0-learning algorithm is selected to train an overcomplete dictionary matrix, which in turn introduces sparse representation
of the dataset. Patch signals of individual human models can then be extracted by using the dictionary matrix. With the ease
of balance control between sparsity and accuracy that is featured by the chosen learning algorithm, a representation with high
compression ratio and low shape-approximation error can be determined. The results have been compared with the widely used
statistic representation based on principal component analysis (PCA) to verify the effectiveness of our approach. Moreover, the
method for using sparse representation in the regression-based statistical modeling of 3D human models has been presented at the
end of the paper.

Keywords: Human Models, Sparse Representation, Regression, Data-Driven Modeling

1. Introduction

Modeling 3D human models has become more and more im-
portant for the computer-aided design (CAD) systems in the ap-
plications of designing and fabricating personalized products.
Data-driven methods have been proved to be the most effective
way to generate realistic 3D human models from the dataset
with mesh models captured from real individuals by ranged
images [1, 2, 3]. Recent development of dense data acquisi-
tion systems can capture dynamic 3D human bodies as trian-
gular meshes in high resolution at tens of frames per second
(e.g., [4]). Apparel industry has started to consider using time-
variant 3D human models (i.e., 4D data) in the design of func-
tional garments.

The dataset of 3D / 4D human models usually consumes a
lot of storage when representing each model by a triangular
mesh. For example, a dataset consists of 50 male models with
10 different motion sequences can generate up to 34GB uncom-
pressed data when each motion sequence contains 100 sampled
poses and each pose is represented as a triangular mesh with
30k vertices. The efficient access to this kind of datasets by less
storage / communication consumption becomes more and more
important as demanded.

When applying 3D human models to e-commerce applica-
tions (such as virtual fitting or customized clothes design and
fabrication) on the platform of mobile phone, the demand on a
memory-efficient representation of 3D human models becomes
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more critical. The typical download speed of 4G is less than
40MB or even 20MB per second in many scenarios. The much
smaller memory of a mobile phone comparing to the desktop
computer also requires a memory efficient representation of hu-
man models. Motivated by this reason, the problem of inves-
tigating a new representation for large datasets of 3D human
models is investigated in this paper. Apart from the storage
size, accuracy of the derived representation to reconstruct the
original data is also a crucial factor to be considered.

We propose to conduct sparse representation for data-driven
3D human modeling. In sparse representation, a matrix span-
ning linear space named as dictionary is trained to be composed
of a number of clustering vectors called atoms [5]. In addition
to the corresponding representation coefficients with sparsity,
the linear combinations of the weighted atoms can reconstruct
every training signal of the original dataset [5, 6]. We propose
to derive sparse representation for 3D human model datasets, by
considering its capability to represent large size datasets com-
posed of human bodies with wide range of shape features.

Our study finds that L0-norm dictionary learning is the most
appropriate algorithm used to generate sparse representation
for human model datasets. To employ this learning algorithm,
we develop a signal extraction method to obtain patch sig-
nals which are compatible to dictionary learning. Specifically,
the extraction method constructs patches cover the whole body
of 3D human models by using centroidal Voronoi tessellation
(CVT) [7]. When all patches having the same number of ver-
tices, the positions of vertices are sorted to form the signals
for sparse representation learning. With the help of learning
outcome, dictionary of signals can be obtained to provide the
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function of accurately reconstructing the original human mod-
els. Experiments are conducted to verify the effectiveness of
our approach.

The following contributions are made by our work.

• While the majority of research in sparse representation is
based on the datasets of images and audio signals, we ex-
tend the use of sparse representation to 3D human model
dataset and its application in 3D human modeling.

• An approach is developed to construct patches on the
mesh surfaces of 3D human models in a dataset, so that
a large amount of training signals can be extracted to ful-
fill the requirement of dimensions for sparse representa-
tion learning.

• The compression level with respect to the data size of the
original dataset can be conveniently specified for train-
ing with the help of our carefully designed pipeline for
signal extraction and learning algorithm selection.

With the help of technology developed in this work, we can
use sparse representation to represent more principal compo-
nents (PCs) for statistical human modeling with a compact
data size. Moreover, preliminary study of using the dictionary
learned from a dataset of human models to synthesize general
3D freeform models is encouraging – models with totally dif-
ferent mesh topology can be successfully reconstructed.

The rest of our paper is organized as follows. After review-
ing the most relevant work in Section 2, we explain sparse
representation and study different learning algorithms in Sec-
tion 3. Section 4 focuses on the extraction of patch signals and
the synthesis of 3D human models. We then apply the sparse
representation in statistical 3D human modeling in Section 5.
Experimental results are given in Section 6, where both the
effective compression and the modeling by regression will be
studied. Lastly, our paper ends with a section of conclusion and
discussion.

2. Related Work

In this section, we review the existing research work in algo-
rithms of sparse representation , data-driven geometric model-
ing and data-driven human modeling. Some relevant applica-
tions are also discussed.

2.1. Sparse representation
Generally, the learning process for sparse representation can

be divided into two phases: sparse coding and dictionary up-
dating. The sparse coding phase allows the signals to be rep-
resented in a higher dimensional space. As a result, it makes
the representation of signals more flexible. The dictionary up-
dating phase aims at finding a better dictionary in which the
training signals admit a more sparse representation. Solution
can be found by applying minimization methods alternatively
in these two phases.

Sparse representation has obtained significant success in
computer vision applications, such as image restoration [5, 8,

9], face recognition [10, 11], object tracking [12, 13] and ab-
normal event detection [14]. It is mainly due to the fact that
image signals have naturally sparse representations with re-
spect to fixed bases. For example, Aharon et al. [5] general-
ized K-means clustering process as K-SVD to design an over-
complete dictionary and the sparse coefficient matrix for rep-
resenting a training dataset. By constraining the number of
non-zeros (e.g., by L0-norm) in each column of the coefficient
matrix, the K-SVD algorithm can search for the best represen-
tation. In order to consume less memory or obtain faster con-
vergence, more variants of learning algorithms have been de-
veloped for sparse representation. Different from handling the
whole training dataset at each iteration in the batch approaches,
Mairal et al. [6] developed an online learning algorithm that
only processes a small subset of the dataset at each time by
using stochastic approximation. This makes it possible for dic-
tionary learning to train a dataset with huge size. Instead of the
traditional single dictionary learning, Chen et al. [15] proposed
to conduct multiple dictionary learning by intrinsic component
analysis to detect and remove shadows in images.

2.2. Data-driven geometric modeling
Thanks to the great success of sparse representation in com-

puter vision, researchers have tried to apply sparse represen-
tation to geometry processing tasks such as shape retrieval
and surface reconstruction. Gal and Cohen-Or [16] applied
sparse representation to extract interesting and salient geomet-
ric features and then use these features to query similar shape
from database. Aiming at the drawback from the unawareness
of pooling by the bag-of-feature learning [17, 18], Litman et
al. [19] replaced the vector quantization by sparse coding, dic-
tionary learning of which is based on the results of pooling by
optimization. Such supervised learning is beneficial by its capa-
bility of minimizing reconstruction errors during the retrieval of
models by their shapes. Xiong et al. [20] utilized sparse repre-
sentation to implement surface reconstruction from point cloud.
Dictionary is used to store the vertices of triangular mesh and
sparse coefficient matrix encodes the connectivity of the mesh.
Wei et al. [21] conducted low-rank matrix recovery with kernel
based approach to remove noises on scanned 3D mesh surfaces.
It identifies regions of irregular shapes on a mesh surface while
maintaining the correlation of its normal vectors after denois-
ing.

More applications could be found in the survey paper [22],
which analyzes the difficulties of applying sparse representa-
tion on geometric modeling caused by the problems in 1) reg-
ularity of domain, 2) definition of basis functions and 3) ge-
ometric regularization. It also shows the great potential that
sparse representation can become an effective tool for geomet-
ric modeling. However, less research is investigated in literature
to model 3D human bodies in a dataset by sparse representation.
The major difficulty is how to design regular signals from those
human models and how to reasonably use these signals.

2.3. Data-driven human modeling
Principal component analysis (PCA) is a classical approach

which can be used for human database representation based on
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statistical analysis (ref. [1, 2, 23, 24, 25, 26]). Starting from a
range of 3D body scans with markers, Allen et al. [1] devel-
oped a parameterization method based on PCA to fit template
meshes to the scans by non-linear optimization with constraints
by the proximity between the template vertices and scan mark-
ers. Afterwards, researchers [2, 27, 25] took more attention
to the strategy that the shape-related and pose-related deforma-
tions are learned separately and combined later in the synthesis
step. The SCAPE method proposed in [2] learned the differ-
ence in body shape by PCA and the change in poses among
human models by articulated deformation model. The multi-
person linear model [25] is designed to represent shape-and-
posture variations in the vertex space. PCA based statistic rep-
resentation with normalization of poses can also be learned
from human model dataset with massive amount of raw body
scans [26]. However, due to the basic nature of PCA that every
principal component has to be orthogonal to each other in the
feature space, reconstruction accuracy may be limited by the
selected number of principal components.

The other type of methods intend to perform simultaneous
analysis of shape and posture variations (ref. [28, 29, 30]).
These methods learned skinning weights for corrective envelop-
ing of posture-related shape variations, which allows to explore
both shape and posture variations using a single shape space.
The approach in [28] captured the correlations between iden-
tity and the pose of human body’s shape variation. It leads to
a hybrid representation to include a latent variable model with
keys of interpolations among different human models. Hasler et
al. [29] introduced a model that is learned from a large dataset
of 3D human scans with different shapes and poses. Muscle
deformation can be simulated in this approach.

Researchers also studied the correlation between semantic
parameters such as body measurements and the statistical rep-
resentation with respect to the shape space of human mod-
els [31, 32, 33, 34, 35, 36]. Yang et al. [31] used linear regres-
sion to learn the mapping. It is found that overfitting can easily
occur while working with PCA based representation. Regard-
ing the inadequacy of PCA approach for representing the vari-
ation of shapes in high-dimensional space, Huang et al. [35]
proposed to tackle the problem in local patches by deep neu-
ral network. The regression model has also been employed in
a hardware device different from camera system – by a smart
vest to capture the features of a human body [36]. The 3D hu-
man models are reconstructed from the captured features by a
multi-layer neural network.

In the community of computer-aided design, techniques of
parametric human modeling have been developed to support
the design of human-centered products (e.g., [3, 37]). When
the data acquisition can be conducted more and more easily on
portable devices (e.g., depth cameras on mobile phone), data-
driven 3D human modeling becomes a key technique to bridge
the personalized demand of consumers and the manufacturing
suppliers with the help of machine learning [38, 35]. Moreover,
statistics-based modeling is also used for the automatic mesh-
ing in the finite element analysis [39, 40] and the computation
re-use in isogeometric analysis [41]. However, no prior work
is found in literature to conduct sparse representation for data-

Figure 1: A training dataset consists of 40 female models – all represented as
triangular meshes with the same connectivity, which however are different from
the male models.

driven 3D human modeling.

3. Preliminary

This preliminary section first presents the dataset of human
models. Then, the sparse representation is briefly introduced
together with its requirements on signals. After that, different
dictionary learning algorithms are compared and the most ap-
propriate one is selected based on the demand of our applica-
tion.

3.1. Human model representation

Given a dataset of human models denoted by H , we define
the representation of human models inH as:

• All models inH have the same mesh connectivity;

• H consists of mD models and the i-th model is denoted by
hi, that isH = {hi}i=1,...,mD ;

• Each model has nD vertices and the j-th vertex of hi is
denoted by vi, j = (xi, j, yi, j, zi, j) ∈ <3.

When using the full body of every human model hi in H to
represent a single training signal, totally mD signals with length
3nD can be extracted fromH for representation. In practice, the
number of 3D human models that can be obtained is very lim-
ited (e.g., mD = 40/50 in our experiments – see the training set
of 40 female models as shown in Fig. 1). The signal length 3nD

is much larger than the number of signals mD (i.e., nD = 33k
in our datasets), which does not satisfy the requirements of dic-
tionary learning. More sophisticated signal extraction method
needs to be developed.

3.2. Sparse representation

Given m training signals yi stored in a matrix Y as

Y = {yi | yi ∈ <
n, i = 1, . . . ,m} ∈ <n×m,
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Figure 2: A schematic illustration of matrix sizes in dictionary learning for
sparse representation.

each signal can be effectively represented by K coefficients in a
vector xi ∈ <

K with the help of a dictionary matrix D ∈ <n×K

as a linear system

[Yn×m] = [Dn×K][XK×m], (1)

where

X = {xi | xi ∈ <
K , i = 1, . . . ,m} ∈ <K×m.

All m training signals in Y, which means everything from the
original dataset, can be re-assembled by D and X when D is an
overcomplete dictionary (i.e., K > n). Finding a sparse repre-
sentation is to determine a new overcomplete dictionary D with
sparsity enhanced in X. This can be achieved when the num-
ber of training signals is much larger than their lengths (i.e.,
m � K > n). As shown in Fig.2, simply forming each human
model into a single signal vector is hard to meet the requirement
on the number of training signals.

3.3. Learning algorithm

Because of the overcompleteness (K > n) required on the
dictionary D, X can have infinite number of solutions to ap-
proach Y as an underdetermined linear system. To help the
system converging to a desired solution, constraints will be im-
posed in an optimization framework to determine the optimally
sparse coefficient matrix with a desired accuracy. Given a dic-
tionary D, that is

min
X
‖X‖0 s.t. ‖Y − DX‖2 ≤ ε (2)

where L0-norm indicates the number of non-zero elements in
the matrix X and ε is a threshold to control the accuracy of
approximation error.

To effectively learn the dictionary matrix D with a controlled
compression ratio (i.e., the number of non-zero elements in X),
an objective function is introduced in [5] as

min
D,X
‖Y − DX‖22 s.t. ‖xi‖0 ≤ λ (i = 1, . . . ,m) (3)

where λ is a user-specified constant for constraining the sparsity
in the coefficient matrix. By this formulation, each column of
X can only have λ non-zero elements at most. It implies that
every training signal in Y can only be approximated by maximal
λ atoms in D. A batch-training algorithm named as K-SVD is
introduced in [5] to determine X and D (see the flow-chat shown
in the left of Fig.3).

Being an alternative to the batch process in K-SVD, an on-
line dictionary learning is proposed in [6]. By online style,
only a small subset of the training dataset (e.g., one training

Initial Dictionary: D (0)

Training Signals: Y

Sparse Coding:

Compute X ( t )  by D ( t -1)  and Y

using Eq. (3)

Dictionary Update:

Compute D ( t )  by D ( t -1) , X ( t )  and Y

(May also update X ( t ) , e.g., K-SVD)

Terminate?

e.g., Rep. Error < ϵ

or t=T

Dictionary: D

Representation Coeff.: X

Yes

No

t=t+1

Initial Dictionary: D (0)

Training Signals: Y

Sparse Coding:

Compute x t  by D ( t -1)  and y t
using Eq. (4)

Dictionary Update:

Compute D ( t )  by D ( t -1) , X ( t )  and Y ( t )

(where X ( t )={X ( t -1),x t}

and  Y ( t )={Y ( t -1) ,y t})

Terminate?

e.g., Rep. Error < ϵ

or t=T

Dictionary: D

Representation Coeff.: X

Yes

No

t=t+1

Figure 3: A schematic illustration of different dictionary learning styles – (left)
batch learning [5] and (right) online learning [6].

signal) is considered during every iteration of the learning pro-
cess. Therefore, datasets with large size can be handled and
the previous training results can be re-used when more train-
ing samples are fed into the learning algorithm. The objective
function for online dictionary learning is

min
D∈C, X

1
m

m∑
i=1

1
2
‖yi − Dxi‖

2
2 s.t. ‖xi‖0 ≤ λ (i = 1, . . . ,m) (4)

with D ∈ C, where λ/3 is specified for x-, y- and z-components
separately. C is a convex set to bound the normal of every atom
in D as

C = {dk |dk ∈ <
n, ‖dk‖2 ≤ 1, k = 1, . . . ,K}.

The algorithm’s flow chart is given in the right of Fig.3.
To keep the nice property of progressive enhancement, the

online algorithm is employed in our implementation to deter-
mine the dictionary D. Note that, given yi and D, the sparse
coding coefficient xi can be determined by an approach called
order recursive matchng pursuit (ORMP) via Cholesky decom-
position [42]. ORMP is also the method used in our approach
to obtain the sparse representation of a new signal based on a
given dictionary D.

4. Signal Extraction and Synthesis

This section presents the details of signal generation from a
limited number of 3D human models. After that, the method for
synthesizing the signals back to the triangular mesh of a human
body is presented.
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Figure 4: Converting a patch of vertices into a column of training signal.

Figure 5: An illustration of extracting patch signals from mD human models to
form the training matrix Y.

4.1. Patch signals

To benefit from the sparsity of dictionary learning, we need
to organize a large number of training signals with rather short
signal length – i.e., n � m as shown in Fig.2. Being inspired
by the image processing examples like [6], in which patches of
pixels from photos are sampled as training signals, patch sig-
nals are proposed in our approach. To develop a signal sampling
method on surface meshes which is analogous to the patch sig-
nals on images, the connectivity between mesh vertices on a
model’s mesh surface can help.

We explain the idea by using the example shown in Fig.4 by
assuming the shown mesh is a portion of the model h1 from
the dataset H with the vertices {v1, j}. The first twelve mesh
vertices are indicated in the figure so that j = 1, . . . , 12. For
simplicity at this stage, let’s further assume all vertices in this
mesh have the valence of 6 (i.e., every vertex has six neighbor-
ing vertices). Starting from the first vertex v1,1, its one ring of
neighbors bounded by the red hexagon will be collected to form
a patch vertex by vertex. By unfolding this sequence of patch
vertices as indicated by the red rectangle in the right of Fig.4,
the first signal y1 in the training matrix Y can be formed by the
vertices’ 3D coordinates. When necessary, other patches can
be constructed and converted to signals by the similar grouping
process. For example, the green and blue patches centered at
the vertices v1,2 and v1,3 respectively are converted to signals y2
and y3. The signal extraction from h1 is completed as long as
the group of patches are constructed such that their union cov-

Figure 6: The segmentation results of CVT with different numbers of regions.

ers all vertices. That means the total number of patches mp can
be much smaller than the number of vertices on h1.

By making use of the consistent connectivity among all mod-
els in the dataset, the same set of patches constructed on h1 can
be extracted from every other model hi,i,1 in H with different
shapes. As a result, a total number of m = mDmP training sig-
nals can be extracted from the dataset. A schematic illustration
can be found in Fig.5.

Each patch signal is scaled into a bounding box with unit
size, and the corresponding ratio of scaling and the center of all
vertices are also stored (i.e., 4 coefficients). In summary, for a
human model segmented into mP patches, the total number of
coefficients as floating number to be stored are

(4 + λ)m + Kn

Moreover, we need to spend ((K + 1) + mλ) integers to store
the sparse matrix X in the way of compressed sparse row
(CSR). The memory consumption of these integers equals to
((K + 1) + mλ)/2 floating point numbers. Note that, the x-,
y- and z-coordinates are stored separately in three Y, D and X
matrices. Three sparse matrices of X can share the same CSR
representation.

4.2. Segmentation and Patch Generation

Now we try to solve the problem of segmenting the triangular
mesh of a human model hi into mP regions, and present the
scheme to convert each region into a patch signal.

A segmentation algorithm that can divide the mesh model
into regions with equal number of vertices is demanded for
the purpose of generating less redundant information. For this
purpose, we conduct the centroidal Voronoi tessellation (CVT)
with L2-norm distance metric [7]. Instead of using the trian-
gular area in the computation, we assign each triangle’s area
as one with the motivation to obtain regions containing similar
numbers of vertices. The results of segmentation can be found
in Fig.6. The regions generated by CVT can only have nearly
similar numbers of vertices. A scheme is needed to generate
patches with a given number of vertices, nP, to cover the whole
model.
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Figure 7: The illustration of forming a patch signal around a base vertex (a) by
a spiral path in an anti-clockwise order and (b) inside a segmented region.

The following steps are used to construct a patch signal with
nP vertices. As shown in Fig.7, we select one vertex on the
boundary of a region as a seed and then apply the following
flooding based method to generate a new patch and the ordered
vertices.

• Rule I: Start collecting the neighbors of the base vertex in
an anti-clockwise order from the one with smallest index
(e.g., ‘2’ in Fig.7(a)).

• Rule II: Vertices are collected ring by ring in a spiral path
until reaching the total number of nP (see the illustration
shown in Fig.7(a)).

• Rule III: Vertices are firstly collected in the same region as
the base vertex (see Fig.7(b)).

• Rule IV: In case if the total number of vertices is still less
than nP after collecting all vertices in a region, the collec-
tion is allowed to conduct in neighboring regions.

The last rule is defined to solve the problem that the regions
generated by the CVT-based segmentation have different num-
bers of vertices. For example, the result of 128 regions shown
in Fig.6, the numbers of vertices in different regions are in the
range between 200 and 342. We choose nP = 342 and can then
generate patch signals with the same number of vertices by ap-
plying Rule IV. Therefore, the signal matrix Y can be obtained
for the dictionary learning of sparse representation.

4.3. Model synthesis
After the learning process of sparse representation is com-

pleted by L0-norm minimization, a dictionary D filled by the
computed prototype signal atoms and a coefficient matrix X
will be output as a sparse representation of the original dataset
H . Conceptually, multiplying the derived dictionary D by the
sparse coefficient matrix X, all training signals can be synthe-
sized by Ỹ = DX ' Y to re-assemble their original signals from
Y and therefore also the human models of the original dataset
H .

The detailed steps of synthesizing an approximate model h̃i

to reconstruct the i-th model hi in the dataset are as follows.

1. As schematically shown in Fig.8, the m-th column in X is
eligible to reconstruct the m-th training patch signal in Ỹ.
From the (mP(i − 1) + 1)-th column to the mPi-th column
of X are picked up for synthesizing the m patches of hi.

Figure 8: Signal synthesis by linear combination of dictionary atoms with re-
spective sparse coefficients.

Figure 9: The resultant 3D shape of synthesis with high-frequency noises em-
bedded, which can be removed by applying the Laplacian-based filter – (from
left to right) the original model, the synthesized model and the smooth model
obtained from Laplacian denoising.

2. The atoms in the dictionary will be multiplied with the
corresponding columns of sparse coefficients in the way of
linear combination to obtain the following column vectors.[

ỹmP(i−1)+1 ỹmP(i−1)+2 · · · ỹmPi−1 ỹmPi
]
∈ <n×mp

with ỹmP(i−1)+1 ' ymP(i−1)+1 and n = np.
3. Each patch of a human model can then be obtained by scal-

ing back to its original size and transformed to its original
position.

4. For the overlapped regions of patches, inconsistent posi-
tions could be determined by different patches for the same
vertex. We apply the average position for such a vertex.

Our experiments have shown that very accurate results of 3D
human models can be synthesized by applying the above steps
although the synthesized 3D shape in general embedded some
high-frequency noises (i.e., not as smooth as the original model
– see the middle of Fig.9 for an example).

To have an idea on why the synthesized patches and thus
the surfaces of models are not smooth, we study the dictionary
atoms which compose the patch signals by linear combination.
As shown in Fig.10, the patch signal of a region on a human
model (Fig.10(a)) is formed by linear combination of the dic-
tionary atoms (Fig.10(b)). Even by applying the mesh topology
of the patch on these atoms, none of them can solely represent
a patch with proper shape. It is because the dictionary learn-
ing is only constrained by optimization to minimize the error
between the signals and their representation as formulated in
Eq.(4), disregarding the continuity or connectivity between the
patch vertices. Hence, although their linear combination can
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Figure 10: A patch signal (a) and some of its dictionary atoms (b). It can be
found that the dictionary atoms are not smooth surfaces in general.

Figure 11: Geometric error analysis by vertex-to-vertex distances (unit: cen-
timetre) of (a) the result of 3D shape synthesis (RMS=0.0428) and (b) the
result after Laplacian denoising (RMS=0.0204) with RMS denoting the root
mean square.

indeed reconstruct the corresponding signal, each of the dictio-
nary atoms is not necessary to be interpreted as any meaningful
geometric feature. This leads to non-smoothness on the syn-
thesized patches and thus the reconstructed 3D human models.

As the errors all occur in the band of high-frequency, they
can be easily removed by applying the Laplacian smoothing
filter presented in [43]. The co-tangential weights are employed
to consider the irregularity of triangular meshes. The result of
denoising can be found in the right of Fig.9. The geometric
error is given in Fig.11. It can be observed that both the average
error and the maximal error on the denoising result are slightly
reduced.

5. Statistical 3D Human Modeling

This section presents the method of statistical modeling for
3D human models. We first introduce the statistical method by
using the conventional PCA-based representation. After that,
the benefit from sparse representation will be studied to enable
the usage of more PCs in the regression. Therefore, 3D models

Figure 12: A schematic illustration of PCA-based representation of a human
dataset in reduced size.

Symbol Strategy of PCA
P1 Original body height Joint dimensions
P2 Normalized body height Joint dimensions
P3 Original body height Separate dimensions
P4 Normalized body height Separate dimensions

Figure 13: A geometric error study of using different strategies in PCA-based
statistical modeling of human models. The analysis has been conducted on both
the training dataset and the test dataset.

in higher accuracy can be generated when consuming the same
amount of memory.

5.1. PCA-based representation

Without loss of the generality, we can convert each model
represented by a triangular mesh with nD vertices into a column
vector with dimension 3nD. The matrix Y ∈ <3nD×mD spans
the whole dataset H can be reduced by applying the PCA to
extract K most significant PCs with the largest absolute eigen-
values, where K � mD. Storing all the K PCs in Q ∈ <3nD×K

and the corresponding coefficients in X ∈ <K×mD leads to a
representation of the original mD models in a reduced size (see
the schematic illustration in Fig.12).

As discussed in [24], when using normalized / original body
height and joint / separate dimensions in PCA, results in dif-
ferent accuracy can be obtained. We conduct a study as shown
in Fig.13, where the root mean square (RMS) and the maximal
vertex-to-vertex distances are employed as the metrics for anal-
ysis. The strategy with normalized height and separate dimen-
sions (P4) gives the most accurate synthesis and is employed in
the rest of this paper.

5.2. Linear regression for parametric design

With the help of PCs, we can conduct a linear regression to
map a set of semantic parameters to the coefficients of PCs [23].
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Figure 14: A flow-chart to illustrate the computational pipeline of hybrid representation. Starting from the original dataset H of human models, the PCA-based
representation is first constructed. After that, every remained PC is converted into a 3D human model to be encoded by sparse coefficients w.r.t. the dictionary
learned fromH . With the help of this hybrid representation, more PCs can be involved in the regression-based parametric design of 3D human models when having
the same memory consumption.

We define the semantic parameters as p body measurements
corresponding to every represented model in the datasetH as

L = {li | li ∈ <p×1, i = 1, . . . ,mD} ∈ <
p×mD . (5)

The goal of linear regression is to determine the relationship
between X and L, such that

xi = Rli + µ, i = 1, . . . ,mD (6)

where R ∈ <K×p is the regression matrix and µ ∈ <K×1 is the
vector of intercept terms. When mD � ((K + 1)× p), the above
linear system becomes overdetermined. We can then compute
the least-square solution of R and µ.

When a new vector of semantic parameters l̃ is given, we can
conduct the following formula to determine the shape of a new
human model.

ỹ = Qx̃ = Q(Rl̃ + µ) (7)

Note that, the shape information ỹ here is based on the subtrac-
tion to the average shape of models in a dataset. The function of
parametric design is realized for generating new human models.

5.3. Hybrid representation for parametric design
As will be shown in the result section below, the sparse repre-

sentation proposed in our paper can achieve a high compression
ratio – i.e., by introducing a lot of zeros. We are able to store
more PCs in sparse representation than the original matrix Q
when consuming the same amount of memory. With utilization
of more PCs by a PCA based representation, its linear regres-
sion with semantic parameters is expected to be more accurate.
We propose to conduct the sparse representation to store the
PCs in semantic modeling of 3D human bodies – named as hy-
brid representation. Details are given below (see also a flow-
chart in Fig.14).

After constructing the PCA-based representation (as Q and
X) of a human dataset Y, each column vector qk in Q (qk ∈

<3nD ) can be considered as a 3D human model when applying
the same mesh topology of models in the datasetH . The shape

of qk is a variant of the average shape of all human models in
H . A dataset can be formed by K such models corresponding
to the K PC vectors. We can project each PC model qk onto
the dictionary D to obtain its sparse representation. As a result,
all PC vectors can be represented as an assembly of atoms in
D with the number of non-zero coefficients much smaller than
3nD. Hence, the parametric design tool with hybrid representa-
tion can generate more accurate results because that more PCs
can be employed when consuming the same size of memory.

The dictionary D learned from the original training dataset of
human modelsH can still be used here as the shapes of features
encoded in D are closely related to those PC models, which are
indeed variants of the average shape of models in H . When
being applied to a remote-access based application (e.g., after
the hybrid representation is downloaded to a mobile device), the
PC models will be synthesized from the sparse representation
and re-assembled into PCs for the PCA based representation at
running time. Together with the regressed PCA coefficients, 3D
human models can be reconstructed from semantic parameters.
More results and study will be given in the result section below.

6. Experiment Results

This section presents the experimental tests conducted in our
research to demonstrate the performance of our data-driven hu-
man modeling approach based on sparse representation. We
will first study the effectiveness of compression provided by
sparse representation, and then give the results of semantic re-
gression by hybrid representation. Lastly, preliminary trial is
conducted to use the dictionary learned from human models to
reconstruct general 3D models.

6.1. Effective compression

Experiments have been conducted to compare the results of
models compressed at the similar level of compression ratio.
CVT segmentation with 128 and 256 regions will be employed
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Figure 15: Results comparison of models synthesized from PCA-based representation vs. sparse representation (128 patches for each model) while using the same
compression ratio – with around 74% and 70% data size reduced for male and female datasets respectively.

# of Reduced Vert. Dist. Err. (cm)
Male Var. (%) PCs (%) RMS Max.
Training 94.85% 12 (50) 73.96 .86465 4.1872
Test 1.3528 5.3714

# of Reduced Vert. Dist. Err. (cm)
Female Var. (%) PCs (%) RMS Max.
Training 94.89% 11 (40) 69.97 .79865 4.0975
Test 1.4387 9.3089

Table 1: Statistics of PCA-based representation with about 95% of the total
variance remained.

to generate the sparse representation respectively. When com-
paring with the conventional compression method for statistical
human modeling, we choose the results of PCA with 95% of
the total variance remained – i.e., 12 out of 50 PCs for the male
training dataset and 11 out of 40 PCs for the female training
dataset when P4 strategy for PCA is employed. The geometric
errors of PCA-based representation on both the training and the
test sets are summarized in Table 1.

We now study the results of sparse representation while keep-
ing the same level of reduced percentage – i.e., 74% for the
male dataset and 70% for the female dataset. Selected models
(from both the training and the test sets) are given in Figs.15
and 16 to visualize the shape difference comparing to the origi-
nal model. Both the synthesized model and the smoothed model

n = Reduced Vert. Dist. Err. (cm)
Male mP nP λ (%) RMS Max.
Training 128 355 75 73.97 .076343 1.6629
Test .099708 1.4271
Training 256 195 47 74.31 .094716 1.5838
Test .11254 1.6081

n = Reduced Vert. Dist. Err. (cm)
Female mP nP λ (%) RMS Max.
Training 128 342 82 70.02 .067677 .76960
Test .10144 1.0705
Training 256 198 52 70.34 .081345 1.0261
Test .10508 1.1546

Table 2: Statistics of sparse representation when keeping the compression ratio
at the same level.

are shown. It can be clearly observed that the sparse representa-
tion preserves the shape of an original model better when using
the same compression ratio as PCA-based representation. The
statistical results on both the training dataset and the test dataset
are given in Table 2, where the vertex-to-vertex distance errors
are evaluated on the synthesized model. Errors on the mod-
els synthesized from sparse representation are only about 1/10
(RMS) and 1/3 (Max.) of the models obtained from PCA-based
representation.
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Figure 16: Results comparison of models synthesized from PCA-based representation vs. sparse representation (256 patches for each model) while using the same
compression ratio – with around 74% and 70% data size reduced for male and female datasets respectively.

Figure 17: A female model reconstructed by linear regression with 8 parameters – from left to right are the original model, the model generated by native PCA-
based representation with 5 PCs and the model generated by hybrid representation with 10 PCs having the same memory consumption. The color maps give the
distribution of vertex-to-vertex distance errors (unit: centimetre).

6.2. Hybrid representation for regression

The capability of sparse representation in presenting 3D
shapes also benefits the hybrid representation for regression.
Table 3 shows the data size information of PCA and hybrid rep-
resentations with the male training dataset as source. For the
native PCA-based representations with K = 5 and K = 10 cho-
sen PCs, the data sizes of their components can be calculated
by the dimension of Q. For the hybrid representation in Table
3, mP = 128 and nP = 264 are employed. Similarly, we also
generate the comparison by using the female training dataset
as source – see Table 4 for details. It can be found that the
memory consumption of hybrid representation is only half of
the native PCA-based representation. As a result, the number
of PCs employed in the regression of statistical human model-
ing is doubled.

We now demonstrate the benefit of shape accuracy gained
by using hybrid representation. As shown in Fig.17, the linear
regression of female human body is generated by using 8 se-
mantic parameters – including body height, neck girth, shoul-

der width, bust girth, under-bust girth, waist girth, hip girth
and inside-leg length. The vertex-to-vertex distances between
a generated model and the original model are conducted as the
metric of geometric error. The RMS and maximal values on
the results of native PCA-based and hybrid representations are
given. In short, the hybrid representation can use more PCs in
regression to generate more accurate results.

6.3. Reconstructing general freeform models

In this sub-section, we conduct more interesting tests to re-
construct general freeform models by the atoms of D, which are
learned from the original dataset of human modelsH . Specifi-
cally, we re-assemble an armadillo model with 43, 245 vertices
the mesh topology of which is totally different from the human
models in H . The dictionary trained from male models with
mP = 256 patches where each patch contains nP = 195 vertices
(see Table 2) is employed for the experimental tests here. To
reconstruct the armadillo model by atoms stored in this dictio-
nary, each patch should contain at least 195 vertices. Therefore,

10



Figure 18: Experimental results of reconstructing an Armadillo model with the height 180cm by using the dictionary learned on the dataset of male human models
each having 256 patches. The most left column shows the original model and the segmented patches for reconstruction. By using different λs, models with different
reduced percentage – 10% and 50% here – can be reconstructed successfully. The distributions of vertex-to-vertex distances to the original model are shown by the
color maps, and both RMS and the maximal values are reported for each result (unit: centimetre).

Rep. Native PCA Hybrid
# of PCs 5 10

Dictionary 396, 000
Sparse 83, 311.5
Coeff. (λ = 43)

PCs 505, 020 1, 010, 040 Means 3, 840
Data Norms 3, 840
Size Ver. Map 16, 896

Sub-Total 503, 887.5
Coeff. 750 1, 500

Avg. S. 101, 004
Height 50
Total 606, 824 1, 112, 594 606, 441.5

Means: the centers of patch signals;
Norms: the original scales of normalized signals;
Ver. Map: mapping vertices on the original model to the patch signals;
Avg. S.: the average shape of all models in the dataset.

Table 3: Data size of native PCA-based and hybrid representations for male
training dataset with mD = 50 and nD = 33, 668.

we first apply the CVT based method to construct 333 patches
where each patch contains 91 to 193 vertices (see the left bot-
tom of Fig.18). Each patch is extended to have 195 vertices to
use the atoms already learned in the dictionary. After that, as
mentioned in Section 3.3, the ORMP method [42] is employed
to determine the sparse coefficients for each patch on the ar-

Rep. Native PCA Hybrid
# of PCs 5 10

Dictionary 390, 000
Sparse 83, 311.5
Coeff. (λ = 43)

PCs 498, 750 997, 500 Means 3, 840
Data Norms 3, 840
Size Ver. Map 16, 640

Sub-Total 497, 631.5
Coeff. 600 1, 200

Avg. S. 99, 750
Height 40
Total 599, 140 1, 098, 490 598, 621.5

Table 4: Data size of native PCA-based and hybrid representations for female
training dataset with mD = 40 and nD = 33, 250.

madillo model.
Experimental results of our tests are given in Fig.18, where

tests with two different values of λ thus different reduced per-
centages are given. We also provide the results both before and
after smoothing. The RMS and maximal values of the vertex-
to-vertex distances between the original armadillo model and
the reconstructed ones are also provided to evaluate the results
quantitatively. The results are encouraging. Models with high
accuracy can be re-assembled when using a large value of λ.
Models with acceptable quality are still able to be obtained even
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after increasing the reduced percentage to 50%. Although we
mainly focus on 3D human modeling, the method proposed in
this paper can be generalized to enable the sparse representation
(therefore compression) of 3D freeform models.

7. Conclusion and Discussion

We present a method to generate sparse representation for
data-driven 3D human modeling in this paper. All human mod-
els are represented as a collection of patch signals. L0-learning
algorithm is selected to train an overcomplete dictionary ma-
trix for sparse representation. As a result, the patch signals can
be presented with a controlled small number of coefficients to-
gether with the dictionary matrix. Experimental tests have been
conducted on a variety of models to demonstrate the perfor-
mance of our approach. In summary, the representation of 3D
human models introduced in this paper has high compression
ratio and low shape-approximation error. Moreover, we also
present the benefit of using this sparse representation in the ap-
plication of regression-based 3D human body modeling.

The major problem of current approach is the non-
smoothness of synthesized patch signals as also discussed in
Section 4.3, which is caused by the non-smooth atoms extracted
from dictionary learning (see Fig.10). It is worthy to incorpo-
rate the geometric smoothness into the consideration. The spec-
trum coefficients (such as Laplacian coordinates [44] or mani-
fold harmonics [45]) instead of vertex positions are planned to
be considered in our future research. With the help of smooth
patch signals, we could be able to directly compute the regres-
sion on sparse representation instead of the hybrid representa-
tion.
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