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Abstract
Advances in technology allow remotely sensed data to be  acquired with increasingly higher spatial and spectral resolutions. These data may then be used to influence government decision making and solve a number of research and application driven questions. However, such large volumes of data can be difficult to handle on a single personal computer or on older machines with slower components. Often the software required to process data is varied and can be highly technical and too advanced for the novice user to fully understand. This paper describes an open-source tool, the Simple Concurrent Online Processing System (SCOPS), which forms part of an airborne hyperspectral data processing chain that allows users accessing the tool over a web interface to submit jobs and process data remotely. It is demonstrated using Natural Environment Research Council Airborne Research Facility (NERC-ARF) instruments together with other free- and open-source tools to take radiometrically corrected data from sensor geometry into geocorrected form and to generate simple or complex band ratio products. The final processed data products are acquired via an HTTP download. SCOPS can cut data processing times and introduce complex processing software to novice users by distributing jobs across a network using a simple to use web interface.

1. Introduction
Remote sensing is a technique that can produce a large amount of data very quickly and is often used to collect data over large areas where it would be too time consuming or hazardous to collect the data via in situ methods. A typical hyperspectral remote sensing instrument acquires information in the form of data-cubes: a 3-dimensional array with two spatial dimensions and a third spectral dimension. This third dimension together with the instrument field of view and spatial resolution means that even a modest survey can result in a large volume of data. These data are often many gigabytes (GB) in size and processing can be time consuming and require significant processing resources. For example, the Specim AISA Fenix (http://www.specim.fi/products/aisafenix-hyperspectral-sensor/) instrument can acquire data from up to 622 spectral bands, where a 10 minute acquisition (equating to a flight line distance of 80 km) could easily generate a 7 GB raw data file. A typical airborne hyperspectral survey could consist of 10 - 20 flight lines of this size (each in a separate file) resulting in greater than 100 GB of raw data. 
There are two main problems associated with processing such datasets: i) the availability of specialised software with which to process data, and ii) the computational resources to carry out processing. A data processing and archive facility (PAF) can easily handle these volumes but end-users (e.g. university researchers, students) may have restricted computational power available.
Remote sensing PAFs often provide a data portal or web interface to allow users to search for and order data, for example the space agencies ESA (https://earth.esa.int/web/guest/data-access), NASA (https://earthdata.nasa.gov/earth-observation-data/near-real-time/download-nrt-data) and JAXA (https://www.gportal.jaxa.jp). More recently, third party open-source data portals and processors have been designed such as the THREDDS Data Server (Unidata, 2016), GISportal (https://github.com/pmlrsg/GISportal) and RasDaMan (Baumann et al., 1998) that allow individuals to host portals that provide remote data access with the ability to process data via an internet browser. The co-location of data storage and processing facilities has seen an increase in recent years, and with the rise in volume of freely available data it is beneficial to be able to serve only the data that researchers want rather than have them download data they do not need. In the UK, the JASMIN (http://www.jasmin.ac.uk/) facility has become available to the UK and European climate and Earth-system science communities. JASMIN is described as a “super-data-cluster” and is a combination of a super-computer and data-centre, providing storage and hosted cloud computing (Lawrence et al., 2013). 
A proof of concept for processing EO data on distributed systems was performed by Petcu et al. (2010) for education and training purposes. Other tools such as CATENA (Krauss et al., 2013), operated at the German Aerospace Center (DLR), is an automatic end-to-end optical processing system for satellite data, which uses a reference image to generate ground control points to orthorectify the data. SEPAL (https://github.com/openforis/sepal), an open source cloud-based data analysis processor, is a software package that allows users to access Sentinel and Landsat imagery for land monitoring purposes. However, the authors are not aware of a distributed processing system for airborne hyperspectral data, aimed specifically for end users of the data.
In this study we have created an open-source tool that allows a distributed (internet-based) processing chain for airborne hyperspectral data acquired by SPECIM push-broom sensors. It can be set up on any suitable webserver or workstation and allows data processing jobs to be defined and submitted to a compute node via a Python back-end. It is written in an extendable fashion such that adaptations can be easily made. It provides a simple interface to airborne hyperspectral processing allowing batch processing without the end-user needing any specialised computer knowledge or equipment. It has the ability for remote deployment so that data processing can be submitted on a single machine but performed on a separate machine or machines. Other open- and free-source tools are employed in the following demonstration to provide a chain that can perform band ratio-ing and geocorrection of hyperspectral data. Note that the difference between “free source” and “open source” is that the source code is available but restrictions on usage prevent it being defined as open source.
For an out-of-the-box experience, SCOPS is set up integrated with the Airborne Processing Library (APL, Warren et al. (2014)) software for geocorrection of SPECIM airborne sensors. An instance of this is set up on the JASMIN facility and integrated with the Natural Environment Research Council Airborne Research Facility (NERC-ARF) dataset for UK-based researchers to use. Currently the archive of NERC-ARF data contains SPECIM hyperspectral data dating from 2006 to 2017 inclusive acquired by Eagle, Hawk, Fenix and Owl instruments.
This manuscript is ordered such that section 2 gives an overview of the requirements for general airborne hyperspectral processing, section 3 contains a description of the tool, including both front and back ends and the integration with other free-source tools. Section 4 details the external software packages that are required to run SCOPS. Section 5 describes case studies where the tool is deployed: (a) at Plymouth Marine Laboratory (PML) and (b) on the JASMIN system. Further case studies demonstrate the basic usage of SCOPS, the update of SCOPS for the inclusion of a new module and an atmospheric correction module. A discussion with conclusions is presented in section 6.

2. Airborne hyperspectral processing
It is prudent to introduce here the aspects of hyperspectral data processing that are typically required after survey, but also to distinguish between those tasks usually performed by the PAF and those by the end user. Processing of airborne hyperspectral data usually requires at least three stages performed by the PAF: navigation data processing and synchronisation, calibration and geocorrection. Further processing stages such as atmospheric correction are vital, especially for comparing to other data sets, for example ground spectra or data acquired on a different date. This may be performed by the PAF or left as a task to the user.
Navigation data processing and synchronisation is the process of taking GPS and Inertial Measurement Unit (IMU) data from the plane, alongside surveyed positions of instruments and look angle. From these data the position of the instruments and where they are pointing at regular time intervals for the duration of each flight line is determined. Calibration is required to convert the digital numbers recorded by the sensor into relevant SI units and correct for noise terms (e.g. see Ahern et al. (1987), Cocks et al. (1998)). Geocorrection converts the data from instrument geometry into physical or map geometry using a regime of resampling and interpolation (Toutin (2004), Schläpfer and Richter (2002), Müller et al. (2002)). As part of the geocorrection process a digital elevation model (DEM) is used to correct for distortions due to surface topography. Once the navigation processing and calibration have been carried out by the PAF, most researchers are unlikely to require repeating these steps.
Although most researchers ultimately want to work with geocorrected data, it is often beneficial to apply algorithms to the data prior to the geocorrection stage, for example to avoid artefacts from interpolation or when instrument geometry is preferred. Often researchers would like to apply their own algorithms rather than use an algorithm applied by a PAF and will do the processing themselves from the calibrated data and map the derived product. When geocorrecting data there are a number of options for which researchers are likely to want to select for themselves such as output projection, interpolation algorithm and pixel size. Many of these choices are application specific. 
The geocorrection stage takes substantial computational effort. For example, using the Airborne Processing Library to geocorrect a calibrated Fenix flight line of 2.9 GB takes an old laptop computer running Fedora 22, with 1 GB RAM and an Intel Core Duo T2400 @ 1.83 GHz processor 76 minutes. The resulting file size, mapped at 4 m pixel size, is 22 GB. On a more modern PC running Fedora 21 with 16GB RAM and an Intel i5-3550 CPU @ 3.3 GHz processor, the same file took 9 minutes. As well as (and linked to) the increase in available RAM, disk IO will play a substantial part in this time difference with modern solid state drives offering improved performance over traditional disks. For the majority of researchers the machines available to them are likely to fall somewhere between these two extremes.
Another consideration with airborne data is that unlike satellite remote sensing, where a single scene can be sufficient to cover a study site, multiple flight lines are normally required from airborne surveys. This adds to the computational requirements in that, not only is the processing intensive, it must be repeated for all lines within a flight. Repetition of the same process multiple times makes batch processing particularly important.

3. Simple Concurrent Online Processing System
The Simple Concurrent Online Processing System (SCOPS) has been developed to aid end-user’s processing of large remote sensing data sets on cluster / grid style computers. The drive behind this is to enable people with low-end computer resources to get the most out of the data. The current setup of SCOPS is being demonstrated for processing airborne hyperspectral data, using the APL software, but could equally be used for satellite data or other data – it would simply just mean replacing components of the Python code and updating appropriately. Case studies in section 5 demonstrate the extension of SCOPS to add a new processing module and to include an atmospheric correction module.
Typically the PAF will have radiometrically and geometrically calibrated the data, fixed any issues arising from the navigation data and delivered the data in a consistently formatted package. In this manuscript we focus on the current usage of SCOPS for end-users who have data that have already been calibrated. However, it would be possible to update SCOPS to work from the raw data but this would require technical knowledge about the sensors, dealing with navigation file formats and unforeseen problems that can occur at data collection (e.g. missing metadata, sensor malfunctions), and is therefore a task for the PAF rather the end-user.
The APL software has been developed by the UK NERC-ARF for processing hyperspectral data from SPECIM sensors, including the AISA Eagle, Hawk, Fenix and Owl instruments. For details on the geocorrection algorithms see Warren et al. (2014). An out-of-the-box experience with SCOPS links with APL to process NERC-ARF data from these sensors. 
SCOPS is comprised of two parts: an internet facing front-end and Python back-end. These interact via a system of status flags and cron jobs. The rationale behind keeping these separate is two-fold: security and performance. Intensive processing should not be done on the web server as this will cause the performance of any other services, including web sites, to reduce. The security benefit comes from the fact that the back-end scripts ‘pull’ the requests from the front-end, rather than the front-end ‘pushing’ them. This means that if the security of the webserver is compromised the data servers and processing nodes remain secure.
A description of each of the parts follows with flow diagrams of the processes shown in Figures 1 and 2.

3.1 Front-end
The frontward facing part of the tool is constructed from HTML templates, javascript and a Python flask web application run through a web server gateway interface. A configuration file is used to control the parameters that an operator may wish to change depending on the environment the code is running in. This includes input data locations and output locations as well as administrative details such as the email address used to contact users. The input data needs to be relevant for the processing software used by the back-end. In this implementation APL is used as the data processing tool, and the input data should be the NERC-ARF data delivery directory. This contains the radiometrically calibrated sensor data, synchronised navigation data and sensor view vector files required by APL. When the front-end page loads it checks these data are all present. 
There are two main pages that the user interacts with: the project page and the band ratio page. The project page controls the resampling and gridding of the hyperspectral data based on the user inputs. This page is populated with information based on data from either a directory structure or a database. The user is prompted to enter their email address (which in usual setup is required for authentication of the request but can be turned off via the config file) and then has to make the following choices. There is an option to select geographic projection (British National Grid, Universal Transverse Mercator or the option to define a projection via a PROJ4 string). There is an option to upload a digital elevation model or to use one automatically generated from SRTM or ASTER DEM data. The image resampling interpolation method can be selected from nearest-neighbour, bilinear or cubic spline. There are options to define the pixel size of the output gridded data, the region to be processed (whole flight line or a region of interest) and which bands of which products to geocorrect. Initially these inputs are set to the optimal values based on a generic user (e.g. pixel size based on aircraft altitude and sensor field-of-view). Some basic checking of the user entered parameters is performed – such as the pixel size being a numeric value, the region of interest contains data and the PROJ4 string is accepted by the PROJ4 library – and any problems found are highlighted for the user to fix. 
The band ratio page is shown only if the user requested it from the project page. Here the user can insert equations using MathML or select an equation from the supplied list (normalised difference vegetation index (Metternicht, 2003), normalised difference built-up index (Zha et al., 2003), normalised difference water index (Gao, 1996)) and specify them to be run on any or all of the data. Currently the only supported operations are band math functions. The equations are converted to javascript functions and checked that they result in a numeric value. If they fail then the user is prompted to correct the equation before continuing. The user is now also able to select any available plugins to run on the data.
At the submission of this page the user will be prompted to check for new email and click the link within it. This will set the status of the job to confirmed and allow the back-end to start processing.
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Figure 1: Flow diagram of the front-end operation.

3.2 Back-end
After the user has submitted the processing a configuration file is created. This lists all the flight lines that are to be processed and the various options that the user specified, including any post-processing band ratio formulae to be run. The configuration file is then picked up by the Python back-end scripts via a crontab. 
The back-end scripts are designed to be completely separate from the web interface. They perform the task of processing the data, preparing for delivery (compressing the deliverables) and monitoring the progress of the operation. 
The flow of the processing is shown in Figure 2. A cron job runs every 10 minutes and checks the configuration files in the configuration workspace for the status keywords. If it finds one whose status is confirmed but not submitted then it will generate a new workspace for the processing of this request. It will also either check the user uploaded DEM is in the required format (a raster file which can be read using the Geospatial Data Abstraction Library; GDAL) and that it covers the entire region being processed, or generate a new one if no DEM was uploaded. If the DEM check fails then it will email the user a message stating this, or if the DEM generation fails then it will email the system administrator and pause operation until manual intervention to fix the error state.
Once the DEM has been generated or confirmed to be correct, the individual jobs are created and submitted for processing. At this point an email is sent to the user containing a link to the status web page (see Figure 3). This page shows dynamic progress bars for each job so that the user is kept informed of the processing status. Submission of jobs is controlled by the job scheduling system used by the back-end scripts. Each job, when it finishes, checks to see if it is the final one processing. If it is, then it will archive all the processed data into a single file and email the user with a link to the final compressed archive file for download. The user is also able to download the individual compressed flight lines from the status page.
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Figure 2: Flow diagram of the back-end operation.
The software is designed to be easily modified for different processing environments. A configuration file is used to keep track of the environment variables, parameters and executables. Different command line driven software can be operated from the back-end by updating the process_command script. Indeed, it is possible to have multiple process_command scripts with each one set up to use different geocorrection software, allowing the expansion of SCOPS to cover multiple operations. SCOPS can also pause jobs and resume on different queues. This is useful to run software on specific machines, or to allow one job to wait until another has finished before continuing.
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Figure 3: Progress status page. This shows the progress of each job, the size of the compressed and uncompressed data, and gives the user the option to download individual files as and when they are completed.

3.3 Extensions
Extensions to the processing chain are relatively easy to implement. An example of this is the option to perform band ratio-ing of the hyperspectral data. If the user selects the band ratio-ing radio button before submitting the request, they are redirected to the band ratio-ing web interface. This allows the user to select pre-defined equations such as normalised difference vegetation index (NDVI) or to build their own equation using the equation editor. 
After submission the back-end sorts the jobs to separate the standard georeferencing ones from the band ratio-ing, with each type of job being sent to a different process_command. The band ratio-ing is built and performed using Python libraries. For more extensive operations, a third party package such as the open source RasDaMan raster manipulation software (Baumann et al., 1998) could be easily incorporated into the processing chain.
To add new extensions, there is a plugins directory (whose path can be set in the configuration file) where users can add standalone Python scripts to do further processing.  There are two things required when adding a new module. The first is that the module must contain a function named “run” that does all the processing and returns a string file path of the output filename. The second is to edit the line_handler function in the scops_process_apl_line.py file to add any keyword arguments into the plugin_args dictionary. The SCOPS front-end will automatically pick up any python file in the plugins directory and add checkboxes to the per-line processing list on the bandmaths page, labelled by the name of the module. The back-end will then run the modules that have been selected by the user, by looping through each of the selected plugin run functions.

4. Dependency packages
As previously mentioned, additional software packages are required to operate with SCOPS. The front-end runs as a flask application (http://flask.pocoo.org/) on the server. It employs the MathDox javascript library (Cohen et al., 2003) to enable the equation design on the band ratio and uses javascript for checks on the user input before submitting the web form.
For the back-end, it is assumed the standard Python distribution is installed together with the following packages: GDAL, PROJ, SQLite, numpy and numexpr. SCOPS uses the open source digital elevation model generation package NERC-ARF DEM Scripts (Clewley et al., 2017) to generate a DEM for the region when users do not upload their own. This requires access to elevation data such as the global ASTER elevation product (https://asterweb.jpl.nasa.gov/gdem.asp) or SRTM elevation product (http://www2.jpl.nasa.gov/srtm/), both of which are available to freely download. The free source APL package is used to geocorrect and generate resampled images from the data.
These tools have been chosen because they are all free to use for not-for-profit applications and their source code is available which allows one to edit the software’s interface if required.

5. Case studies
To demonstrate SCOPS a few case studies have been created. The first gives an overview of user operation of SCOPS. The second demonstrates SCOPS implemented on two different systems where the back-end has been employed on a multi-machine grid at Plymouth Marine Laboratory (PML), UK and the JASMIN super-cluster located at Harwell, UK. The front-end was only installed at PML on a virtual machine running CentOS 7. This was used to generate configuration files for both tests. The third and fourth case studies show how to extend SCOPS by adding new modules: a spectral angle classifier and an atmospheric correction module.

5.1 Step by step procedural usage of SCOPS
This case study demonstrates the procedure of using SCOPS from a user perspective. The front-end page is shown in Figure 4. The user will enter their email address, select which lines and bands they wish to process, whether to mask out pixels, set up the output grid projection, pixel size, resampling method and select the DEM to use for the geocorrection. Most of this is done via checkboxes, radio buttons and drop-down selection boxes. The only text input occurs with the pixel size and region of interest definition. This makes the checking of user input trivial. Here they also have the option to perform some band maths on the files. If selected, SCOPS will present the user with the page shown in Figure 5. On this page the user can select from pre-prepared formulae (NDVI, NDWI, NDBI) or enter a new one. Also any plugins (see section 5.3) will be listed here. Whilst the data is being processed the user can get information on the status and download individual lines when they become available from the webpage (Figure 3).

[image: ][image: ]
Figure 4: The front-end web portal of SCOPS as employed at PML. (Top) shows the selection of flight lines and bands to process; (Bottom) shows the other options such as masking, DEM selection, projection and grid definition. 
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Figure 5: The band math page of SCOPS. Band math equations can be constructed using the equation builder, saved or selected from the equation list and exported. Equations and plugin modules can be run on a per-flight-line basis using the checkboxes near the bottom of the page.

5.2 A demonstration on two processing environments
5.2.1 PML grid
The multi-node grid based at PML consists of 150 compute nodes and 4 masters. The nodes are of varying specification ranging from older models with 8 GB RAM and Intel Xeon 3075 CPUs @ 2.6 GHz to more modern ones with 64 GB RAM and Intel Xeon E5-2637 CPUs @ 3.5 GHz. The number of jobs that can run per node is a function of the RAM reserved for that job and the number of cores on the node. The number of cores ranges from 4 to 8. The nodes are each connected to switches with 1 gigabit connections whereas the file servers are connected to switches with 10 gigabit connections. Each node used in this test was running Fedora 21. The grid is managed by the Open Grid Scheduler software, where individual jobs are dispatched for serial batch processing using qsub. 

5.2.2 JASMIN
The JASMIN infrastructure currently comprises around 4000 cores over multiple nodes. System RAM ranges from 4GB per core up to hosts with 512GB. Each node has a 10 gigabit connection to a 40 gigabit core network. The nodes used for this test were running Red Hat Enterprise Linux Server version 6.8. The grid is managed using the IBM Load Sharing Facility (LSF) with jobs dispatched for serial processing using bsub. More information can be found from the JASMIN website (http://www.jasmin.ac.uk/).

5.2.3 Results
A dataset consisting of 52 flight lines acquired from a Specim AisaFenix hyperspectral sensor  were selected to be geocorrected using a digital elevation model created from ASTER data. A basic NDVI was selected from the band ratio-ing window.  On the PML system the final email to download the zip archive of processed data arrived 277 minutes after initial submission with 21 different grid nodes in total being used, although only 3 were used at any one time. This is so as not to cause bottlenecks with too many read / write requests hitting the file server at the same time. The final zip archive file size was 40 GB but data were also available as individual zip files per flight line as and when they became available.
Running the same processing on the JASMIN infrastructure the time from job submission to finishing zipping the final archive was 22 minutes. Due to the availability of a faster file system all jobs were allowed to run at once rather than imposing a limit.

5.3 Adding an extension
Here a module to add a spectral angle classifier (Kruse et al., 1993) is used to demonstrate the process of adding an extension. The spectral angle classifier module reads in an ASCII reference spectra file which contains delimited columns for wavelength and spectra. Here the spectra classes used are vegetation, mineral and water, and have been previously extracted from the data file itself. If a spectral library or field data collected from the survey site are available then they can be used as the reference spectra (just replace the ref_spectra.txt file). The angle between each reference spectra and each image pixel is calculated using the dot product, equation 1, where A and B are the reference and image pixel spectra vectors.
The reference spectra that produces the smallest angle, and therefore most similar in spectral shape, is selected as the class for that particular pixel. The output is a file with a single band of integer numbers denoting class for each pixel (Figure 6). This is a fairly simple and rudimentary classification but serves as an example for extending SCOPS with a new module. 
                                                       Equation 1
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Figure 6. (Left) the original hyperspectral image; (Right) the classification of the image, where different colours denote the different classes (blue = water, grey = mineral, green = vegetation). The vertical grey line in the classification is the result of an unmasked bad pixel.

5.4 Atmospheric correction
Atmospheric correction is vital when comparing data from different sensors or dates. SCOPS has a module for atmospheric correction built upon the ATCOR-4 software (Richter and Schläpfer, 2002). As ATCOR-4 is not an open licenced software package this module is not provided with SCOPS, but the same principles would apply to a module built upon another package such as 6S (Vermote et al., 1997).
The atmospheric correction method using ATCOR-4 is based on the method outlined in (Markelin et al., 2017), with parameters for the atmospheric correction such as water vapour and aerosol optical thickness automatically derived such that minimal manual intervention is required. Within SCOPS the atmospheric correction stage runs between the masking of level1b data and mapping stage. 
To demonstrate the atmospheric correction module, data over Monks Wood, Cambridge, UK acquired in June 2014 were used. The purpose was to derive a series of narrow-band hyperspectral indices relating to leaf chemistry, water content and health which will be combined with other data (e.g., LiDAR) to examine bird species distributions. To ensure indices calculated are consistent across all lines it is important to apply atmospheric correction first. Figure 7 shows the atmospherically corrected data that would then be used to derive the hyperspectral indices from.
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Figure 7. False colour VNIR composite of the atmospherically corrected data over Monks Wood, UK, made from 17 flight lines. Note areas of cloud shadow present in the North East.
 
6. Discussion
SCOPS is a web-based distributed processing system for hyperspectral data and has been created using open- and free-source software. It gives people with low computing resources, for example developing nations or students, a simple and easy to use interface to access data processing capabilities. SCOPS has been used to handle the initial user request, submit jobs and inform the user of the progress and email final download links for the data. Using the system on the JASMIN infrastructure allowed 54 lines from a single flight to be processed in 22 minutes compared to 618 minutes when using a single CPU. More importantly, it allows the user to keep the resource heavy process off their machine, allowing them to continue with other tasks or power off their machine. SCOPS can also be installed and operated on a single computer or over an internal network rather than the internet. This could be done, for example, to employ a simple user interface to what otherwise could be very complex command-line driven software.
Airborne hyperspectral data have been used to demonstrate the procedure, but SCOPS could quite easily be used for other data sources too (e.g. satellite data products). The tool has been designed to allow easy modular insertions of new or different tools into the processing chain as demonstrated using a spectral angle mapper. The use of configuration files to set parameters such as data directories and software binaries allows easy updates without needing to change the core code. SCOPS is in the process of being set up as a service to allow researchers who use the UK NERC-ARF to process their data via a web interface. The source code is available to download from GitHub at the following addresses: 
Frontend: https://github.com/pmlrsg/SCOPS_frontend
Backend: https://github.com/pmlrsg/SCOPS_processing
The development of SCOPS raised some unexpected issues. Initially a status flag method was used to monitor the job progression but was later updated to use a SQLite database to store the processing status. This is more extendable, cleaner and a secure way to monitor the status that doesn’t involve the access of filesystems across different servers or through firewalls. Another important lesson learnt was that data delivery (download of large files) can still be an issue across slow networks. This led to the per-flight-line zipped downloads rather than the whole dataset. The implementation of SCOPS on JASMIN is hoped to mitigate this for UK researchers as further analysis can be performed on the JASMIN system before data download. A push towards cloud-based Earth Observation analysis systems such as SEPAL is envisioned. 
The implementation of SCOPS on two systems (PML and JASMIN) with differing hardware and queue submission systems has given some insight into difficulties that can arise and the use of configuration files tries to mitigate changing code when running on different systems (e.g. using variables to store executable names). However, inevitably some alterations will be required for new systems. A final lesson has been learnt from listening to user feedback and trying to understand the difficulties faced with command-line driven batch processing versus a user-friendly web interface. This has led to a simple design to allow access to users who may otherwise be discouraged from using airborne hyperspectral data.
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‘This s the job request page for day 234 and is sed to create processing requests for NERC-ARF data  Your confirmation and download links will be sent to this email address so please make sure it is
using the NERC-ARF-DAN systems. Whilst we aim to get data to you as quickly as possible, timings correct and that you have access to it!
will depend on system load. Most options have been preset with optimum values where appropriate.
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Masking

Selecting "mask all"will pply all bad pixel masking techniques. For full details of the masking
techniques that can be used please see the masking ki page.
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Geocorrection

A digital elevation model (DEM) s used to aid geocorrection. More information can be found about
the ASTER and SRTM data from their respective websites. If uploading your own DEM file please.
refer here for format information.

Select digital elevation model o upload your own

(9) ASTER

(O sRTM

© Upload my own

(© My DEM has a header file

() My DEM does not have 3 header ile

() thave uploaded my file to the NERC-ARF FTP (please email the file name and details to nerc-
art-processing@pmlac.uk)

Projection

Select Projection
‘Choose the output projection format or specify a PROJ.4 string. The correct UTM grid zone has been
preselected for you.

() UTMzone 31N

) UKBNG

() Proj string

Gridding

Select the pixel size in metres). Note that the size of pixels willaffect output fle size (smaller pixel size
means larger file size). The optimur size based on the alftude of the data has already been selected.

i -

Pixel Size X: 20

(¥ Square pixels

Bounding

Input a bounding box for data processing (in laitude and longitude). This must be inside the data
coverage are. Default values cover the fullflightline area so only change this if you want to subset the
data,

N 5223802329 e] s 5213561918 ]

E 01101399984 e] w: 02301725792 g

Selectinterpolation
More information on the algorithms available can be found here under information on interpolation

methods.

) Nearest neighbour

() Bilinear

) Cubic

‘When you click the submit button an email will be sent asking for confirmation of your data order.
Processing will not proceed unti this link has been clicked and the request confirmed.

Click reset to undo all changes.

i want to perform bandmath/band ratioing.
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Create Equation Equation List

Here you can create an equation to operate on the hyperspectral data. You can also use one of the
pre-defined equations on the right in the ‘equation list: When you have created the equation that
you wish to use you must give it a name and click the "save equation” button. If this is successful, T
Your equation should be listed in the flightiines section below. For a guide on using the equation
editor please click the help button.
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Please select which algorithms you would like to be applied to each flightiine. The selection boxes directly below allow you to apply the named equation to all lightlines.
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Plugins: (¥ spectral_angle
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