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Centre de Mathématiques, INSA de Rennes, 20 Avenue des Buttes de Coësmes,
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Abstract

A new cubature rule for a parallelepiped domain is defined by integrating a discrete

blending sum of C1 quadratic spline quasi-interpolants in one and two variables. We

give the weights and the nodes of this cubature rule and we study the associated

error estimates for smooth functions. We compare our method with cubature rules

based on tensor products of spline quadratures and classical composite Simpson’s

rules.
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1 Introduction

Let Ω := [α1, β1] × [α2, β2] × [α3, β3] be a parallepiped endowed with the

tensor product of arbitrary partitions on each subinterval [αs, βs], s = 1, 2, 3.

There are many possibilities of constructing quasi-interpolants (abbr. QIs)

from univariate, bivariate or trivariate quadratic spline QIs. Such trivariate

quadratic spline operators can be found for example in [22] and in references

therein, but they need rather complex triangulations of the domain. On the

other hand, one can use tensor products or discrete boolean sums of univariate

QIs. The cubature formulas associated with tensor products are briefly studied

in [14]. Trivariate blending sums are more complicated to define (see e.g. [13],

[17], and chapter 8 of [6]). A third possibility is to combine univariate and

bivariate quadratic QIs. Cubature rules associated with tensor products or

blending sums of such QIs are also briefly studied in [14]. In the present paper,

we study more completely the cubature rule associated with a trivariate spline

QI obtained as a discrete blending sum of a bivariate and a univariate C1

quadratic spline QIs. Generalities on spline QIs can be found e.g. in [1] - [5]

[8] [15] [20] [31]. For cubature rules, see e.g. [9] [10] [16] [18].

Here is an outline of the paper. In Section 2, we recall the main properties of

univariate quadratic spline QIs as they appear in [29] and [30]. In Section 3,

we do the same for bivariate quadratic spline QIs on the so-called criss-cross

triangulation of the domain Ω′ := [α1, β1] × [α2, β2], which are studied in [25]

[26] [27]. In Section 4, we define and study the properties of the discrete blend-

ing sum of the two previous operators. In Section 5, we construct the cubature

rule associated with this QI, using previous results on univariate quadrature

psablonn@insa-rennes.fr (Paul Sablonnière).
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and bivariate cubature rules given in [29] and [19], and we give error bounds

for nonuniform partitions. In Section 6, we give more informations on cuba-

ture errors in the specific cases of symmetric nonuniform partitions and of

uniform partitions. Finally, in Section 7, we give several examples where our

cubature rule is compared with tensor product cubature rules based on uni-

variate quadratic spline QIs and classical composite Simpson’s rules. We also

briefly consider the possibility of inserting multiple knots in the integration of

nonsmooth functions by spline cubatures which improves the precision of the

result by comparison with classical rules.

2 Univariate quadratic spline and discrete quasi-interpolants

Let Xm = {α = x0 < x1 < . . . < xm = β} be a partition of a bounded

interval I = [α, β]. For 1 ≤ i ≤ m, let hi = xi − xi−1 be the length of the

subinterval Ii = [xi−1, xi]. Let S2(Xm) be the m + 2-dimensional space of C1

quadratic splines on this partition and let Γ′′ = {0, 1, . . . ,m + 1}. A basis of

this space is formed by quadratic B-splines {Bi, i ∈ Γ′′}, with triple knots

x0 = x−1 = x−2 = α, and xm = xm+1 = xm+2 = β. We also use the set of

m + 2 data sites (or Greville abscissas):

Sm = {si =
1

2
(xi−1 + xi), i ∈ Γ′′}

(note that s0 = α, sm+1 = β, h−1 = h0 = hm+1 = hm+2 = 0) and the following

mesh ratios

σi =
hi

hi−1 + hi

, σ′
i = 1 − σi =

hi−1

hi−1 + hi

, 1 ≤ i ≤ m + 1.
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with the convention σ0 = σ′
m+2 = 0. Note also that σ1 = σ′

m+1 = 1. All these

values lie in [0, 1].

The simplest discrete quasi-interpolant (abbr. dQI) is the Schoenberg-Marsden

operator:

Q1f =
∑

i∈Γ′′

f(si)Bi

which is exact on the space Π1 of linear polynomials. In [25], another dQI has

been studied

Q2f =
∑

i∈Γ′′

µi(f)Bi

whose discrete coefficient functionals are respectively defined by

µ0(f) = f(s0), µm+1(f) = f(sm+1) and, for 1 ≤ i ≤ m,

µi(f) = aif(si−1) + bif(si) + cif(si+1),

where

ai = −
σ2

i σ
′
i+1

σi + σ′
i+1

, bi = 1 + σiσ
′
i+1 ci = −

σi(σ
′
i+1)

2

σi + σ′
i+1

.

We implicitly assume that a0 = c0 = 0, b0 = 1 and am+1 = cm+1 = 0, bm+1 = 1.

Let es(x) = xs, s ≥ 0, then using the following expansions

e0 =
∑

i∈Γ′′

Bi, e1 =
∑

i∈Γ′′

siBi, e2 =
∑

i∈Γ′′

xi−1xiBi,

it is easy to verify that Q2 is exact on the space Π2 of quadratic polynomials.

We can now define the fundamental functions of S2(Xm) associated with the

dQI Q2 as follows

B̃0 = B0 + a1B1, B̃m+1 = cmBm + Bm+1,

and, for 1 ≤ i ≤ m:

B̃i = ci−1Bi−1 + biBi + ai+1Bi+1 ,
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They allow to express Q2f in the following shorter form

Q2f =
∑

i∈Γ′′

f(si)B̃i,

and to show that the infinity norm of Q2 is equal to the Chebyshev norm of

its Lebesgue function:

ΛQ2
(x) =

∑

i∈Γ′′

|B̃i(x)|.

The following result is proved in [29]

Theorem 1 For any partition Xm of I, the infinity norm of Q2 is uniformly

bounded by 2.5. Moreover, if the partition is uniform, one has ‖Q2‖∞ = 305
207

≈

1.4734.

Remark. The results of this section are also valid when Xm contains some

knots of multiplicity 2 or 3. Assume first that ξ = xp = xp+1 is a double knot,

then Q2f is only continuous at that point. Moreover, as hp+1 = 0, we have

supp(Bp) = [xp−2, ξ], supp(Bp+1) = [ξ − hp, ξ + hp+2], supp(Bp+2) = [ξ, xp+3].

Similarly, as σp+1 = 0, we have ap+1 = cp+1 = 0 and bp+1 = 1, hence:

Q2f =
p

∑

i=0

µi(f)Bi + f(ξ)Bp+1 +
m+1
∑

i=p+2

µi(f)Bi.

Now, if η = xq−1 = xq = xq+1 is a triple knot, then Q2f has a discontinuity at

this point. Assume that f is itself discontinuous and admits left and right limits

f(η−) and f(η+). Then as hq = hq+1 = 0, we have supp(Bq) = [η − hq−1, η],

with Bq(η
−) = 1 and Bq(η

+) = 0, while supp(Bq+1) = [η, η + hq+2], with

Bq+1(η
−) = 0 and Bq+1(η

+) = 1. As σq = σq+1 = 0, we get aq = aq+1 = cq =

cq+1 = 0 and bq = bq+1 = 1, hence:

Q2f =
q−1
∑

i=0

µi(f)Bi + f(η−)Bq + f(η+)Bq+1 +
m+1
∑

i=q+2

µi(f)Bi.

Finally, from theorem 1 and standard arguments in approximation theory, we
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deduce (for a proof, see [26]).

Theorem 2 There exists a constant 0 < C1 < 1 such that for all f ∈ W 3,∞(I)

and for all partitions of I, with h = max hi,

‖f − Q2f‖∞ ≤ C1h
3‖f (3)‖∞.

3 Bivariate quadratic splines and quasi-interpolants

In this Section, we recall the main results of [25] on bivariate C1 quadratic

splines and associated discrete quasi-interpolants defined on a nonuniform

criss-cross triangulation of a rectangular domain.

3.1 Bivariate quadratic splines on a bounded rectangle

For I = [α1, β1] and J = [α2, β2], let Ω′ be the rectangular domain I × J

decomposed into mn subrectangles by the two partitions:

Xm = {xi, 0 ≤ i ≤ m}, Yn = {yj, 0 ≤ j ≤ n}

respectively of the segments I and J . We consider the associated extended

partitions with triple knots x0 = x−1 = x−2 = α1, xm = xm+1 = xm+2 = β1

and y0 = y−1 = y−2 = α2, yn = yn+1 = yn+2 = β2. For 1 ≤ i ≤ m and

1 ≤ j ≤ n, we set hi = xi − xi−1, kj = yj − yj−1, Ii = [xi−1, xi], Jj = [yj−1, yj],

si = 1
2
(xi−1 + xi), tj = 1

2
(yj−1 + yj). Moreover h−1 = h0 = hm+1 = hm+2 =

k−1 = k0 = kn+1 = kn+2 = 0.

Let Γ′ = Γ′
mn = {(i, j), 0 ≤ i ≤ m + 1, 0 ≤ j ≤ n + 1}, then the data sites

are the mn intersection points of diagonals in subrectangles Ω′
ij = Ii × Jj, the
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2(m + n) midpoints of the subintervals on the four edges of Ω′ and the four

vertices of Ω′, i.e. the (m + 2)(n + 2) points of the following set:

Dmn = {Mij = (si, tj), (i, j) ∈ Γ′
mn}

We denote by

Bmn = {Bij, (i, j) ∈ Γ′
mn}

the collection of (m + 2)(n + 2) B-splines spanning the space S2(Tmn) of all

C1 piecewise quadratic splines on the criss-cross triangulation Tmn associated

with the partition Xm×Yn of the rectangle Ω′ (see e.g. [7] [8]), which is defined

as follows.

The B-splines that we will use are completely defined by their Bernstein-

Bézier (abbr. BB)-coefficients in each triangle of Tmn. The latter can be found

in [23] for inner B-splines (with full octagonal supports inside Ω′) and more

completely in the technical reports [24] (for uniform partitions) and [27] (for

non-uniform partitions) for boundary B-splines. As dim S2(Tmn) = (m+2)(n+

2) − 1, the set Bmn is only a spanning system of S2(Tmn). However, for the

construction of QIs, we do not need that Bmn be a basis. A fundamental

property is that B-splines are positive and form a partition of unity on Ω′.

Moreover, monomials ers(x, y) := xrys, 0 ≤ r + s ≤ 2, in Π2 = Π2[x, y], the

space of bivariate quadratic polynomials, have simple expansions in terms of

B-splines

e10(x, y) = x =
∑

(i,j)∈Γ′

siBij(x, y), e01(x, y) = y =
∑

(i,j)∈Γ′

tjBij(x, y),

e11(x, y) = xy =
∑

(i,j)∈Γ′

sitjBij(x, y),

e20(x, y) = x2 =
∑

(i,j)∈Γ′

(s2
i −

h2
i

4
)Bij(x, y),
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e02(x, y) = y2 =
∑

(i,j)∈Γ′

(t2j −
k2

j

4
)Bij(x, y).

3.2 Bivariate discrete quasi-interpolants

As in Section 2, we use the following notations, for 1 ≤ i ≤ m + 1 and

1 ≤ j ≤ n + 1:

σi =
hi

hi−1 + hi

, σ′
i = 1 − σi, τj =

kj

kj−1 + kj

, τ ′
j = 1 − τj,

and we define the triplets of coefficients, for 1 ≤ i ≤ m, 1 ≤ j ≤ n:

ai = −
σ2

i σ
′
i+1

σi + σ′
i+1

, bi = 1 + σiσ
′
i+1, ci = −

σi(σ
′
i+1)

2

σi + σ′
i+1

,

āj = −
τ 2
j τ ′

j+1

τj + τ ′
j+1

, b̄j = 1 + τjτ
′
j+1, c̄j = −

τj(τ
′
j+1)

2

τj + τ ′
j+1

.

It is also convenient to set a0 = c0 = c−1 = ā0 = c̄0 = c̄−1 = am+1 = am+2 =

cm+1 = ān+1 = ān+2 = c̄n+1 = 0 and b0 = b̄0 = bm+1 = b̄n+1 = 1.

As in the univariate case, the simplest dQI is the analogue of the Schoenberg-

Marsden operator:

P1f =
∑

(i,j)∈Γ′

f(Mij)Bij,

which is exact on the space Π11 of bilinear polynomials. Another quadratic

spline dQI has been introduced in [25]

P2f =
∑

(i,j)∈Γ′

µij(f)Bij,

whose discrete coefficient functionals are given by:

µij(f) = (bi+b̄j−1)f(Mij)+aif(Mi−1,j)+cif(Mi+1,j)+ājf(Mi,j−1)+c̄jf(Mi,j+1).

Using the expansions of monomials given at the end of the preceding section, it

is easy to verify that P2 is exact on Π2, i.e. satisfies P2ers = ers for 0 ≤ r+s ≤ 2.
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As in Section 2, we introduce the fundamental functions associated with this

quasi-interpolant:

B̄ij = (bi + b̄j − 1)Bij + ai+1Bi+1,j + ci−1Bi−1,j + āj+1Bi,j+1 + c̄j−1Bi,j−1,

which allow to represent P2f in the following simple form:

P2f =
∑

(i,j)∈Γ′

f(Mij)B̄ij,

and to define its Lebesgue function:

ΛP2
=

∑

(i,j)∈Γ′

|B̄ij|.

The Chebyshev norm of this function is equal to the infinity norm of P2 and

we get [25] [26] the following

Theorem 3 The infinity norm of P2 is uniformly bounded by 5 for any criss-

cross partition Tmn of Ω. For uniform partitions, there holds the smaller bound

‖P2‖∞ ≤ 2.4.

From theorem 3, the exactness of P2 on Π2 and standard arguments in ap-

proximation theory, we deduce the following result:

Theorem 4 There exists a constant C2 > 0 such that for all functions f ∈

W 3,∞(Ω′) and h = max{diam(τ) | τ ∈ Tmn}:

‖f − P2f‖∞ ≤ C2h
3 max{‖Drsf‖∞ : r + s = 3}.

4 Trivariate splines and quasi-interpolants

In this Section, we recall the properties of a trivariate dQI [14] [26] defined on a

parallelepiped, which is the blending sum of trivariate extensions of univariate
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and bivariate dQIs already defined in Sections 2 and 3 above.

4.1 Trivariate splines

Let Ω = Ω′ × Ω′′ be a parallelepiped, with Ω′ = [α1, β1] × [α2, β2] and Ω′′ =

[α3, β3]. We consider the three partitions:

Xm = {xi, 0 ≤ i ≤ m}, Yn = {yj, 0 ≤ j ≤ n}, Zp = {zk, 0 ≤ k ≤ p},

respectively of the segments I = [α1, β1] = [x0, xm], J = [α2, β2] = [y0, yn] and

Ω′′ = [α3, β3] = [z0, zp]. For Ω′, we use the notations of Section 3. For Ω′′, we

use the following notations:

ℓk = zk − zk−1, Ω′′
k = [zk−1, zk], uk =

1

2
(zk−1 + zk),

with ℓ−1 = ℓ0 = ℓp+1 = ℓp+2 = 0, u0 = z0 and up+1 = zp. For mesh ratios, we

define respectively

υk =
ℓk

ℓk−1 + ℓk

, υ′
k = 1 − υk =

ℓk−1

ℓk−1 + ℓk

,

for 1 ≤ k ≤ p + 1, with υ0 = υ′
p+2 = 0, and, for k ∈ Γ′′

p = {0, 1, . . . , p + 1}:

ãk = −
υ2

kυ
′
k+1

υk + υ′
k+1

, b̃k = 1 + υkυ
′
k+1, c̃k =

υk(υ
′
k+1)

2

υk + υ′
k+1

,

with the convention ã0 = c̃0 = ãp+1 = c̃p+1 = 0. We also need the fundamental

functions:

B̃k = c̃k−1Bk−1 + b̃kBk + ãk+1Bk+1,

with c̃−1 = ãp+2 = 0.

Let Γ = Γmnp = {γ = (i, j, k), 0 ≤ i ≤ m + 1, 0 ≤ j ≤ n + 1, 0 ≤ k ≤ p + 1},
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then the set of data sites is:

D = Dmnp = {Nγ = (si, tj, uk), γ = (i, j, k) ∈ Γ}.

The partition P = Pmnp of Ω considered here is the tensor product of partitions

of Ω′ and Ω′′. As the partition of Ω′ is the criss-cross triangulation T ′ = T ′
mn

defined in Section 3, we see that P is a partition of Ω into vertical prisms with

triangular horizontal sections.

We also consider the following families of bivariate B-splines and fundamental

functions on Ω′ introduced in Section 3

B′ = {Bij, (i, j) ∈ Γ′}, B̄′ = {B̄ij, (i, j) ∈ Γ′},

and the univariate B-splines and fundamental functions on Ω′′ = [α3, β3] de-

fined in Section 2:

B′′ = {Bk, k ∈ Γ′′}, B̃′′ = {B̃k, k ∈ Γ′′}.

Therefore the spline space S2(P) is generated by the (m + 2)(n + 2)(p + 2)

tensor-product B-splines:

Bγ(x, y, z) = Bij(x, y)Bk(z), γ ∈ Γ.

Their properties are immediate consequences of properties of bivariate and

univariate B-splines. In particular, they are positive and form a partition of

unity on Ω. As the spline space S2(P) contains the space of polynomials Π̄2 =

Π̄2[x, y, z] = Π2[x, y] ⊗ Π2[z], we can expand the monomials of this space in

terms of B-splines. Using the notation epqr = xpyqzr for monomials, we have:

e100 =
∑

γ∈Γ

siBγ, e010 =
∑

γ∈Γ

tjBγ, e001 =
∑

γ∈Γ

ukBγ,
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e110 =
∑

γ∈Γ

sitjBγ, e101 =
∑

γ∈Γ

siukBγ , e011 =
∑

γ∈Γ

tjukBγ ,

e200 =
∑

γ∈Γ

(s2
i −

h2
i

4
) Bγ, e020 =

∑

γ∈Γ

(t2j −
k2

j

4
) Bγ , e002 =

∑

γ∈Γ

(u2
k −

ℓ2
k

4
) Bγ .

4.2 Trivariate discrete quasi-interpolants

For the construction of our trivariate dQI, we need the following trivariate

extensions of bivariate and univariate dQIs defined in the previous sections,

for which we use the same notations:

P1f(x, y, z) =
∑

(i,j)∈Γ′

f(si, tj, z) Bij(x, y),

P2f(x, y, z) =
∑

(i,j)∈Γ′

f(si, tj, z) B̄ij(x, y),

Q1f(x, y, z) =
∑

k∈Γ′′

f(x, y, uk) Bk(z),

Q2f(x, y, z) =
∑

k∈Γ′′

f(x, y, uk) B̃k(z),

We now define the trivariate blending sum (see e.g. [13] and [25] for these

notions)

R = P1Q2 + P2Q1 − P1Q1.

Setting, for γ = (i, j, k) ∈ Γ:

B∗
γ(x, y, z) = Bij(x, y)B̃k(z) + B̄ij(x, y)Bk(z) − Bij(x, y)Bk(z),

we can write

Rf =
∑

γ∈Γ

f(Nγ) B∗
γ .

In terms of tensor product B-splines Bγ = BijBk, we get the following expres-

sion:

Rf =
∑

γ∈Γ

νγ(f)Bγ,
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where the discrete coefficient functional νγ(f) is a linear combination of val-

ues of f at the seven neighbours of Nγ in IR3 (we use the notations ε1 =

(1, 0, 0), ε2 = (0, 1, 0), ε3 = (0, 0, 1)):

νγ(f) = aif(Nγ−ε1
) + cif(Nγ+ε1

) + ājf(Nγ−ε2
) + c̄jf(Nγ+ε2

)

+ãkf(Nγ−ε3
) + c̃kf(Nγ+ε3

) + (bi + b̄j + b̃k − 1)f(Nγ)

The following important property of this dQI can be proved:

Theorem 5 The operator R is exact on the 16-dimensional subspace ΠR =

(Π11[x, y]⊗Π2[z])⊕(Π2[x, y]⊗Π1[z]) of the 18-dimensional tensor-product space

Π2[x, y] ⊗ Π2[z]. Moreover, for any nonuniform partition P of the domain Ω,

its infinity norm satisfies ‖R‖∞ ≤ 8. When the partition P is uniform, there

holds the smaller upper bound ‖R‖∞ ≤ 5.

Proof: The monomial basis of ΠR being

{1, x, y, z, x2, y2, z2, xy, xz, yz, x2z, y2z, xyz, xz2, yz2, xyz2}

and R being the discrete boolean sum

R = P2Q1 + P1Q2 − P1Q1,

it is easy to verify that Rmrst = mrst := xryszt for all monomials in this basis.

Rmrst = P2mrsQ1mt + P1mrsQ2mt − P1mrsQ1mt.

For t = 0, 1, we have Q1mt = Q2mt = mt and, for 0 ≤ r+s ≤ 2, P2mrs = mr,s,

thus we obtain

Rmrst = P2mrsmt + P1mrsmt − P1mrsmt = P2mrsmt = mrsmt = mrst.
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For t = 2, we have P1mrs = mr,s for 0 ≤ r + s ≤ 1, thus we obtain

Rmrs2 = mrsQ1m2 + mrsm2 − mrsQ1m2 = mrsmt = mrst.

Using the representation Rf =
∑

γ∈Γ νγ(f)Bγ, we deduce that

‖Rf‖∞ ≤ max | νγ(f) |, for ‖f‖∞ ≤ 1,

with

νγ(f) ≤| ai | + | ci | + | āj | + | c̄j | + | ãk | + | c̃k | +(bi + b̄j + b̃k − 1).

As the (| a | + | c |)’s are uniformly bounded by 1 and the b’s by 2, we obtain

νγ(f) ≤ 3 + 5 = 8.

For uniform partitions, due to boundary coefficient functionals, the (| a | + |

c |)’s are uniformly bounded by 1
2
, the (bi + b̄j)’s by 3 and the b̃k’s by 3

2
, so we

obtain

νγ(f) ≤
3

2
+ 2 +

3

2
= 5.

2

From Theorem 5, we deduce that ‖f−Rf‖∞,π ≤ 9d(f, Π2)∞,π where d(f, Π2)∞,π =

inf{‖f − p‖∞,π | p ∈ Π2}, in each prism π ∈ P. Now we observe that ΠR

contains the 10-dimensional subspace Π2[x, y, z] of trivariate quadratic poly-

nomials, therefore standard arguments in approximation theory allows us to

deduce the following result:

Theorem 6 There exists a constant C3 > 0 such that for all functions f ∈

W 3,∞(Ω) and h = max{diam(π) |π ∈ P}:

‖f − Rf‖∞ ≤ C3h
3 max{‖Dpqrf‖∞ : p + q + r = 3}.
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Remark. We might partly explain our choice of the QI R by the following

observation. All QIs briefly described in the introduction are of the form

Qf :=
∑

γ∈Γ

µγ(f)Cγ,

where the Cγ’s are compactly supported splines, with support centered at Mγ,

and the coefficients µγ(f) are discrete linear functionals based on points lying

in some neighbourhood of Mγ

µγ(f) :=
∑

α∈A

aαf(Mγ+α),

(here A denotes a finite set of triplets of indices). When Q is the trivariate

tensor product of univariate QIs, then #A = 27. When Q is the tensor product

of a bivariate discrete blending sum of univariate QIs with a third univariate

QI, then #A = 15. The same result holds when the bivariate discrete blending

sum is substituted with the QI described in Section 3. Finally, the choice

Q = R leads to #A = 7, which is the lowest possible cardinality of A in IR3 for

operators reproducing IP2[x, y, z]. Therefore, the computation of fundamental

functions, of operator norms and cubature weights is easier.

5 Cubature rule for non-uniform partitions

From the preceding Section, we deduce that

I(f) =
∫

Ω

f ≈
∫

Ω

Rf = I(Rf) =
∑

γ∈Γ

wγf(Nγ)

where, for each γ = (i, j, k) ∈ Γ:

wγ =
∫

Ω

B∗
γ =

∫

Ω′

Bij

∫

Ω′′

B̃k +
∫

Ω′

B̄ij

∫

Ω′′

Bk −
∫

Ω′

Bij

∫

Ω′′

Bk

15



Therefore we need the following values:

wk =
∫

Ω′′

Bk, w̃k =
∫

Ω′′

B̃k, wij =
∫

Ω′

Bij, w̄ij =
∫

Ω′

B̄ij.

5.1 Univariate quadrature rule

It is well known that

wk =

xk+1
∫

xk−2

Bk =
1

3
(ℓk−1 + ℓk + ℓk+1),

with ℓ−1 = ℓ0 = ℓp+1 = ℓp+2 = 0. From Sections 2 and 3, we have, for 1 ≤ k ≤ p

B̃k = c̃k−1Bk−1 + b̃kBk + ãk+1Bk+1,

and, for boundary B-splines

B̃0 = B0 + ã1B1, B̃p+1 = c̃pBp + Bp+1.

(with the convention c̃−1 = ãp+1 = 0). Therefore it is easy to compute, for

0 ≤ k ≤ p + 1:

w̃k = c̃k−1wk−1 + b̃kwk + ãk+1wk+1.

It is proved in [29] that those weights are positive for any nonuniform partition

of the given interval.

5.2 Bivariate cubature rule

Now, it remains to compute the weights wij =
∫

Ω′ Bij since we have

w̄ij =
∫

Ω′

B̄ij = (bi + b̄j −1)wij +ai+1wi+1,j +ci−1wi−1,j + āj+1wi,j+1 + c̄j−1wi,j−1.

16



Theorem 7 The integral of the B-spline Bij on the rectangular domain Ω′ =

[α1, β1] × [α2, β2] is given by the formula:

∫

Ω′

Bij =
1

24
[(hi−1 +hi+1)(kj−1 +4kj +kj+1)+ (hi−1 +4hi +hi+1)(kj−1 +kj+1)].

Proof: It is mainly a technical calculation using the BB representations of

all pieces of quadratic polynomials composing the B-spline Bij (more details

are given in [19]). One can find these representations in the technical report

[27]. On the other hand, a quadratic polynomial p ∈ Π2[x, y] on a triangle

τ = A1, A2, A3 of the partition T has an expansion in the local Bernstein basis

with respect to the barycentric coordinates (λ1, λ2, λ3) of that triangle:

p(λ) =
∑

|α|=2

c(α)bα(λ), with bα(λ) =
2

α!
λα.

When the triangle τ is included in the rectangle with horizontal (resp. vertical)

edges of lengths hi (resp. kj), its area is equal to 1
4
hikj. On the other hand, it

is well known that all quadratic Bernstein polynomials have the same integral

∫

τ

bα =
1

24
hikj,

therefore we obtain
∫

τ

p =
1

24
hikj

∑

|α|=2

c(α).

As the support of Bij is composed of 28 triangles, we have just to sum up the

BB-coefficients in each of them and to multiply this sum by 1
24

times the area

of the rectangle containing the triangle.

2

Remark 1. The general expression of the integral of Bij is still valid for

boundary B-splines since in that case we have just to take some of the mesh-

lengths {hr, r = i − 1, i, i + 1} or {ks, s = j − 1, j, j + 1} equal to zero.

17



Theorem 8 The sum of bivariate cubature weights is uniformly bounded as

follows

∑

i,j

|w̄ij| ≤
∫

Ω′

∑

i,j

|B̄ij| ≤ mes(Ω′)‖P2‖∞ ≤ 5 mes(Ω′),

5.3 Trivariate cubature rule

From sections 5.1 and 5.2, for each γ = (i, j, k) ∈ Γ we can deduce that:

wγ = wi,jw̃k + w̄i,jwk − wi,jwk.

By inserting wγ in I(Rf) defined in section 5 we obtain the desired trivariate

cubature rule.

Theorem 9 The sum of trivariate cubature weights is uniformly bounded as

follows

∑

γ

|wγ| ≤
∫

Ω

∑

γ

|Bγ| ≤ vol(Ω)‖R‖∞ ≤ 8 vol(Ω).

5.4 Error estimates for non-uniform partitions

A detailed study of the cubature error

ER(f) =
∫

Ω

f −
∫

Ω

Rf = I(f) − I(Rf),

on arbitrary partitions would need a corresponding deep study of Sard kernels

(see e.g. [16]) and we only give a rough result giving the approximation order

O(h3) of this error:

Theorem 10 There exists a constant C∗
3 > 0 such that for any function f ∈

W 3,∞(Ω) and for any partition P of Ω into prisms, with h = max{diam(π), |

18



π ∈ P}:

‖ER(f)‖ ≤ C∗
3h

3 max{‖Dpqrf‖∞ : p + q + r = 3}.

Proof: From theorem 6, we deduce immediately

|ER(f)| ≤
∫

Ω

|f − Rf | ≤ vol(Ω)‖f − Rf‖∞

≤ C3 vol(Ω)h3 max{‖Dpqrf‖∞ : p + q + r = 3},

therefore we can take C∗
3 = C3 vol(Ω).

2

6 Cubature rule for a uniform partition

6.1 Uniform partition on an interval

We assume that the partition of Ω′′ = [z0, zp] = [α3, β3] is uniform with mesh-

length ℓ and we denote fs = f(us) for 0 ≤ s ≤ p + 1. In that case, it is easy

to verify the following result [28] [29]

Theorem 11 The quadrature rule associated with the univariate dQI Q2f

can be written in the following form

β3
∫

α3

Q2f = ℓ{
1

9
(f0 + fp+1) +

7

8
(f1 + fp) +

73

72
(f2 + fp−1) +

p−2
∑

s=3

fs}.

Moreover, it is exact on Π3 and not only on Π2, as in the case of a non-

uniform partition. This is due to the symmetry of nodes and weights w.r.t. the

midpoint. Details on this method, with error estimates and comparison with

composite Simpson’s rule, are given in [29]. In fact, for f sufficiently smooth,
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it is proved that

β3
∫

α3

(f − Q2f) = C2ℓ
4f (4)(c2) + O(ℓ5), c2 ∈ [α3, β3].

where C2 = 23
5760

≈ 0.004.

6.2 Uniform partition on a rectangular domain

We assume that the two partitions on [αs, βs], s = 1, 2 are uniform. Let h = hi

for 1 ≤ i ≤ m and k = kj for 1 ≤ j ≤ n. In that case, we have the following

result

Theorem 12 The bivariate quadrature rule associated with the dQI P2f on

Ω′ is given by

∫

Ω′

P2f =
hk

12
[
m−1
∑

i=2

n−1
∑

j=2

f(Mij)+

4





m−1
∑

i=2

(f(Mi,0) + f(Mi,n+1)) +
n−1
∑

j=2

(f(M0,j) + f(Mm+1,j))



 +

8





m−1
∑

i=2

(f(Mi,1) + f(Mi,n)) +
n−1
∑

j=2

(f(M1,j) + f(Mm,j))



 +

3 (f(M1,0) + f(Mm,0) + f(M0,1) + f(Mm+1,1)) +

3 (f(M0,n) + f(Mm+1,n) + f(M1,n+1) + f(Mm,n+1)) +

(f(M0,0) + f(Mm+1,0) + f(M0,n+1) + f(Mm+1,n+1)) +

5 (f(M1,1) + f(Mm,1) + f(M1,n) + f(Mm,n))] .

Moreover, this rule is exact on the space Π3 of cubic polynomials. When k = h,

there holds, for any sufficiently smooth function f ,

∫

Ω′

(f − P2f) = O(h4).
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Details on this cubature formula are given in [19].

6.3 Symmetric or uniform partitions on the trivariate domain

Finally, we come back to the tridimensional domain Ω = Ω′ × Ω′′, equipped

with symmetric or uniform partitions on Ω′ = [α1, β1] × [α2, β2] and Ω′′ =

[α3, β3]. Due to the symmetry of weights it is easy to prove the following

Theorem 13 Assume that the partitions are symmetrical w.r.t. the midpoints

of the three intervals. Then the cubature rule I(Rf) is exact on trivariate

cubic polynomials. Therefore, when these partitions have the same meshlength

h, there holds, for any sufficiently smooth function f ,

∫

Ω

(f − Rf) = O(h4).

7 Numerical results and comparison

We compare the cubature rule I(Rf) defined in Section 5 with the tensor prod-

uct cubature rules IS(f) and I(Pf) based on univariate composite Simpson’s

rules and univariate quadratic spline QIs [14] respectively.

We set [α1, β1] = [α2, β2] = [α3, β3] = [0, 1]. In this case, the integration

domain becomes Ω = [0, 1]3.

We consider the uniform partitions Xm, Yn and Zp of [α1, β1], [α2, β2] and

[α3, β3] respectively. We need that m,n and p are even numbers, since we

construct the composite Simpson’s rule on the m + 1, n + 1 and p + 1 points

of the partitions Xm, Yn and Zp.
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We apply the cubature rules I(Rf), IS(f) and I(Pf) to several integrands f .

We choose f = fj, j = 1, . . . , 4 and f = f6 from the testing package of Genz

[21] which provides test families with pertinent attributes, whereas f = f5 and

f8 are presented in [14]. We consider both smooth integrands, as f1, . . . , f5,

and only continous ones, as f6, f7 and f8.

We denote by ER(fj) the error of cubature I(Rfj) and define

EP (fj) = I(fj) − I(Pfj), ES(fj) = I(fj) − IS(fj), j = 1, . . . , 8,

where the cubatures I(Rfj), I(Pfj) and IS(fj) are based on Xm, Yn and Zp.

Moreover, Ed
R(fj) and Ed

P (fj) denote the errors of I(Rfj) and I(Pfj), respec-

tively, based on knot sequences obtained by inserting knots of multiplicity two

in Xm, Yn and Zp, as the case may be.

Assuming m = n = p, we give the cubature errors for the considered integrands

in terms of the number n of subintervals.
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Example 1 f1(x, y, z) = cos(9πx
2

+ 9πy
2

+ 9πz
2

) – Oscillatory

I(f1) = − 16
729π3

n ES(f1) ER(f1) EP (f1)

8 1.94(-4) -1.70(-5) 3.98(-5)

16 7.95(-6) -1.27(-5) -1.52(-6)

32 4.60(-7) -1.28(-6) -2.18(-7)

64 2.82(-8) -9.57(-8) -1.71(-8)

128 1.76(-9) -6.46(-9) -1.17(-9)

256 1.10(-10) -4.19(-10) -7.59(-11)
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Example 2 f2(x, y, z) = 1
[1+(x−0.5)2][1+(y−0.5)2][1+(z−0.5)2]

– Product peak

I(f2) = 0.7973592937

n ES(f2) ER(f2) EP (f2)

8 -2.60(-5) 4.09(-5) 2.18(-5)

16 -1.62(-6) 2.50(-6) 1.27(-6)

32 -1.01(-7) 1.53(-7) 7.62(-8)

64 -6.17(-9) 9.63(-9) 4.78(-9)

128 -2.64(-10) 7.20(-10) 4.16(-10)

256 1.04(-10) 1.67(-10) 1.48(-10)
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Example 3 f3(x, y, z) = 1
(1+x+y+z)4

– Corner peak

I(f3) = 1
24

n ES(f3) ER(f3) EP (f3)

8 -1.41(-5) 4.16(-5) 7.01(-6)

16 -9.20(-7) 3.06(-6) 5.41(-7)

32 -5.81(-8) 2.09(-7) 3.76(-8)

64 -3.64(-9) 1.37(-8) 2.48(-9)

128 -2.28(-10) 8.78(-10) 1.59(-10)

256 -1.35(-11) 5.58(-11) 1.03(-11)
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Example 4 f4(x, y, z) = e−[(x−0.5)2+(y−0.5)2+(z−0.5)2]

I(f4) = 0.7852115962

n ES(f4) ER(f4) EP (f4)

8 -2.74(-5) 4.55(-5) 1.85(-5)

16 -1.69(-6) 2.96(-6) 1.19(-6)

32 -1.05(-7) 1.88(-7) 7.53(-8)

64 -6.56(-9) 1.19(-8) 4.75(-9)

128 -3.86(-10) 7.68(-10) 3.21(-10)

256 8.99(-13) 7.02(-11) 4.22(-11)
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Example 5 f5(x, y, z) = π
2(e−2)

exy sin(πz)

I(f5) = 1

n ES(f5) ER(f5) EP (f5)

8 -1.38(-4) 3.47(-5) 9.40(-5)

16 -8.53(-6) 2.20(-6) 6.04(-6)

32 -5.31(-7) 1.37(-7) 3.80(-7)

64 -3.32(-8) 8.52(-9) 2.38(-8)

128 -2.07(-9) 5.31(-10) 1.49(-9)

256 1.29(-10) 3.30(-11) 9.30(-11)
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Example 6.1 f6 = e−(|x−0.5|+5|y−0.5|+0.1|z−0.5|)

I(f6) = 0.2818326003

n ES(f6) ER(f6) Ed
R(f6) EP (f6) Ed

P (f6)

8 -2.29(-4) 5.42(-3) 1.31(-4) 5.41(-3) 1.02(-4)

16 -1.48(-5) 1.37(-3) 1.05(-5) 1.37(-3) 8.38(-6)

32 -9.32(-7) 3.43(-4) 7.37(-7) 3.43(-4) 5.94(-7)

64 -5.84(-8) 8.59(-5) 4.87(-8) 8.59(-5) 3.95(-8)

128 -3.69(-9) 2.15(-5) 3.09(-9) 2.15(-5) 2.59(-9)

256 -2.66(-10) 5.37(-6) 1.61(-10) 5.37(-6) 1.24(-10)
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Example 6.2 f6 = e−(|x−0.5|+|y−0.5|+|z−0.5|)

I(f6) = 0.4873294738

n ES(f6) ER(f6) Ed
R(f6) EP (f6) Ed

P (f6)

8 -1.98(-6) 2.43(-3) 5.63(-6) 2.41(-3) 9.55(-7)

16 -1.24(-7) 6.05(-4) 4.27(-7) 6.04(-4) 7.43(-8)

32 -7.77(-9) 1.51(-4) 3.75(-8) 1.51(-4) 5.08(-9)

64 -5.08(-10) 3.78(-5) 1.10(-8) 3.78(-5) 3.10(-10)

128 -5.45(-11) 9.46(-6) 9.32(-9) 9.45(-6) -2.63(-12)

256 -3.60(-11) 2.37(-6) 9.21(-9) 2.36(-6) -2.68(-11)
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Example 7 f7 = 27
8

√

1 − |2x − 1|
√

1 − |2y − 1|
√

1 − |2z − 1|

I(f7) = 1

n ES(f7) ER(f7) Ed
R(f7) EP (f7) Ed

P (f7)

8 4.49(-2) 1.52(-2) 8.22(-3) 3.92(-3) 1.93(-3)

16 1.60(-2) 3.98(-3) 2.42(-3) 1.18(-3) 6.96(-4)

32 5.70(-3) 1.16(-3) 7.83(-4) 3.68(-4) 2.46(-4)

64 2.02(-3) 3.59(-4) 2.67(-4) 1.17(-4) 8.69(-5)

128 7.13(-4) 1.16(-4) 9.30(-5) 3.84(-5) 3.07(-5)

256 2.52(-4) 3.84(-5) 3.27(-5) 1.28(-5) 1.09(-5)
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Example 8 f8 = 27
2

√

1 − |2x − 1|y2z2

I(f8) = 1

n ES(f8) ER(f8) Ed
R(f8) EP (f8) Ed

P (f8)

8 1.52(-2) 3.15(-3) 1.38(-3) 3.92(-3) 1.98(-3)

16 5.38(-3) 1.11(-3) 6.34(-4) 1.18(-3) 6.96(-4)

32 1.90(-3) 3.61(-4) 2.40(-4) 3.68(-4) 2.46(-4)

64 6.73(-4) 1.17(-4) 8.63(-5) 1.17(-4) 8.69(-5)

128 2.38(-4) 3.83(-5) 3.07(-5) 3.84(-5) 3.07(-5)

256 8.41(-5) 1.28(-5) 1.09(-5) 1.28(-5) 1.09(-5)

The numerical results in Examples 1, . . . , 5, with smooth integrands f =

fj, j = 1, . . . , 5, confirm the convergence properties of section 6.3. Moreover,

the proposed cubature rule I(Rf) is comparable and in some case better than

tensor product cubature rules IS(f) and I(Pf) (see for instance Example 5).

For only continuous integrands, the spline cubature rules I(Rf) and I(Pf)

include the possibility of inserting multiple knots where it is suspected that the

integrand has singularities. The cubature errors in Examples 6, 7 and 8 show

that I(Rf) and I(Pf), based on spline QIs with double knots at xn/2, yn/2 and

zn/2, perform better than Simpson’s cubature rule. The accuracy of I(Rf) and

I(Pf) are comparable, even if I(Pf) can perform better than I(Rf) when the

integrand is the product of same functions along x, y and z (see for instance

Examples 6.1 and 6.2).
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Remark. It is proved in [29] that the signs of the quadrature errors
∫

Ω′′(f(x)−

Q2f(x))dx (for the same order O(h4)) are opposite to those of Simpson’s rule:

the numerical results in Examples 1, . . . , 6 seem to confirm that the same

property holds for ER(f).
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