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Abstract 

 

 

To deal with cyber harassment amongst youth on social networking sites (SNS), interfaces 

automatically showing a reflective message when harassment is recognized could be 

integrated. Such message encourages users to reconsider and to eventually self-censor their 

post. This study examines whether reflective messages reduce harassment among adolescents 

on SNS. We conducted an experimental study to test the effect of three different types of 

reflective messages, as well as a mere time delay, on the change in intention to engage in 

harassment on SNS. Participants were 321 adolescents from 15 to 16 years old (59.1% was 

female). We measured their intention to harass prior and after exposure to a reflective 

message. Moreover, we tested whether certain groups (based on their gender, empathy trait 

and behavioral inhibition) are more susceptible to certain types of reflective messages. 

The results show that, for all three conditions, the intention decreased after being exposed to 

the message, as well as following only a time delay. Furthermore, in one condition a stronger 

effect was found for individuals with a higher sensitivity of the behavioral inhibition system. 
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1. Introduction 

Social networking sites (SNS) provide adolescents with multiple ways of interaction 

(Ellison, Steinfeld, & Lampe, 2007; Livingstone, 2008). However, for many, harassment has 

become part of these interactions (Lenhart et al., 2013). Cyber harassment has no standard 

definition but is usually described as rude, threatening or offensive content directed at others 

by friends or strangers and performed via electronic means such as Internet or mobile phones 

(Lwin, Li, & Ang, 2012; Wolak, Mitchell, & Finkelhor, 2007). Cyber harassment is a broad 

concept and includes multiple forms of harassment, such as cyberbullying; single insults; hate 

speech; spamming; cyber stalking; identity theft or online sexual harassment (Lwin et al., 

2012). 

Studies have found prevalence rates of 21% of adolescents in Canada that had been 

victim of cyber harassment in the past year (Beran & Li, 2005) and 14% of Swedish boys and 

20% of girls (Fridh, Lindström, & Rosvall, 2015). In Singapore, 51% of the adolescents 

indicated to have been harassed at least once online (Lwin et al., 2012) and among 

Portuguese adolescents, even 69.9% of the adolescents reported such an event in their 

lifetime (Pereira, Spitzberg, & Matos, 2016). Reducing cyber harassment is important 

because various negative health outcomes have been observed among victims, such as 

depressive symptoms, anxiety, loneliness, somatic complaints or suicidal behavior (Beran et 

al., 2012; Fridh et al., 2015; Nixon, 2014). In addition to digital literacy and public policy 

initiatives, one way to protect adolescents from cyber harassments is through the monitoring 

of these situations by the industry (e.g., Internet Service Providers, SNS) itself (Coyne & 

Gountsidou, 2013; EC Social Networking Task Force, 2009; Mc Guckin et al., 2013). 

However, preventing cyber harassment on SNS is a complex matter since adolescents want 

SNS platforms to provide protective mechanisms to prevent harm, but at the same time prefer 

to maintain their freedom of expression (Van Royen, Poels, & Vandebosch, 2016). So, while 
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ensuring their right for protection, their right for online participation and freedom of 

expression should not be infringed (United Nations, 1989). 

Reflective interfaces or “automated messages encouraging the user to reflect on online 

behavior” (Dinakar, Jones, Havasi, Lieberman, & Picard, 2012; Jones, 2012) may be an 

answer to this challenge since they embrace both the aspects of protection and freedom. 

Concretely, when an automated detection system (through text and image mining techniques) 

recognizes that content, that is about to be posted, is “harassing”, it  prompts the user to 

reflect on his behavior, but the user still remains the autonomy to post or not (Bretschneider, 

Wöhner, & Peters, 2014; Chen, Zhou, Zhu, & Xu, 2012; Delort, Arunasalam, & Paris, 2011; 

Sood, Churchill, & Antin, 2012; Yin et al., 2009). In that way, such interfaces can protect 

adolescents by creating reflection upon harassment but at the same time do not censor content 

and maintain adolescents’ freedom. Moreover, creating reflection might be effective since 

adolescence is a developmental period characterized by low self-control and impulsive 

actions (Casey et al., 2008) which have been linked with perpetration of cyber harassment 

(Holt, Bossler, & May, 2011; Vazsonyi, Machackova, Sevcikova, Smahel, & Cerna, 2012).  

In regard with desirability, some studies indicated that adolescents support the idea of 

warnings as preventive strategies for cyber harassment (Bowler, Mattern, & Knobel, 2014; 

Van Royen et al., 2016). Apart from one explorative and industry funded study on the 

effectiveness of creating a pause before posting harassment (Google Science Fair, 2014), no 

academic evidence on the effectiveness of different types of reflective messages to reduce 

cyber harassment amongst adolescents, is available yet. Therefore, the objective of this paper 

is to further examine whether and how reflective interfaces can reduce harassment on SNS. In 

the current study, we tested three different types of reflective messages: a message indicating 

that parents could read the post; a message referring to the disapproval by others and a third 

message reminding the user of the potential harm for the receiver. We measured the intention 
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to post a harassing message prior and after exposure to the reflective message and compared 

these with a condition with a mere time delay (without a message).  

 

2. Facilitating factors of cyber harassment 

2.1 Self-control and impulsivity 

Large-scale campaigns that aim to prevent children and adolescents from engaging in 

online risk behaviors often advertise with slogans such as ‘think before you post’(Child 

Focus, 2010, Oversharing, 2015, Kidscape, 2016). Similar messages  could also be shown on 

SNS, thus in the right space, in the heat of the moment of potential harassment (Jones, 2012). 

An interface providing a reflective message at the exact moment between the typing and 

posting of potentially harassing content creates a delay and facilitates reflection. This strategy 

may be effective in countering several facilitating factors of cyber harassment, including low 

levels of self-control and impulsivity (Holt, Bossler, & May, 2011; Vazsonyi, Machackova, 

Sevcikova, Smahel, & Cerna, 2012). Self-control refers to the ability to suppress 

inappropriate emotions, desires and actions (Casey & Caudle, 2013). Gottfredson and Hirschi 

(1990) state that individuals low in self-control are more likely to engage in offending and 

deviant behaviors as well as impulsive conduct and are less capable to see the consequences 

of their action. In specific, the association between low self-control and cyber harassment 

was found for adolescents (Holt, Bossler, & May, 2011; Vazsonyi, Machackova, Sevcikova, 

Smahel, & Cerna, 2012). Furthermore, impulsivity, the converse of self-control, is an 

important characteristic of human social behavior. According to dual-process theories, human 

behavior is a product of reasoned and impulsive behavior (Chaiken & Trope, 1999; Strack & 

Deutsch, 2004), and eventually all information is processed via the impulsive system (Strack 

& Deutsch, 2004). Depending on dispositional (e.g. trait of impulsivity) and situational 

factors (e.g. impulsive states), one of the two systems may be activated more. Some studies 
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suggest users of SNS often regret the content they posted (Ferwerda, Schedl, & Tkalcic, 

2014; Sleeper et al., 2013; Wang et al., 2011) when they were impulsive and not thinking 

about consequences while being in a “hot” state of emotions (Wang et al., 2011).  

 

2.2 Online disinhibition 

In addition, specific characteristics of computer-mediated communication (CMC) may 

lower behavioral inhibitions (Kiesler, Siegel, & McGuire, 1984; Suler, 2004) and foster cyber 

harassment. In particular, online disinhibition, has been linked with several characteristics 

that can be addressed in the reflective message such as minimization of authority, invisibility, 

dissociative imagination, and anonymity (Suler, 2004). 

First, minimization of authority is a characteristic of the online environment that may foster 

harassment (Suler, 2004). Especially for adolescents, the internet might appear as a “free 

zone”, compared to the home and school environment. Ritter (2014) already demonstrated 

that perceiving the online environment as more tolerant towards harassment was related to 

multiple forms of cyber sexual harassment. In the online environment, a harasser is rarely 

informed that his/her behavior is crossing the line, which can be addressed by a reflective 

message. 

A second important characteristic of CMC is the invisibility of nonverbal cues such as hand 

movements and gestures, facial expressions and other bodily signs of harm or disapproval 

(Barak, 2007; Suler, 2004). The lack of nonverbal cues can increase misunderstandings, 

offenses, and miscommunications (Kiesler et al., 1984) and has been linked with harassment 

and cyberbullying (a form of peer harassment) (Mehari et al., 2014). In particular, the lack of 

nonverbal cues of disapproval online (e.g. a shaking head, a sigh) can encourage people to 

engage in behaviors they otherwise would not (Suler, 2004). 
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Furthermore, since the audience is invisible, users may not be aware of the large amount of 

people that is (Bernstein, Bakshy, Burke, & Karrer, 2013).  

Thirdly, one may feel disassociated, which refers to a feeling that the online world appears 

like a game. Suler (2004) suggests that someone feeling disinhibited online may be 

disconnected from the real world and therefore engages more in deviant behavior online. A 

reflective message might remind the user about the online presence of his/her offline 

network. 

Finally, anonymity is a major factor in determining anti-normative behavior (Christopherson, 

2007; Postmes & Spears, 1998; Suler, 2004). However, since SNS offer a “nonymous” (i.e. 

the opposite of anonymous) setting where relationships are often anchored through 

institutions, residence and mutual friends (Zhao, Grasmuck, & Martin, 2008), anonymity is 

not an important factor on SNS. 

 

3. Previous work related to cues on SNS 

Detection techniques are being developed to automatically recognize harassment, through 

text and image mining techniques (Bretschneider et al., 2014; Chen et al., 2012; Delort et al., 

2011; Sood et al., 2012; Yin et al., 2009). Technology provides therefore opportunities to 

anticipate and stimulate reflection, which can be integrated in interfaces. Jones (2012) 

elaborated on the idea of reflective interfaces to assist teenagers on social media, by 

suggesting options such as: providing notifications, action delays, interactive help and 

education, and information about hidden consequences. Effectiveness of messages to 

stimulate re-thinking were tested for the first time in the 2014 Google Science fair, by the 

teenager Trisha Prabhu (Google Science Fair, 2014; Rethink, 2014). Adolescents were 

presented with a hurtful message and asked if they would post this on a social media site. If 

the adolescent clicked "Yes", they were provided an alert message "This message may be 
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hurtful to others. Would you like to pause, review and rethink before posting?" She found this 

to be effective in convincing the student not to post the hurtful message.  

Furthermore, in similar domains several authors have been examining “cues” on SNS to 

help users consider the content they post. Social cues to decrease the anonymity underlying 

trolling and negative behavior online were examined, by increasing the degree of 

identifiability (Cho & Acquisti, 2013; Cho & Kwon, 2015). Ferwerda and colleagues (2014) 

demonstrated the effectiveness of persuasive cues, such as a cue that predicts how the user’s 

audience would possibly respond, in order to provide guidance on whether it is safe to post. 

Nevertheless, there is a lack of research empirically testing the theory of reflection before 

posting potentially harassing content on SNS. Further, no research evidence is available on 

the effectiveness of different reflective messages to decrease cyber harassment among 

adolescents.  

 

4. Reflective messages 

4.1 Parents as potential audience 

In every communicative act, we have an imagined audience in mind (Goffman, 1959) and 

in this way users assess the appropriateness of the content they post on SNS (De Wolf, Gao, 

Berendt, & Pierson, 2015; Marwick & boyd, 2011). However, the imagined and the actual 

audience are not always aligned, and sometimes one is not aware of who is reading the post 

(De Wolf, Gao, Berendt, & Pierson, 2015). 

A message visualizing five random user’s Facebook friends when they were about to 

post content was found to make adult users more cautious when disclosing (Wang et al., 

2013). For adolescents, a message informing them about parents as a potential audience can 

be a trigger for withholding negative content. It has been argued that young people will self-

censor their posts in face of an imagined audience including parents and significant others, 
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referred to as “nightmare readers” (Marwick & boyd, 2011; Oolo & Siibak, 2013). Moreover, 

adolescents report on the use of similar strategies, such as minimizing screens, deleting 

browsing history, and using slang, to evade parental surveillance (Livingstone, 2006; Media 

Awareness Network, 2004). 

H1a. The intention to engage in harassment on SNS will significantly decrease after being 

exposed to a message indicating that parents can see the post. 

 

In addition, we expect that the behavioral inhibition system (BIS) of an individual 

may influence the effect of this type of message. BIS is a personality trait in the form of a 

motivational system that underlies behavior (Gray, 1981; 1970). The primary purpose of the 

BIS is preventing or stopping behavior that is expected to lead to punishment or the 

cessation/loss of reward (Gray, 1981). Since parents’ disapproval may be perceived as 

potentially leading to a sanction, those individuals whose personality is characterized by a 

high level of behavioral inhibition will be more likely to withdraw from engaging in 

harassment.  

H1b. Adolescents with a high behavioral inhibition will show a higher decrease in their 

intention after being exposed to the message referring to parents than those who have a low 

behavioral inhibition. 

 

4.2 Disapproval by bystanders 

Individuals, part of an online group, tend to comply with the either positive or 

negative norms (Douglas & McGarty, 2001; Postmes, Spears, & Lea, 2000). When 

harassment is perceived as acceptable by others, one’s intention to engage in it is higher 
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(Ritter, 2014). For cyberbullying, perceiving a negative social pressure from significant 

others, decreases the intention to perpetrate (Heirman & Walrave, 2012). Furthermore, SNS 

users censor their content depending on the perceptions they have of their audience’s 

response to the posted content (Ferwerda, Schedl, & Tkalčič, 2014). Wang et al. (2013) 

investigated privacy cues on Facebook and found that warning users that others might 

perceive the post as negative changed the users’ posting behavior. Therefore, we will test 

whether a message indicating others’ disapproval of the harassment can decrease the 

intention to harass. 

H2a. The behavioral intention to engage in harassment on SNS will decrease after being 

exposed to a message indicating others’ disapproval. 

 

Moreover, we expect that the disapproval message will have a stronger effect on girls, 

as they are more likely to engage in behaviors approved by significant others in their social 

group (Roberts, 1991; Venkatesh & Morris, 2000). In the context of cyberbullying, girls that 

perceive a higher subjective norm of cyberbullying disapproval are more likely than boys to 

feel inhibited to bully online (Wong et al., 2015).  

H2b. Girls will show a higher decrease in the intention to engage in harassment when 

exposed to the message indicating others’ disapproval compared to boys. 

 

4.3 Harm for the receiver 

Since in CMC the receiver is invisible (Suler, 2004), the user cannot see the nonverbal 

reaction of the receiver. Empathy is reduced in CMC, because it is not possible to see the 

victim’s immediate emotional reaction (Mehari et al., 2014), leading to a lack of emotional 

understanding (Derks, Fischer, & Bos, 2008). A lack of perspective-taking (i.e. the ability of 
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a person to empathize with the situation of another person) and lower levels of both affective 

(i.e. the sharing of one’s emotional state) and cognitive (i.e. the ability to understand 

another's emotional state) empathy have been linked with aggression, bullying perpetration 

and cyber harassment (Ang & Goh, 2010; Eisenberg, Eggum, & Di Giunta, 2010; Schultze-

Krumbholz & Scheithauer, 2009). Furthermore, imagining how the other feels can produce 

empathy (Batson, Early, & Salvarani, 1997) and text messages can be used to increase 

empathic motivations (Konrath et al., 2015). This argues for reminding the harasser of the 

potential emotional impact of his/her message on the receiver.  

H3a. The intention to engage in harassment on SNS will decrease after being exposed to a 

message referring to the impact for the receiver. 

 

Individuals who demonstrate higher empathy are more capable of perspective-taking 

or imagining one others’ feelings. It has been shown that imagining how someone feels in a 

given situation triggers an empathic response enhancing prosocial and altruistic behavior 

(Batson et al., 1997; Eisenberg & Miller, 1987) and inhibiting aggressive and antisocial 

behavior (Miller & Eisenberg, 1988). Consequently, we expect that high-empathic 

individuals will be more prone to change their intention after exposure to a message that 

requires them to imagine one others’ feelings. 

H3b. Highly empathic people will show a higher decrease in the intention to engage in 

harassment on SNS after exposure to the message referring to the impact for the receiver, in 

comparison with low empathic people. 
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5. Methodology 

5.1 Study participants 

Study participants were 321 girls (59.1%) and boys (40.9%) between 15 and 16 years old 

(M age= 15.60, SD =.68). All participants were recruited from the fourth year of 6 secondary 

schools in Flanders (Dutch speaking part of Belgium) and all of them provided informed 

consent to participate in the study. 

 

5.2 Study design 

This study used a 4 level pre-test/post-test between-subjects design. The experimental design 

consisted of 4 conditions according to our hypotheses: 1) Message with parents as audience 

(1
st
 experimental condition), 2) Message with disapproval by others (2

nd
 experimental 

condition), 3) Message with receiver harm (3
rd

 experimental condition), 4) only time delay, 

without message (4
th

 experimental condition). In all conditions, a time delay was introduced 

by showing the message. This condition was included to test whether the effects are caused 

by the messages and not only because adolescents can rethink their harassing content because 

of the time delay. The participants were asked again about their intention, which introduced a 

mere time delay, without showing any message.  

 

As a scenario, we used a prevalent form of cyber harassment, slut-shaming (labeling 

someone as a whore for perceived sexual activity) (Tanenbaum, 2015). A fictitious but 

realistic scenario on an SNS, provoking slut-shaming, was shown to the participants. The 

scenario represents a situation on Facebook in which a girl, named Merel, posts a public 

status update revealing that her friend, named Hanna, has stolen her boyfriend. The 



12 
 

respondents were also told that Merel was a “friend” of theirs. Based on theoretical 

assumptions (Lippman & Campbell, 2014; Tanenbaum, 2015), we expected that Hanna could 

be penalized for violating gendered norms and for using a “provocative” profile picture, by 

being labeled as a slut. 

 

Pilot test 

This scenario was extensively tested in a pilot test among 54 adolescents in the second grade 

of 2 secondary schools. First, a scenario was shown to the participants in which they had to 

indicate their intention to comment ‘slut’ or ‘whore’ as a reaction on a rating scale from 1 to 

7. In this pilot test, for 26% of the participants the intention to harass was higher than 1. The 

results of the effect of the interfaces shown to the participants were indicating a reduction in 

intention, however this decrease was not significant because of the small sample size. 

Second, we inquired their opinion on the scenario with an open question. Some participants 

commented they would not interfere, as they didn’t know the person. Therefore, for the actual 

experiment we decided to reframe the scenario as if the girl was their friend. Next, the 

scenario was rated on a 7- point rating scale based on criteria such as perceived credibility 

(M= 4.31; SD=1.73) and realism (M=4.98; SD=1.85). 

Several profile pictures of girls were shown and participants were asked to rate the intention 

to post ‘slut’ or ‘whore’ as a reaction. In addition, several formulations of the reflective 

messages, based on theoretical assumptions, were rated on a scale to which degree they were 

perceived as convincing, effective, useless and annoying. Based on these results, we chose 

the three messages that were tested in this study. 

 

 

5.3 Research instrument and measures  
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This study received ethical approval of the University Ethical Committee. Secondary 

schools were contacted, we obtained consent of the school principals and informed parents 

about the study. They were given the opportunity to object the participation of their child. 

The experiment was organized in a computer classroom within the school. Participants 

logged into a web-based survey. First, they were introduced to the study, without mentioning 

the exact purpose of the study. It was stated that the study sought their opinion on common 

online interactions among adolescents. After giving informed consent, they were exposed to 

the scenario of Merel posting about Hanna stealing her boyfriend (see supra). Immediately 

following the scenario, participants were presented with several potential comments on this 

post, among which harassing comments aimed at Hanna (‘whore’ and ‘slut’), but also 

supportive comments (‘don’t mind Hanna’). Participants were asked to indicate how likely it 

would be that they react with the each of the comments (Pre intention). The intention was 

measured with a rating scale ranging from 1 to 7. If participants indicated to be “somewhat 

likely” up to “very likely” to post at least one of the harassing comments (score from 2 to 7), 

they were randomly exposed to one of the reflective messages or to the condition with a mere 

time delay. Each participant was exposed to only one message. In the first experimental 

condition with parents as potential audience, the message was the following: “The comment 

could be read by your parents and friend’s parents. Are you sure to post it?”. In the second 

experimental condition with disapproval by bystanders, this message was shown: “Many 

others disapprove this comment. Are you sure to post it?”. Thirdly, the message in the 

condition where the user is reminded about the harm for the receiver read: “This comment 

may be hurtful for the receiver. Are you sure to post it?”. 

Immediately following the message exposure or the time delay, participants were 

asked a second time to indicate their intention to engage in this behavior on a similar rating 

scale from 1 to 7 (Post intention). 
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Empathy was measured with the validated AMES scale (Vossen et al., 2015), using 8 items 

for both cognitive and affective empathy. The AMES scale has been shown to be a reliable 

and valid measure of empathy and sympathy in Dutch-speaking teens (Vossen et al., 2015). 

The cronbach's alpha in the present study was reliable (α = .795, M = 25.64, SD = 5.16).  

Behavioral inhibition system was assessed with the BIS scale of Carver & White 

(1994). The Dutch version of the BIS/BAS scales has adequate reliability and construct 

validity (Franken, Muris, & Rassin, 2005) and previous research has found this to be a 

reliable scale to use with Dutch-speaking adolescents (De Cock et al., 2016; Matton, 

Goossens, Braet, & Vervaet, 2013; Roose, Bijttebier, Claes, & Lilienfeld, 2011). The scale 

proved to be reliable in this study (α = .729, M = 19.73, SD = 4.16). 

In addition, participants were asked for their age, gender and education level.  

 

5.4 Data analysis 

Preliminary analyses confirmed that there were no significant differences between the 

participants in the experimental conditions in terms of gender, age, education type, pre-

intention to harass, and previous experience with slut-shaming (either as perpetrator or as a 

victim)  (.85 ≤ χ2 
≤ 20.53, all p >.05). 

In order to test for main effects, the mean score for the pre-intention versus the post-

intention in each condition are compared. Repeated measures ANOVA models were used to 

test the effects with time as a within-subjects factor (pre versus post). For all statistical tests, 

significance was tested using a 95% confidence interval. 

Differences in effect were assessed by calculating effect sizes for each message effect, to 

examine whether the effect differs for the conditions. We calculated the effect sizes by using 

the omega squared (ω
2
) as this is less biased than for instance the r

2
 (Field & Hole, 2003).  
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In order to analyze for the moderating effects, we first created subgroups such as 

high-versus low-empathic people and low BIS and high BIS. We used a median split to 

transform the continuous variable into a categorical one with two subgroups. There were no 

significant differences observed between the subgroups in regard with their pre-intention, 

both for the variable BIS (t
 
= 1.91; p >.05), as for empathy (t

 
= .693; p >.05). We entered the 

new categorical moderating variables as a between-subjects variable in our repeated measures 

ANOVA model to look for an interaction effect .  

 

6. Results 

In total, 48.6% of the participants (N=156) demonstrated an intention (with a score of 2 or 

higher) to post the comment ‘slut’ and consequently were randomly exposed either to one of  

the three reflective messages or to the condition with a mere time delay. 

Results indicate that in all conditions the intention to engage in cyber harassment 

decreased (See Figure 1 and Table 1). The first message, indicating parents as an audience, 

significantly reduced the mean intention to harass (F(1,43) = 33.32; p<.001; ω
2
 =.65). The 

second message, referring to the disapproval by others, significantly decreased one’s 

intention to harass (F(1,41) = 6.23; p=.017; ω
2 

= .33). The third message, reminding the user 

about the potential harmful impact, also led to a significant reduction in intention (F(1,38)= 

17.28; p<.001; ω
2= 

.54). Finally, the adolescents who were exposed to a mere time delay, 

showed a significant decrease in intention to harass as well (F(1,35) = 9.55; p=.004; ω
2
 = 

.44). All effect sizes are large effects since an omega squared value above 0.14 is considered 

a large effect (Field & Hole, 2003). The highest decrease in the mean intention was found for 

the message using parents as a potential audience (from M = 3.68 to M = 2.57), followed by 

the condition with the mere time delay (M = 3.67 to M = 2.67). The lowest decrease in mean 

intention was found for the condition in which the message indicates the disapproval by 
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bystanders (from M = 3.33 to M = 2.71). See further in Table 1 for the difference scores of 

the four experimental conditions. 

When testing these effects for only the group of participants that indicated an intentional 

score higher than 3, and even from 4, to post such comment, all effects remained significant. 

 

Figure 1 

Means for pre- and post- intention scores 

 

 

Table 1 

Descriptive statistics: Means and standard deviations by experimental condition 

 

          

  Pre-intention Post-intention Difference Score 

Experimental condition N M (SD) 

 
M (SD)  

Parents as potential audience 44 3.68 (1.67) 2.57 (1.87) 1.11 

Disapproval by bystanders 42 3.33 (1.62) 2.71 (2.11) .62 

Receiver’s harm  39 3.03 (1.71) 2.21 (1.58) .82 

Mere time delay 36 3.67 (1.97) 2.67 (2.01) 1.00 

 

 

 

 

Table 2 

Repeated Measures ANOVA 
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Experimental condition df MSE  
(Mean Standard 

Error) 

F ω
2
 

Parents as potential audience 1 0.82 33.32*** .65 

Disapproval by others 1 1.29 6.23* .33 

Receiver’s harm  1 0.76 17.28*** .54 

Mere time delay 1 1.89 9.55** .44 

*p < .05, **p < .01, ***p < .001 

 

In regard with moderating effects, we found that adolescents with a low behavioral 

inhibition, demonstrated a significantly (p =.019) lower decrease in their intention after 

exposure (M =.79) to the message (parents as audience), than those with high behavioral 

inhibition levels (M =1.73). Thereby, our hypothesis (H1b) was confirmed. There was no 

significant difference in the decreased intention between girls and boys, after exposure to the 

message with other’s approval (p=1.0). For the variable of empathy, too, no significant 

difference was found in the changed intention after exposure to the message indicating the 

receivers’ harm (p=.97).  

 

7. Discussion 

Since adolescents are increasingly involved with SNS and cyber harassment is prevalent 

on these sites among adolescents (Lenhart et al., 2013), there is an urgent need to find new 

ways to create more self-control for harassers in order to curb their harassing comments. We 

proposed a technology and in particular interfaces showing reflective messages as a strategy 

to address this problem. This study tested the effect of three different types of reflective 

messages using an experimental design. Findings indicate that after exposure to a message, 

for all conditions, a significant reduction in the intention to harass was observed. This study 

shows that reflective technology is potentially a substantial way forward to achieve a 
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reduction in harassment on SNS. Important to note is that the same effect of decreasing 

harassment was found for a mere time delay, suggesting the relevance of curbing the 

impulsivity and increasing self-control. In a sense, online risky behavior and cyber 

harassment can be seen as a consequence of low self-control and a need for immediate 

gratification for the desire of harassing someone (Bossler & Holt, 2010). Delaying this 

gratification with a time out might be therefore effective in decreasing impulsive actions. 

Similarly, in a previous study, a timer cue, designed to encourage users to stop and think, so 

as to avoid online disclosure that would threaten their privacy, was found helpful in 

reconsidering their posts (Wang et al., 2013). However, a mere time delay may annoy the 

user when they have to wait until time expires and comes at the cost of delaying every post 

(Wang et al., 2013). Therefore these messages may be a good alternative to vary and prompt 

users to reflect. 

 

The content of the reflective message can be tailored based on people’s characteristics. In 

this regard, we can look at which effects are strongest for which groups. The highest effect 

was found for the message that notified the adolescent about parents as a potential audience 

of the harassing publicly visible comment. This may be related to their fear of parents as 

readers (Marwick & boyd, 2011; Oolo & Siibak, 2013). Adolescents are worried about their 

online privacy for mostly their parents (boyd, 2014). However, in terms of desirability, it may 

be the least favorite message, as it may be perceived as too patronizing. This might remind 

the adolescents of being monitored which interferes with the child’s right on autonomy and 

freedom (United Nations, 1989). 

 

For adolescents with high levels of behavioral inhibition, the effect of this message was 

stronger than for those low in behavioral inhibition. Since these individuals are more 
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sensitive for cues that signal punishment, they may fear sanctions from their parents when 

they would read the post. Studies confirm that for cyberbullying, often adolescents prefer to 

hide this event for their parents because of fear for sanctions or more discipline (Hoff & 

Mitchell, 2009; Mishna, Saini, & Solomon, 2009). Age may be another important factor in 

determining the effectiveness of this message, as the youngest adolescents might be more 

susceptible for this. More different age groups should be involved in future research. 

 

The message indicating disapproval by others had the least strong effect. This weaker 

effect may be due to the lack of specification of the “others” that would disapprove the 

behavior in the tested message. Injunctive norms are dependent on significant others and it 

was found that the effect differs depending on behavior-specific important others (i.e. those 

having greater influence on specific behaviors) (Trafimow & Fishbein, 1994). Furthermore, 

reflective messages could communicate simultaneously descriptive norms (i.e. what others 

do). Dolan and colleagues (2012) argue that if the norm is desirable, informing that other 

people display conformity with that norm can be effective. Moreover, Fishbein argues in his 

integrative model of behavioral prediction (Fishbein & Yzer, 2003) that both injunctive and 

descriptive norms execute normative influence in attitude - behavior relations and should be 

modelled together.  

 

In future research, reflective messages can be applied and tested for other situations 

such as in regard with online risk behavior (e.g., posting provocative pictures). In this 

context, other messages may be relevant, such as reminding the user about the number of 

people that would be able to see the post, as often social media users underestimate how 

many friends they reach by a factor of four (Bernstein et al., 2013). This was also proposed 

by Jones (2012), in regard with cyberbullying. Nevertheless, unintended (and undesirable) 
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effects of reflective messages may occur. In the case of cyberbullying, for instance, 

perpetrators may be even more motivated to post their harmful content when they know that 

many people will see their post.  

 

Limitations of this study include the use of an experimental design. Effects could have 

been better tested in a real setting, however practical constraints did not allow us to test it as 

such. The established effects may have been socially desirable answers. Nevertheless, 

measures were taken to avoid this such as not explicitly informing the participants about the 

exact purpose of the study and using a between-subjects design. 

The messages used in this study may have required too much cognitive effort from the 

participants. More subtle messages that can be easily processed should be tested, using more 

intuitive judgment processes (Greene & Haidt, 2002).  

Finally, the scenarios were non-interactive, since respondents were not able to actually post 

something but were given possible response options.  

 

To conclude, the applicability of these interfaces needs further elaboration. When a 

user is repeatedly exposed to such messages, this may cause annoyance, and might be 

perceived intrusive and privacy invading. Other options to provide these interfaces can be 

explored, such as for new users, providing them with interfaces for a short period of time, 

sufficient in duration though to train the users in controlling impulsive posts. Studies can be 

conducted to understand users’ experiences by measuring emotions and reactions when 

adolescents are targeted by these messages, in order to optimize the user experience when 

exposed to these messages. 
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