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Abstract

Background and Objective: In this paper we propose to include an intelligent tutoring

system (ITS) within a magnetic resonance (MR) simulator that has been developed in

house. With this, we intend to measure the impact, in terms of user experience, of

including an ITS in our simulator.

Methods: We thoroughly describe the integration procedure and we have tested the

benefits of this integration by means of two actual educational experiences, with one

of them using the simulator as a standalone tool, and the other with the joint use of

simulator+ITS. The experiences have consisted of two online courses with a number

of students around 180 in both of them, where measurements of usability, perceived

utility and likelihood to recommend were collected.

Results: We have observed that the three measurements improved noticeably in

the second course with respect to the first one. In addition, quantitative measurements

are complemented with comments in free text format directly provided by the students.

Results have provided evidence on the benefits of integrating an ITS in terms of quanti-

tative user experience, as well as qualitative comparative comments directly by students

of both courses.

Conclusions:
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This is the first time that an ITS is used within the scope of MR simulation for

training purposes. Benefits of integrating an ITS within an MR simulator have been

evaluated in terms of user experience, with satisfactory comparative results.

Keywords: Magnetic Resonance Imaging MRI, Simulator System, Medical

training/educational tool, ITS, Radiographers training

1. Introduction

Magnetic Resonance (MR) Imaging (MRI) is one of the most powerful medical

imaging modalities available today; its rich contrast in soft tissue as well as its tremen-

dous versatility make it the preferred technique in many clinical situations. However,

operating a MRI scanner is not an easy task and several factors contribute to these dif-

ficulties. First, the fundamentals of MRI lie on advanced concepts of nuclear physics,

electromagnetism and signal processing; second, MRI acquisition heavily depends on

a large number of parameters, which should be fine-tuned for optimal quality and,

specifically, to avoid the onset of artifacts. Furthermore, clinical demands and high

costs imply extensive scanner use, so hands-on sessions for practitioners can hardly be

afforded.

Being this the case, the development of computerized simulators for training in

MRI seems a solid educational alternative. If properly designed and implemented, such

simulators would provide a deeper understanding of the elements involved, as well as

extensive practicing opportunities for trainees prior, or in addition, to the interaction

with a real scanner. Accordingly, a number of MRI simulators have been proposed

in the literature, some examples of which are [1–13]. Leaving aside a discussion on

which of the simulators mentioned above is more appropriate as a general purpose ed-

ucational tool in MRI, a key question in this field that remains formally unanswered is

how to quantify the actual usefulness of such a simulator in an actual classroom expe-

rience, i.e., whether the inclusion of a simulator in the learning methodology improves

educational results. We have recently contributed to this field by designing and devel-

oping an in-house simulation tool [14] and quantifying this improvement; our evidence

provides a positive answer to this question [15].
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However, the observation of the educational experiences with our simulator indi-

cates that learning MRI is intrinsically complex, so any additional guidance that the

students could be provided with would be very much valuable. This additional guid-

ance can be offered in a number of ways, such as audiovisual material, exercises to

be executed and the like. Actually, the incorporation of an intelligent tutoring system

(ITS) in an MR educational simulator would imply a major breakthrough for trainees

learning support.

In the education community, usage of technology in tutoring activities has a long

record. The system called SCHOLAR [16] traces back to 1970, and it was employed

in South Africa to help students learn Geography. The term Intelligent Tutoring System

(ITS) was coined in 1982 [17], and it was defined as the application of artificial intel-

ligence techniques to the adaptive execution of tutorial and learning activities. Since

then, the field has been quite active, probably spurred by many factors such as their

success in educational experiences and the ever growing capabilities of both hardware

and software.

In this paper our contribution is twofold, namely, both technological and educa-

tional; as for the former, we have satisfactorily included an ITS within our simulator,

and the details of this inclusion will be provided. The interested reader will find in

the paper sufficient information to carry out a similar adaptation of a well-known ITS

toolkit to their specific application domain with no alteration of the code of any of

them. To the best of our knowledge, this is the first MR simulator that incorporates an

ITS. As for the latter, albeit preliminarily, we have quantified the impact of this inclu-

sion by means of several well-known measures of user experience directly calculated

from the information provided by the students of an on-line course recently given for

Spanish-speaking radiographers; this course has been certified by an external organism

(see Section 3.3.1 for details). The figures obtained indicate that the ITS is indeed an

amenable tool that increases students satisfaction about the simulator, as quantified by

the three parameters we have measured, namely, usability, perceived utility and likeli-

hood to recommend.

The paper is structured as follows: Section 2 provides an overview of related work

in terms of ITSs used in different educational application domains. Section 3 describes
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materials and methods. Specifically, section 3.1 provides and overview of the MR sim-

ulator. Then, we describe how the integration of the ITS with our simulator is carried

out. This is done in section 3.2; this section starts with a justification of the need of

tools that facilitate the process of ITS design and development and we further explore

the tool we have chosen for our integration; the motivation for our selection is also in-

cluded (subsection 3.2.1); this is followed by respective subsections on analysis, design

and implementation. The section concludes with two examples of use to illustrate the

ITS from a perspective of both the expert and the student (section 3.2.5). Section 3.3 is

dedicated to the evaluation of the student experience; this section is divided in two sub-

sections, respectively dedicated to describe the two educational experiences in which

the simulator has been used and the measurement instrument. Results are described in

Section 4, which are then discussed in Section 5. Concluding remarks as well as future

work are summarized in Section 6. Finally, the paper includes a section with supple-

mentary material, in which we provide some pieces of code that can help the interested

reader understand in detail some software solutions.

2. Related Work

As stated in the previous section, the onset of ITS took place in 1970 while the

name itself was established twelve years later. Since then, ITSs have been proposed for

very different application domains, such as military environments, with BILAT [18],

Helicopter PilotUS [19] or Tactical Action Officer [20]. Many other civilian domains

have been explored, such as helping children to learn how to read, with the Project Lis-

ten [21], mathematical applications, with the Cognitive Tutor Algebra I [22] or Wayang

Outpost [23], applications in physics with Andes [24] or even an application in micro-

biology with Crystal Island [25] that makes use of three dimensional environments and

game-based learning applied to that discipline.

As of today, a recent review [26] summarizes the landscape in this field in the

interval between 2007 and 2017; 53 papers are surveyed. Most of them (≈ 38%)

focus on computer applications while there is a tie between health/medical and math-

related topics (≈ 15%). ITSs are indeed shown to be effective, with results very much
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comparable with human tutors [27] or even higher [28] than groupwise human-based

instruction, non ITS computer-based education and text and exercise books.

Some examples close to the topic we deal with in this paper are the following: a

simulator of virtual anesthesia is described in [29]. It is clearly oriented to medical

personnel. In a later publication [30], the authors evaluate the decisions made by the

system, how information is handled and how tutor adaptation to each student profile is

carried out. Another medical ITS is described in [31]; in this case, the system intends

to provide advice to develop skills for clinical assessment and decision making. The

authors evaluated student skills after a training period where students received advice

either from human experts or from an ITS. Results showed very similar grades (4.2

and 4.4 respectively in a 5-point scale) with one or the other modality. As for learning

of computer applications, [33] describes a massive experiment (1500 students) with an

on-line platform to teach how to use Microsoft Excel and PowerPoint. Results reported

showed a 26% grade increase with respect to those students that did not use the adaptive

ITS.

However, despite the concern of the educational community in educational plat-

forms where images play a key role [32], the field of educational MR simulation

seems unexplored as far as ITS technology is concerned.

3. Materials and Methods

3.1. The MRI Simulator

We have designed and implemented an MRI simulator intended for educational pur-

poses, where the main targeted audience is the community of MR radiographers (tech-

nologists) although the tool has been satisfactorily employed in two on-line courses

with different student backgrounds (see details in section 3.3.1). In this section we pro-

vide a brief overview on the simulator, aimed at making the paper self-contained. The

reader is referred to [14] for further details.

3.1.1. Main features

The system is grounded on two non-functional requirements, namely, (a) short sim-

ulation times are mandatory so that action/reaction is possible in acceptable times for an
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educational session; (b) the simulator should be of easy access/installation and should

be able to work on a wide range of platforms.

The simulator, on the other side, resembles an actual (albeit vendor-independent)

MR console and the operator is allowed to carry out the customary actions made by

radiographers in their daily practice. These include:

• Entering patient information, patient positioning and coil selection.

• Creating protocols as a series of customary sequences.

• Basic acquisition parameter tuning, such as TE (echo time), TR (repetition time)

and, where applicable, IR (inversion time), flip angle, ETL (echo train length)

and others.

• Geometrical planning, which includes slice orientation, FOV (field of view) de-

termination, slice thickness, slice separation and selection of phase/frequency

encoding directions.

In the simulator it is also possible to activate/deactivate the presence of image arti-

facts as well as to define different user profiles (administrator/teacher/student). Hence,

the tools allows the users both to carry out tasks customarily executed by MR tech-

nologists but also to practice on the influence of MR parameters in the final image

quality.

3.1.2. Architecture and implementation

Based on the foregoing requirements, we have opted for a simple simulation model,

consisting in evaluating mathematical expressions of well-known sequences which are

then corrupted with artifacts; k-space access is needed to this end. Rigorous solutions

of Bloch equations [34] have been avoided for interactivity issues. As for ease of access

and installation, we have opted for a Web-based application.

The system has been designed with a client-server architecture; the server, follows

a service-oriented architecture (SOA), where services are depicted in figure 1. The sim-

ulation service (Figure 1) uses the simple object access protocol (SOAP) given the need

to exchange requests and responses with the client. The rest of the services expose a
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Figure 1: Generic architecture of the simulator consisting of several services that, in our deployment, run in
one SOA server.

representational state transfer (REST) application program interface (API). The server

has been programmed in Python using the Django framework [35]. Simulations are

performed using C++ and the ITK library; interaction with Python is achieved through

a wrapper.

On the client side, the interface has a component-oriented design, where each in-

terface element consists of one or several components that follow the Model - View -

ViewModel (MVVM) pattern [36]. The graphical user interface (GUI) has been imple-

mented with AngularJS.

3.1.3. Graphical User Interface

The main interface is shown in Figure 2, where the user needs to: enter patient

information (Figure 2-b); select patient position and coil (Figure 2-d); when this action

is taken, the icon in 2-c will vary accordingly; select a protocol from a menu that pops

when the protocol button is clicked (Figure 2-e). Once selected, the protocol is loaded

in Figure 2-i; this panel contains the information of each of the pulse sequences that

make up a certain protocol.

As a rule, for each sequence the user should select the relevant parameters through

panels e, j, k, l, m in Figure 2, and then carry out the appropriate geometrical planning

(see Figure 5c). Finally, the scan button should be pressed (Figure 2-n). At this moment
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Figure 2: Simulator main interface. Superimposed letters are used to guide the explanation in the main text.

the data of the interface (i.e. the client) is sent to the server, which will carry out the

simulation and return a volume for its visualization in panel in Figure 2-g. A more

detailed visualization can be obtained by pressing the button in Figure 2-h; this action

opens another panel where the image is represented with higher resolution.

Some other panels offer additional functionality; this is the case of 2-e, where imag-

ing options such as a no phase wrap acquisition or a shimming procedure can be se-

lected.

Finally, following the requirements enumerated in section 3.1.1, we have included a

panel to activate/deactivate different image artifacts, to select different hardware prop-

erties (field strength or field inhomogeneity, for instance), and to choose a specific case

to be simulated (different anatomical regions and/or different pathologies). Most of

these utilities are accessible using the buttons in the panel in Figure 2-a.

3.2. Integration of an ITS in the MRI simulator

3.2.1. CTAT

As indicated in the introduction, ITSs have a long tradition and have been used in

different educational experiences with satisfactory results. Different experiments have

quantified their relative efficiency with respect to other more traditional educational

methodologies; as a consequence of their success, a large number of papers have been
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published in this area in the last ten years. Nevertheless, as referred to above, we are

not aware that an ITS has ever been integrated in an MR educational tool.

The design and implementation of an ITS, however, are not easy tasks, since they

require deep knowledge of two application domains, namely, psychopedagogy and

computer science. Actually, estimates between 200 [37] and 300 hours [38] of tech-

nical effort per hour of instruction have been reported. Consequently, a number of

authoring tools (AT) have been developed to alleviate this intricate tutoring building

process. Some of these tools are ASPIRE [39], CTAT [40], xPST [41], ASTUS [42],

AutoTutor [43], SitPed [44] or GIFT [45], to mention a few.

In this paper we have selected CTAT; this ITS consists of a set of tools that allow the

designer to carry out an ITS that stems from a rule-based cognitive model, i.e., an ITS

that is grounded on a number of rules that students should follow in order to carry out a

predefined task [46]. More specifically, CTAT provides an easy way to create a model

tracing ITS, i.e., the model traces the interaction of the learner with the system and,

by evaluating the defined rules, the ITS follows the learners progression and is thus

capable of suggesting the student the next step to follow, to show a demo or to provide

further feedback. As can be inferred, such an ITS would fit in well-defined problems,

where the solution space is somewhat limited. This is the case for MR acquisition,

where the radiographer faces a number of alternatives in order to maximize image

quality and to minimize acquisition time. Consequently, the ITS typology that CTAT

provides suits our requirements. In addition, this toolkit permits a low coupling degree

between our interface and the ITS itself. Since we have decided to incorporate an

ITS to our [already existing] simulation tool, we have to select an AT that allows us

to easily connect its components with those of the simulator; moreover, this toolkit is

well documented and provides support for execution in a Web browser.

3.2.2. Analysis

As previously stated, our objective is to integrate CTAT within our simulation tool;

the integration should take place on the client side. This integration will be designed to

comply with a number of functional and non-functional requirements. As for the latter:

1. The ITS should not affect regular simulator performance and should hardly affect
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its efficiency.

2. Development of the ITS and the simulator should be independent of each other.

These two requirements seem quite obvious since the ITS is intended to help the

students, so the simulator interactivity should be maintained to comply with its own

non-functional requirements (as stated in section 3.1.1); otherwise, the ITS itself may

prevent students from using the simulator, a consequence that would make this effort

worthless. In addition, the simulator is an going project so additional functionality may

be incorporated in the simulator at any time; hence, the ITS should not be an obstacle

for simulator improvement.

As for the functional requirements:

1. Components to be registered by the ITS should be selectable.

2. The ITS should only be active when it is specifically demanded.

3. Topics and specific exercises within the topics should be selectable; the problem

statement should be available to the student at any time.

This first requirement allows the expert to create the exercise; for a particular ex-

ercise not all the simulator parameters are of interest, but those targeted by the expert,

which should be selected to provide appropriate feedback during the exercise execu-

tion. In addition, the ITS should only be available when it is specifically invoked, i.e.,

the simulator may or may not be used with the ITS at expert will, depending of the

exercise to be carried out or, complementarily, to the skills of the targeted audience.

Compliance with the third requirement allows instructors to organize their learning ac-

tivities for better overall comprehension of the course. Needless to say, the appropriate

reading material should be at disposal of the student for exercise completion.

3.2.3. Design

Figure 3 provides an overview of the solution we propose; this figure is an adapted

version of Figure 6 in [47]; in our case, the simulator plays the role of the student
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Figure 3: Schematic solution proposed to integrate CTAT with an existing simulation tool.

simulator in [47] and the key of the method is the intermediate layer (labelled as Inter-

face with CTAT) that should be able to handle the communication between the CTAT

Behavior Recorder, the tutoring services and our simulator.

The CTAT Behavior Recorder is a tool that provides support to the expert to create

an exercise, where each step expected from the student is defined and a state diagram,

together with associated transitions, is created to mimic the step sequence that the stu-

dent should follow. This sequence is accompanied by a number of messages (referred

to as feedback or hints). The sequences then translates to the Behavior Recorder Graph

(BRD), which is an XML file that fully defines the problem, the solution and the mes-

sages to be provided. CTAT also incorporates a module that carries out the tutoring

activities themselves (referred to as Tutoring Service in the figure); this module, to

put it short, monitors the interface used by the student and decides the actions to take

after each student step. The actions may vary from changing the colors of some ele-

ments in the interface as a result of the student interaction (say, green for correct, red

for incorrect or yellow to highlight some areas of the interface) or showing messages

in the informative panel. These actions are carried out by the tutor engine out of the

information in the BRD and the steps that the student takes.

CTAT runs in a two-step procedure; the first stage is an initialization process where

all the components that CTAT will use are created. This early component creation

poses some difficulties for registering dynamic components; we will come back to this

issue later on. Next stage has to do with the problem itself either as in Authoring mode
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or as in Resolution mode. In the former, the problem is designed by the expert and

we may in turn split it in three phases, namely, (a) definition of initial state, (b) BRD

creation and (c) model testing. As for the latter, i.e., the mode used by students, the

components send and receive information concerning the ITS.

The solution proposed in Figure 3 allows the simulator and the ITS to run in par-

allel and interactions are limited to information exchange. Consequently, the two non-

functional requirements are per-se satisfied as long as the information overhead does

not give rise to an unmanageable burden. Specifically, the interface module between

our simulator and CTAT is created by means of the two following actions:

1. To create a procedure to share variables among the CTAT components as well as

to provide tools that the programmer may use to configure, initialize and track

CTAT.

2. To create a procedure to override the functionality of some CTAT components

so that they behave as we expect in our simulator. This override may be done

dynamically despite CTAT components are loaded at an early execution stage.

Consequently, the interface elements have to know the state of the ITS as well as ad-

ditional related details; they are summarized in a number or parameters that should be

available to all. How this is actually carried out depends on the functionality provided

by the framework that the programmer may use. The next section provides additional

information on our implementation.

Overall, complying with the two functional requirements related to selectable com-

ponents is a matter of simulator interface as well as of passing this information to

CTAT. As for either to activate or not the ITS, we have set two URLs, one for the

ITS+simulator and the other for the simulator in isolation.

3.2.4. Implementation Details

With respect to the CTAT early component creation, it is the programmer task to

guarantee that CTAT components carry out the appropriate functionality related to the

simulator, i.e., to achieve that the effect of the ITS is that expected by the simulator.

Therefore, two actions are mandatory: (a) the component load ordering should be such
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that guarantees the correct CTAT functionality; in our case, since we have used An-

gularJS as the framework on which the simulator is built, these components should be

loaded prior to the CTAT loading; (b) before CTAT is loaded, the overall system has

to know whether CTAT is loaded in Authoring mode or in Resolution mode. For the

former, each of the three possible phases described in Section 3.2.3 should be taken in

consideration.

If CTAT starts in Authoring mode, the CTAT Behavior Recorder must be initialized,

then the simulator is launched and communication between both should exist. If this

is the case, the initial state must be defined. To this end, the main components of

the simulator, together with the presence or absence of artifacts, are to be set. Then,

the components to be registered in CTAT must be selected; when CTAT is invoked,

those components should be visible. Next step is BRD creation; this translates itself

into a normal simulation exercise, the steps of which are simultaneously registered

by the CTAT Behavior Recorder although limited to the selected components. These

components are created by means of AngularJS directives.

Dynamic components are frequent in our simulator and this collides with the policy

of early creation on which CTAT is grounded. Specifically, CTAT assumes that all its

components are defined before the function initTutor() is invoked. CTAT, to this

end, proposes an ad-hoc solution for dynamic components which, put it short, consists

in overriding the function to make it global and to invoke it once all the components

to be registered have been generated. In our case, using AngularJS directives, compo-

nents are handled naturally, regardless of their static or dynamic character. Additional

explanations on specific code are provided as supplementary material; although we de-

scribe an AngularJS implementation, the reader may adapt these particular examples

to their specificities.

As for the problem statement, we will use one of the panels shown in Figure 2;

specifically, panel a), which is where the main administrative functionality is located,

seems the right place. Needless to say, the panel should sense whether the ITS is active

to show/hide the problem statement accordingly.
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3.2.5. Examples of use

Authoring mode. Figure 4 shows an example of how a problem is created in our simu-

lator. First, the initial state should be set (Figure 4a); to this end, we should determine

the artifacts that will contaminate our acquisition (Figure 4a-1) as well as the com-

ponents to be registered (Figure 4a-2). Assume that this example is related to getting

some sort of contrast in MR. Accordingly, the parameters to be registered should be

TE and TR (see the tick marks in the figure). BRD creation is the next step to take (see

Figure 4a-3). To this end, we switch to Demonstrate and then we are prompted to set a

name to the problem with the initial state just defined (Figure 4a-4)); for this example,

we will use the name T1 Contrast. The variables that have been modified in the initial

state they now show up as registered variables on the right hand side of the figure. The

BRD is created by sequentially executing steps in the simulator (Figure 4b); as these

steps are taken, the CTAT Behavior Recorder generates the diagram; in this case, the

steps consists in entering patient personal data.

Resolution mode. Figure 5 shows the GUI associated to the simulator when the ITS is

active; as can be seen in the banner on the left hand side of figure 5a (pointed by the

red arrow), an option to select is labelled as Exp. Tutor; if this option is selected, the

panel shown in figure 5b is shown by the application; this panel is used by the student

to select both the course of interest amongst those available and the precise exercise in

that course. After pressing the Begin button, a new panel is shown, so both the problem

statement as well as additional graphical support can be provided (see Figure 5c). This

figure also shows the ITS panel (labelled as Tutor dialog box); this is used by the ITS

to provide messages to the student as the problem is executed.

Figure 6 shows an example of the ITS feedback. Figure 6a shows an incorrect

entry to the particular field (in this case, Id) as well as the correct answer. The former is

written in red while the latter uses green color. Other feedback (not shown in the figure)

may be provided in yellow, indicating the student the next part of the GUI to work on.

Figure 6b shows text feedback provided by the ITS on the Tutor dialog box. For the

example, this the result of clicking on the button labelled as Hint. Complementarily, if

a mistake is committed by the student, the ITS will prompt messages on that panel for
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(a) Definition of initial state

(b) Graphical definition of student expected be-
havior

Figure 4: Creation of a problem with CTAT.

guidance.

3.3. Evaluation of user experience

In this section we provide the details on how we have measured the impact, in terms

of user experience, of including an ITS in our simulator. To this end, we have gathered

together the results we have collected in two actual educational experiences, carried out

in 2018 and 2019 respectively. In the former, the simulator was used as a standalone

tool; in the latter, the simulator was complemented with the ITS. Comparative results

will provide us with conclusions on the inclusion of the ITS in our simulator as for
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(a) GUI as seen by the student with ITS active

(b) Panel selector of exercise to be tutored.

(c) Panels of problem statement (center) and ITS message (upper rightmost corner).

Figure 5: Creation of a problem with CTAT.
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(a) Color-coded feedback

(b) Message feedback

Figure 6: Examples of CTAT feedback

usability, perceived utility and likelihood to recommend.

3.3.1. Educational experiences

As previously stated, the simulator has been used in two experiences. Details fol-

low:

1. On-line course in 2018: an eight week on-line course starting April 30th, 2018,

with estimated dedication of 5-6 hours per week. The number of students was

179, with 72.1% radiologists, 21.2% radiographers (the rest were engineers and

other profiles). Students were asked about general computer skills and 51% an-

swered “basic”, 42.3% “intermediate” and 6.7% were self considered as “ad-

vanced”. It was intended as an introductory course on fundamentals of magnetic

resonance imaging and acquisition. The students were provided with several

videotutorials on MR background, where both technological and clinical per-

spectives were provided; instructors had either an engineering or a radiological

background. The students also had access to several simple interactive in-house

web applications that graphically illustrated additional concepts (resolution as a

function of k-space excursion, k space filling order and translation into image

space, to mention two of them). Then, the students were provided with some

exercises to be accomplished with the simulator. Each week concluded with a

test to monitor student progress.

2. On-line course in 2019: Similar characteristics as the 2018 course, although the

estimated dedication increased to 6-7 hours per week to give more emphasis to
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the simulator role; this decision was made after reading students suggestions at

the end of the 2018 course (the most relevant of which are shown in Table 2).

The number of students was 180. Professional profile percentages were now

46% radiologists, 45.5% radiographers. About computer skills, 42% answered

“basic”, 51% “intermediate” and 7% were self considered as “advanced”. In this

course, the ITS was provided as an optional tool and those who made use of it

were kindly asked to fill a similar questionnaire to that given in the previous ex-

perience. The course edition was approved by the Spanish Medical Professional

Accreditation Council for CPD/CME1. integrated in the European Accreditation

Council for CME. We estimate that the simulator was used at least for one third

of the overall expected dedication time to the course.

3.3.2. Measurement instrument

The measurement instrument used to account for user experience in the two exper-

iments consists of three elements, namely:

• SUS: This measure has become nowadays one of the most popular questionnaries

to evalute usability [48]. According to [49], the test consists of ten questions

where each has five possible answers, ranging from “totally agree” to “totally

disagree”. The maximum score achievable is 100. In addition, two subscales

have been identified [50], so measures of learnability (questions 4 and 10) and

usability (the rest of the 10 questions) can be obtained.

• Perceived utility: the questionnaire consists of two questions, namely: Q1) “Has

the simulator been useful to learn about the principles of magnetic resonance?”;

Q2) “Has the simulator been useful to learn about magnetic resonance acquisi-

tion?”. The same five answers as before could be selected.

• LTR: likelihood to recommend, a score obtained after the question: “Would you

recommend other potentially interested people to use our simulator to learn about

1CPD: continuous professional development; CME: continuous medical education
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the principles and acquisition of magnetic resonance? The same five answers as

in SUS could be responded and, therefore, the maximum score would be 5 points.

As for the 2019 course, questions were referred to the joint use of the simulator and

the ITS. In both experiences, students were informed that they could choose whether or

not to take part of the experiments and all the results that will be provided in subsequent

sections come from students who explicitly volunteered to being part of our study.

Information was anonymized before any data analysis procedure took place.

4. Results

116 (65%) responses were collected from the first on line course and 27 (15%) from

the second experience; we should remind that for the second experience only those who

volunteered both to use the ITS and to answer the questions have been reported; this is

the reason why the number of collected responses is considerably lower. In any case,

SUS results are considered stable if the number of participants exceeds 12 [51], which

is the case for the two experiments.

SUS and LTR results are shown in Table 1. Perceived utility is represented in

Figure 7.

Table 1: Results of SUS and LTR.

2018 on line course 2019 on line course

SUS
Global 55.86 68.33

Usability 59.78 68.75

Learnability 40.19 66.66

LTR 3.65 4.15

We have also collected the most relevant comments provided by the students in free

text format. Table 2 shows this student feedback.

5. Discussion

From the first column of Table 1, SUS results are considered as “OK” according to

[52]. If we now concentrate on the second column of the table —recall that this column

incorporates CTAT— SUS results provide a non negligible increase, and we are now on
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Figure 7: Results of Perceived utility.

the threshold for category “Good” [52]. This improvement seems quite meaningful if

we bear in mind the inherent complexity that the MR equipment has; an MR simulator

cannot artificially simplify the GUI to make it more usable than actual consoles are,

but our results show that the inclusion of an ITS makes the joint system more usable.

If we now look deeper into the two subscales, learnability is lower than usability,

which suggests that learning how to use the tool is a limiting factor in the overall

SUS. But, as indicated, if learning of MR acquisition was simple, no tools would be

needed. We should stress, however, that the incorporation of the ITS gives rise to a

clear increase in learnability, which is quite a positive effect since the simulator has

been designed to closely resemble an actual MR console.

Results of perceived utility show an obvious improvement as well; specifically, the

bars in Figure 7 show that 90% of the students have provided an answer in the two

higher most categories for Q1 and Q2 in the 2019 course while the bars in the 2018

course do not reach 60%. Therefore, students have a feeling that the simulator with the

ITS has had a positive impact in their learning experience. This seems coherent with

the findings reported elsewhere about the benefits of using ITSs in learning experiments

(recall Section 2).

The improvements we have observed in the figures of usability, learnability and

perceived utility give rise to an increase as well in the LTR. Those quantitative results
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2018 course edition
Strengths Weaknesses

1 The simulator is a very valuable tool ... ...that has not been correctly integrated in the
course.

2 I would add more exercises to be accomplished
with the simulator

3 There should be a higher number of exercises to be
solved with the simulator.

4 I would be very interesting to integrate more the
simulator with the explained concepts.

5 The simulator is a great tool, nice achievement.
6 In my opinion [the course] should focus on image

acquisition, the right way to do it; good geometric
planning and many more exercises with the sim-
ulator (which was not easy to use since I did not
get any acquisition and it was not excessively intu-
itive).

7 The simulator should be improved since it is a bit
slow and that is why I did not use use it much, in
this part I would put more practice.

2019 course edition
Strengths Weaknesses

1 I would like to keep on using the simulator when
the course is over. It is of great help! Thank you.

2 It is a very practical program ... ...but it takes a number of improvements to be
more efficient when it comes to provide sugges-
tions about exercise execution.

3 I think it is something incredible and wonderful.
When I was a student I wish I had had a tool like
the simulator and the ITS

4 I think it is very useful to put in practice the ac-
quired knowledge. I think this tool is of great value
for learning.

It would be good to have more cases of this type at
disposal.

5 The simulator is great, I never thought something
like this could be done.

But I miss somebody that I comment with whether
I am doing correctly or to solve doubts. I am sure
there is, but I am not very familiar with new tech-
nologies and it is hard.

Table 2: Student comments in free text format. Translation into English of the original message set as is was
carried out.

seem perfectly aligned with the comments provided by the students in Table 2; a simple

overview reflects many more entries in the Strengths column in the lower half of the

table (reflecting comments from the 2019 course) with respect to those in the upper

half (from the 2018 course).

This being said, we also understand that the comments in the table suggest different

ways for improvement, both directly related to the simulator and how the simulator is

used in the course.

Overall, our evidence indicates a feeling of satisfaction with the simulator when an

ITS is included, despite further effort has to be done for additional improvement.
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6. Conclusions

In this paper we have proposed the inclusion of an ITS in an MR simulator designed

and implemented with educational purposes. We have provided details of the simulator

itself as well as on how the integration of the two applications can be carried out. In

addition, we have compared two actual educational experiences, one of them using the

simulator as a standalone instrument and the other one with the ITS integrated within

the simulator. Results have provided evidence about the benefits of such an integration

in terms of quantitative user experience as well as of qualitative comparative comments

directly provided by the students of both courses.

The main limitation of our work is the lack of an educational evaluation of the ITS.

We have conducted an evaluation in terms of the benefits provided by the standalone

simulator with respect to a more traditional slide-guided presentation [15] and it is ex-

pected, based on literature findings in other application domains, that the ITS will fur-

ther help students; strictly speaking, however, we have not carried out this experiment

so far and our evaluation is limited to user experience. Additional work includes this

evaluation as well as enlarging the set of exercises for which the ITS will provide; this

will let us analyze the typology of exercises that provide higher student satisfaction.
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Supplementary Materials

With the technology we have used, AngularJS, the two actions enumerated in Sec-

tion 3.2.3 are easily done by services and directives, respectively. With respect to the

service, the following piece of code creates a service named dtCTATTools,

1 service(’dtCTATTools’, [’$rootScope’,’coursesData’,function($rootScope,

coursesData){

2

3 //Main variables

4 //----------------------------

5 var data = {};

6 data.CTATEnabled =false;

7 data.CTATMyVars = {};

8 data.myProblem = 1;

9 data.myCourse = 1;

10 data.graphConfig = null;
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11 data.problemConfig = null;

12 data.recordAssociatedRules = {

13 flag:true/false,

14 recorded: [],

15 };

16

17 //Main functionality

18 //-------------------------------------

19 var dtCTATToolsPointer = {};

20 dtCTATToolsPointer.setCTATAuthoring = function(){ ... };

21

22 //...

23 }]);

The variables contained within the object data (line 5) are only accesible through

the object dtCTATToolsPointer (line 19); we provide an example of a setter function

associated to this object (line 20). As for the variables within data, they can be defined

at any time. For instance, the variable CTATEnabled (line 6) is defined at the beginning

of the Web page load. The variable CTATMyVars (line 7) contains all the parameters

that are needed to configure CTAT and it is defined right before CTAT is initialized.

With respect to the directives, we will use one of them as an example; it is called

dtCtatSelect and we have included a piece of code that illustrates its rationale.

1 .directive(’dtCtatSelect’, [’dtCTATTools’, function(dtCTATTools){

2 ...

3 var dtDirectiveSelect = {}; //

4 var dtCTATSelect = function(){

5 CTAT.Component.Base.Clickable.call(this, "dtCTATSelect", "dtCTATSelect");

6 ...

7 this.init=function init(){

8 var _id = this.getName();

9 var select = dtDirectiveSelect[_id].returnSelect();

10 this.setComponent(select);

11 this.newChoice = dtDirectiveSelect[_id].newChoice;

12 ...

13 };

14 };

15

16 ...

17 function main(scope, element, attr, ctrl){

18 window.setTimeout(onLoad(scope, element, attr, ctrl), 0);

19 function onLoad(scope,element,attr,ctrl){

20 if(!(String(attr.id) in dtDirectiveSelect)){
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21 Object.defineProperty(dtDirectiveSelect, attr.id, {value:{}});

22 }

23 dtDirectiveSelect[attr.id].returnSelect = function(){...};

24 dtDirectiveSelect[attr.id].newChoice = function() {...};

25 ...

26 }

27 }

28 return {

29 restrict: "A",

30 require: "ngModel",

31 link: main,

32 };

33 }])

The directive starts by injecting the service previously defined (line 1). This direc-

tive is used to create a constructor of a component that inherits from a CTAT compo-

nent; in this example, the component is of type Clickable (line 5). The key of the

directive, however, is the object dtDirectiveSelect (line 3), which will be accessed

even from within the functions that CTAT executes.

The function init (line 7) declares two methods, namely, returnSelect (line 9)

and newChoice (line 11) which are empty when CTAT is loaded. These two methods,

however, are associated to each component of type Select which are specified by a

unique id. The function main() (line 17) is executed once for each directive declared,

including those that are dynamically generated. When the function is executed, a new

element is added to dtDirectiveSelect according to its id. In addition, the two

methods that were declared are now properly defined (lines 23 and 24) and will consist

of the functionality that the programmer specifies. With this methodology, CTAT is

able to register all the components of the type Select, independently of the moment in

which they are created. Dynamics objects are, consequently, dealt with naturally, so

we do not need to resort to any ad-hoc solution for dynamic objects.
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