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Abstract

Mathematical models based on nonsmooth dynamical systems with delay are widely used to understand
complex phenomena, specially in biology, mechanics and control. Due to the infinite-dimensional nature
of dynamical systems with delay, analytical studies of such models are difficult and can provide in gen-
eral only limited results, in particular when some kind of nonsmooth phenomenon is involved, such as
impacts, switches, impulses, etc. Consequently, numerical approximations are fundamental to gain both
a quantitative and qualitative insight into the model dynamics, for instance via numerical continuation
techniques. Due to the complex analytical framework and numerical challenges related to delayed nons-
mooth systems, there exists so far no dedicated software package to carry out numerical continuation for
such type of models. In the present work, we propose an approximation scheme for nonsmooth dynamical
systems with delay that allows a numerical bifurcation analysis via continuation (path-following) meth-
ods, using existing numerical packages, such as COCO (Dankowicz and Schilder). The approximation
scheme is based on the well-known fact that delay differential equations can be approximated via large
systems of ODEs. The effectiveness of the proposed numerical scheme is tested on a case study given by
a periodically forced impact oscillator driven by a time-delayed feedback controller.

Keywords: Delay differential equation; Piecewise-smooth dynamical system; Large system of ODEs;
Bifurcation; Numerical continuation

1. Introduction

Delay differential equations (DDEs) are widely used in physical, mechanical, and biological systems to
simulate the time delay phenomena caused by human observer [1], feedback control [2], actuation [3], and
communication [4]. With the introduction of time delay in differential equations, the model can be more
accurate for predicting the real system. For example, the mathematical model describing tumour growth
under a treatment by chemotherapy incorporates time delay relating to the conversion from resting to
hunting cells [5]. A simple delay mathematical model [6] can describe the dynamics of AIDS-related
cancers with treatment of HIV and chemotherapy. The state-dependent time delay inherently exists in
the downhole drilling process [7]. On the other hand, time delay is sometimes artificially introduced to the
system for control purposes. For example, constant maturation time delay, pulse pesticide input, and pulse
harvesting prey may have obvious effects on the predator-prey model with stage-structure for pests [8].
Pyragas [9] proposed to use the famous delayed self-controlling feedback for chaos control, which does not
require a priori analytical knowledge of the system dynamics and are applicable to experiment. However,
the available general-purpose computational tools for the numerical treatment of smooth DDEs are rather
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limited, and almost nonexistent for piecewise-smooth DDEs, specially for numerical bifurcation analysis.
The main reason is due to the analytical and numerical challenges owing to the infinite-dimensional nature
of dynamical systems with delay, in combination with the presence of nonsmooth phenomena. Therefore,
while a number of software packages have been developed for numerical continuation in smooth DDEs
(e.g. DDE-BIFTOOL [10, 11], PDDE-CONT [12] and Knut [13]), no software package of this kind exists
for the path-following analysis of piecewise-smooth DDEs, which is one of the main motivations of the
present work.

One way to numerical study the dynamical response of a DDE is via the approximation of the
original equation by a high-dimensional system of ordinary differential equations. For example, Repin [14]
proposed a system of ODEs to approximate a DDE through a first-order approximation of the original
solution, currently referred to as the chain method. Later on, Gyori and Turi [15] proved the uniform
convergence of this method for a DDE in an infinite interval. In [16], Westdal and Lehn proposed the time
optimal control by approximating the linear time invariant differential-difference system. Hess [17] used
this method to approximate the linear differential equation with a large time delay. Further improvements
of the numerical approach proposed in [14] were introduced in the work by Banks [18]. This numerical
framework was later employed by Lipták et al. [19] to study delayed chemical reaction networks.

Piecewise-smooth dynamical systems have received considerable attention in the past, mainly due to
their crucial role played in understanding complex nonsmooth phenomena. For instance, in the study
of piecewise linear suspension bridge model [20], the model of a DC-DC buck converter [21], and the
recurrent dynamics of human gait system [22]. For the bifurcation analysis of this type of systems, a
number of continuation tools have been developed in the past, for instance, TC-HAT [23], SlideCont
[24] and the multi-segment continuation capability included in COCO [25]. However, when time delay is
introduced, there is no continuation software available to carry out bifurcation studies via path-following
routines. In the past, however, a solid numerical framework has been proposed for this task (see e.g.
[26–28]), but the related codes are not yet available in a user friendly and general-purpose form.

Therefore, the main goal of the present work is to propose an approximation method for nonsmooth
DDEs, which enables the numerical bifurcation analysis of the system dynamics via existing and well-
established numerical continuation packages, such as COCO [25]. The proposed numerical approach is
based on the chain method outlined above, in combination with a second-order approximation scheme of
the original DDE by considering a finite sequence of Taylor expansions as proposed in [29]. In this way,
a piecewise-smooth dynamical system with (constant) delay can be approximated by a piecewise-smooth
system of ODEs of large dimension, which then allows the study of the resulting model in the framework
of hybrid dynamical systems, following the ideas of [28] and [23].

The proposed numerical scheme will be applied in the present work to study a periodically excited
oscillator with soft impacts [30, 31], driven by a time-delayed feedback controller. Many engineering appli-
cations experiencing repeated collisions at their mechanical parts can be represented using a soft-impact
model as the one considered here, where the discontinuity boundary is neither motion- nor time-dependent
but fixed at a constant. One of the main questions in such mechanical scenarios is to identify param-
eter values that allows the user to drive the system from impacting to non-impacting system responses
and viceversa, in a controllable and reliable manner. In our numerical investigation, we will employ
the proposed approximation scheme to tackle the question outlined above via numerical continuation.
Specifically, we will try to identify grazing phenomena defining the boundary between impacting and
non-impacting dynamical behavior, and hence determine precise control parameter values to achieve this
purpose via the classical time-delayed feedback controller [9].

The rest of the paper is organized as follows. Section 2 presents the basic mathematical framework for
the study of dynamical systems with delay, as well as a detailed development of the numerical approach
to approximate their solutions via systems of ODEs of large dimension. In Section 3, the physical and
mathematical description of the impact oscillator is presented, together with its formulation as a hybrid
dynamical system and numerical approximation considering the time-delay feedback controller. After
that the system is analyzed numerically via the continuation software COCO in Section 4. This part
also includes some preliminary numerical tests regarding the approximation properties of the proposed
numerical scheme. Finally, the main conclusions of the present work are given in Section 5.
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2. Approximation of delay differential equations via large systems of ODEs

As mentioned before, the main goal of the present work is to develop a numerical approach in order
to analyze piecewise-smooth DDEs via path-following (continuation) methods. Numerical continuation
is a well-established technique that permits an in-depth analysis of a system dynamics, under parameter
variations. In particular, it allows tracing certain invariant sets (such as equilibria, periodic orbits,
homoclinic orbits, etc.) as selected system parameters vary, usually via a predictor-corrector approach
[32]. For ODEs there is a variety of software packages that are widely used for numerical continuation
in such class of models, for example AUTO [33], CONTENT [34] and MATCONT [35], among many
others. On the other hand, software tools for piecewise-smooth systems are much less abundant, being
SLIDECONT [24], TC-HAT [23] and COCO [25] essentially the only available in the field. Similarly,
path-following software for (smooth) DDEs have received relatively little attention in the literature, with
the packages DDE-BIFTOOL [10] and PDDE-CONT [12] being the most widely used tools for such type
of models.

To the best of our knowledge, there is no software package able to perform numerical continuation
for DDEs considering nonsmooth phenomena, such as impacts, switches, impulses, etc. Numerical con-
tinuation of periodic solutions in piecewise-smooth DDEs has been carried out by Barton [28], where the
author combines the mathematical framework designed for hybrid dynamical systems [23] with a multi-
point boundary-value problem that is then embedded in a numerical continuation setting, whose appli-
cability is illustrated in four different examples. From this work, however, no software packages or codes
have been made available for general applications. Another approach for dealing with piecewise-smooth
DDEs consists in substituting Heaviside and sign functions by a tanh function with certain calibrating
parameters to adjust the desired degree of approximation to the original functions [12, 26, 27]. After
the replacements have been made, the original system is turned into a smooth DDE for which any of
the continuation tools mentioned in the previous paragraph can be applied. This approach, however,
presents some limitations, especially when the considered orbit possesses a nontrivial solution signature
[23, 28]. In addition, this technique cannot be applied when the DDE considers impulsive perturbations,
and also it does not allow the study of dynamical phenomena inherent to nonsmooth systems, such as
grazing and sliding events. Therefore, in the present work we will propose a different approach, consisting
in approximating a DDE via large systems of ODEs, in combination with the mathematical formulation
for hybrid dynamical systems, which then allows the application of any of the software tools mentioned
above, designed for nonsmooth dynamical systems.

2.1. Basic mathematical setup

Delay differential equations can be considered as dynamical systems of infinite dimension, where the
present state depends also on values in the past [36–38]. Such systems are usually defined over the Banach
space of continuous functions C([−τmax, 0],Rd), equipped with the supremum norm, where τmax > 0
represents the largest delay, d ≥ 1. For some t0 ∈ R and σ > 0, suppose that x : [t0 − τmax, t0 + σ] → R

d

is a continuous mapping. Then, for any t ∈ [t0, t0 + σ], we define xt(θ) := x(t + θ), θ ∈ [−τmax, 0]. Under
this setting, we say that [39]

ẋ = F (t, xt), (2.1)

is a retarded functional differential equation (RFDE), where F : Ω → R

d is a given function, with Ω
being an open subset of R×C([−τmax, 0],Rd). A function x ∈ C([t0−τmax, t0 +σ],Rd) is called a solution
to (2.1) if (t, xt) ∈ Ω and x satisfies (2.1) for all t ∈ [t0, t0 + σ]. The solution to (2.1) can be made unique
[36] if we assume that F is continuous and locally Lipschitz with respect to its second argument and
impose the initial condition xt0 = φ, for some fixed φ ∈ C([−τmax, 0],Rd).

An important feature of the RFDE (2.1) is that of smoothing [39], i.e., an increase in the regularity
of the solution x as the time t grows. Specifically, it can be shown [40] that if F is of class Ck, k ≥ 1,
and I := [t0, σmax) stands for the maximum interval of existence for the solution x, then x is of class Cq

on [t0 + qτmax, σmax) for q = 0, 1, . . . , k, provided t0 + qτmax does not exceed σmax. In particular, one has
that periodic solutions are as smooth as the operator F [41], a property that can be exploited for the
numerical approximation of the solution of the RFDE (2.1) that will be introduced in the next section.
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2.2. Numerical approach

In this work, we will be interested in analyzing a particular type of retarded functional differential
equation (see (2.1)), namely

ẋ(t) = f(t, x(t), x(t − τd)), (2.2)

which represents a system of delay differential equations (DDEs) with constant delay τd > 0, where f :
R×Rd ×Rd → R

d is a sufficiently smooth function. As we mentioned previously, the type of equations
considered here can be seen as dynamical systems with an infinite-dimensional phase space, due to which
analytical studies of such systems are generally difficult and require careful mathematical treatment. The
situation becomes even more complicated when some kind of nonsmooth phenomenon is involved, such
as impacts, switches, impulses, etc., as we will see later. Consequently, numerical approximations are
fundamental to gain both a quantitative and qualitative insight into the model dynamics.

A preliminary approach to reduce the infinite-dimensional problem to one of finite dimension is via a
Taylor expansion [42]:

x(t − τd) =

M∑

k=0

x(k)(t)
(−τd)

k

k!
+ O

(
τM+1
d

)
, (2.3)

which can then be inserted into (2.2) (neglecting the O-terms), hence obtaining a system of ordinary
differential equations of high order, see for example [43, 44] for practical applications of this technique.
This is by all means an analytically valid approach, however, it suffers from certain limitations. For
instance, the power series expansion (2.3) provides good approximations depending on the size of the
delay τd and how many terms are used in the expansion (which depends on M). Therefore, this approach
restricts the size of the delay and also may require the solution to be many times differentiable, which
is not always the case. The main idea, however, can be slightly modified in order to overcome the
aforementioned limitations, by considering a finite sequence of Taylor expansions as follows [29].

For the sake of simplicity, let us assume that the solution x of (2.2) is as smooth as required for
our discussion, which can be achieved via the smoothing property outlined in the previous section.
Take N ∈ N sufficiently large and define the grid points ti := i τd

N
, i = 0, . . . , N . Furthermore, define

ui(t) := x(t − ti) for all t ≥ 0, i = 0, . . . , N . In this setting, we obtain via Taylor expansion that

ui−1(t) = x

(
t −

(
ti −

τd

N

))
= ui

(
t +

τd

N

)
=

M∑

k=0

1

k!
u

(k)
i (t)

(
τd

N

)k

+ O

((
τd

N

)M+1
)

, and (2.4)

u̇0(t) = f(t, u0(t), uN (t)), (2.5)

for all t ≥ 0, i = 1, . . . , N , M ≥ 1. After neglecting the O-terms, we obtain from (2.4) a system of dN
differential equations of order M . As is well known, the resulting set of equations can then be written as
a first-order system of ODEs, in such a way that we obtain d(NM + 1) ordinary differential equations
(from (2.4) and (2.5)) in order to approximate the solution of the DDE (2.2). If M = 1 is chosen, the
approach outlined above reduces itself to the well-known chain method, which results in the following
system of d(N + 1) ODEs:





u̇0(t) = f(t, u0(t), uN (t)), t ≥ 0,

u̇i(t) =
N

τd

(ui−1(t) − ui(t)), t ≥ 0, i = 1, . . . , N,

ui(0) = φ

(
−i

τd

N

)
, i = 0, . . . , N,

(2.6)

where φ ∈ C([−τmax, 0],Rd) is a suitably chosen initial function at t0 = 0 (i.e. xt0 = x0 = φ). This
approximating system was developed and studied since mid 1960s, see for example the works by Krasovskii
[45], Repin [14] and Westdal [16]. In particular, it has been shown that the solution of (2.6) converges
uniformly to the solution of the original DDE (2.2) as N → ∞, provided the initial function φ is suitably
chosen [14]. Further results regarding convergence have been derived in the past, see for instance the

4



studies by Gyori et al. [15, 46], Banks [18] and Demidenko [47], as well as recent applications in practical
problems [19, 48]. In the present work, we will apply a second-order approximation of the DDE (2.2)
based on the general scheme shown in (2.4) and (2.5), which takes the following form






u̇0(t) = f(t, u0(t), uN (t)), t ≥ 0,

u̇i(t) = wi(t), t ≥ 0, i = 1, . . . , N,

ẇi(t) =
2N2

τ2
d

(
ui−1(t) − ui(t) −

τd

N
wi(t)

)
, t ≥ 0, i = 1, . . . , N,

(2.7)

where wi, i = 1, . . . , N , represent auxiliary functions introduced to write the approximating system as a
set of d(2N + 1) first-order scalar ODEs.

2.3. Mathematical framework for piecewise-smooth DDEs

A simple example of a piecewise-smooth DDE, considering two vector fields and an impulsive pertur-
bation [49], is given by






ẋ(t) = f1(t, x(t), x(t − τd)), h(x(t), x(t − τd)) > 0,

ẋ(t) = f2(t, x(t), x(t − τd)), h(x(t), x(t − τd)) < 0,

x(t+) = g(x(t−)), h(x(t), x(t − τd)) = 0,

(2.8)

where f1,2 :
R×Rd ×Rd → R

d, h :
R

d ×Rd → R and g :
R

d → R

d are sufficiently smooth functions.
Model (2.8) belongs to the class of hybrid dynamical systems [50], which are characterized by a continuous
evolution interrupted by discrete events, hence producing a piecewise-continuous flow. This type of
systems appears typically in applications dealing with switches, impacts, stick-slip phenomena, etc. A
classical example is that of an elastic ball bouncing on a rigid surface. A continuous evolution of the ball
position is produced under action of the gravity. However, a discontinuous transition occurs every time
the ball touches the rigid surface. At this moment, the ball experiences an “instantaneous” reversal of
its direction of motion, and the magnitude of the outgoing velocity is usually assumed to be smaller than
that of the velocity right before the impact (Newton’s restitution law). The general framework to model
this type of dynamical systems consists in dividing the state space into disjoint subregions associated
to a particular operation mode of the system, described by a certain smooth vector field (f1 and f2 in
system (2.8)). A transition to a different mode of operation takes place whenever a system trajectory
reaches the boundary of the corresponding subregion. The boundaries are often defined as the zero-set of
smooth scalar functions (referred to as event functions, given by the function h in system (2.8)), which
normally describe physical instantaneous events, such as impacts, switches, transitions from stick to slip
motion, etc., as mentioned earlier. Once a transition has been detected, the vector field describing the
system behavior is changed according to the governing laws of the system, and the initial point of the
next system trajectory is defined by a certain reset function, represented by the mapping g in (2.8). In
the example of the bouncing ball, the reset function would be given in terms of the described restitution
law that reverses and reduces the magnitude of the ball velocity after an impact occurs.

In general, a hybrid dynamical system can be characterized by a collection of (smooth) vector fields,
event and reset functions

{
fMi

:
R×Rd ×Rd → R

d
}KM

i=1
,

{
hEj

:
R

d ×Rd → R

}KE

j=1
and

{
gRm

:
R

d → R

d
}KR

m=1
,

respectively, with d, KM, KE, KR ∈ N. Here, the subindex Mi, i = 1, . . . , KM, represents a mode of
operation of the system, for which the system dynamics is described by the smooth vector field fMi

.

Each mode of operation is defined within a subregion of the state space Rd. The boundaries of these
subregions are determined by the zero-set of the smooth scalar functions hEj

, j = 1, . . . , KE. The subindex
Ej represents in this case an event related to e.g. collisions, switches, etc., as outlined at the beginning of
this section. Whenever a system trajectory reaches one of these boundaries, the final state of the system is
mapped to the initial state of the next solution branch via a predefined reset function gRm

, for some fixed
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m = 1, . . . , KR. A periodic solution of a hybrid dynamical system can then be represented by a sequence
of segments {Isn

}
KS

n=1, 1 ≤ sn ≤ KI, also referred to as solution signature. Here, KS ∈ N represents the
length of the signature, while KI ∈ N stands for the total number of available segments. Each segment
is associated with a vector field, an event function and a reset function, i.e. Iℓ :=

{
Miℓ

, Ejℓ
, Rmℓ

}
for all

ℓ = 1, . . . , KI, 1 ≤ iℓ ≤ KM, 1 ≤ jℓ ≤ KE, 1 ≤ mℓ ≤ KR. More details about this formulation can be
found in [23, 25].

3. An impact oscillator with a time-delayed feedback controller

The physical model of the impact oscillator to be considered in the present article is shown in Fig.
3.1. The model is comprised of a mass m connected to a frame via a linear spring k1 and a damper c. A
secondary linear spring k2 is attached to the frame at a distance g from the equilibrium position of the
mass. The frame is subject to an external harmonic excitation, in such a way that when the amplitude
of the mass oscillation is larger than the gap g, the mass impacts the secondary spring and hence the
restoring force is governed by the overall stiffness k1 + k2. During operation, the difference y − g is
monitored so as to detect an impact between the mass and the secondary spring. Thus, the system can
operate under one of two modes at any time: no contact or contact with the secondary spring.

3.1. Mathematical model

The nondimensional equations of motion of the impact oscillator can be written in compact form as
follows [30, 31]:

{
x′(τ) = v(τ),

v′(τ) = aω2 sin(ωτ) − 2ζv(τ) − x(τ) − β(x(τ) − e)H(x(τ) − e),
(3.1)

where H(·) stands for the Heaviside step function and x′, v′ denote differentiation with respect to the
nondimensional time τ . In system (3.1), the variables and parameters of the system have been nondi-
mensionalized as follows:

ωn =

√
k1

m
, τ = ωnt, ω =

Ω

ωn

, ζ =
c

2mωn

,

x =
y

y0
, e =

g

y0
, a =

A

y0
, β =

k2

k1
,

(3.2)

where y0 > 0 is an arbitrary reference distance, ωn is the natural angular frequency, ω is the frequency
ratio, β is the stiffness ratio, ζ is the damping ratio, a is the nondimensionalized forcing amplitude, and
e is the nondimensionalized gap.

k1

c m

Asin( t)W

g

k2

y

Figure 3.1: Physical model of the impact oscillator.
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In the present work, we will consider a control signal u(τ), τ ≥ 0, which will be applied to the system’s
external excitation as follows

{
x′(τ) = v(τ),

v′(τ) =
(
aω2 sin(ωτ) + u(τ)

)
− 2ζv(τ) − x(τ) − β(x(τ) − e)H(x(τ) − e),

(3.3)

where
u(τ) = K

(
v(τ − τd) − v(τ)

)
, τ ≥ 0, (3.4)

defines the time-delayed feedback controller. In the expression above, K ≥ 0 represents a control gain
used to calibrate the coupling strength between the impact oscillator and the controller, while τd > 0
stands for a predefined time delay.

3.2. Preliminary transformations

Since most of the continuation packages are written for autonomous systems, we will consider the
following standard nonlinear oscillator [51] that will be appended to the equations of motion:

{
r′(τ) = r(τ) + ωs(τ) − r(τ)

(
r(τ)2 + s(τ)2

)
,

s′(τ) = s(τ) − ωr(τ) − s(τ)
(
r(τ)2 + s(τ)2

)
,

(3.5)

which has the asymptotically stable solution, r(τ) = sin(ωτ) and s(τ) = cos(ωτ), τ ≥ 0. In this way, we
can write the periodically forced model as an autonomous system. Furthermore, to allow the time delay
τd > 0 vary as a control parameter, it is convenient to perform a re-scaling of the model according to

t̃ =
τ

τd

, x̃(t̃) = x(τd t̃), ṽ(t̃) = v(τdt̃), (3.6)

and hence it follows that

u(τ) = u(τdt̃) = K
(
v(τdt̃ − τd) − v(τd t̃)

)
= K

(
ṽ(t̃ − 1) − ṽ(t̃)

)
=: ũ(t̃).

In this way, the numerical approximation of the resulting DDE will be carried out for a fixed delay
(equal to 1), which will facilitate the time discretization, while the effective control delay τd can be now
embedded into the system as follows (cf. (3.3), (3.5) and (3.6))





x̃′(t̃) = τdṽ(t̃),

ṽ′(t̃) = τd

((
aω2r(t̃) + ũ(t̃)

)
− 2ζṽ(t̃) − x̃(t̃) − β(x̃(t̃) − e)H(x̃(t̃) − e)

)
,

r′(t̃) = r(t̃) + ωτds(t̃) − r(t̃)
(
r(t̃)2 + s(t̃)2

)
,

s′(t̃) = s(t̃) − ωτdr(t̃) − s(t̃)
(
r(t̃)2 + s(t̃)2

)
,

(3.7)

where now the derivatives are given with respect to the re-scaled time t̃. In what follows, all tildes will
be dropped for the sake of simplicity.

3.3. Formulation of the model as a hybrid dynamical system

Let us define α := (ω, a, β, ζ, e, K, τd) ∈
(
R

+
0

)7

and z := (x, v, r, s)T ∈ R4 as the parameters and state

variables of the system, respectively, where R+
0 represents the set of nonnegative numbers. As explained

in Section 2.3, the trajectories of the impact oscillator (3.7) can be divided into segments, as detailed
below:

No contact (NC). This segment occurs when the mass m is not in contact with the secondary spring
k2 (see Fig. 3.1), i.e. x − e < 0. The dynamics of the system during this regime is governed by the
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(smooth) DDE (cf. (3.7))

z′(t) = fNC(z(t), z(t − 1), α)

:=




τdv(t)

τd

(
aω2r(t) + K

(
v(t − 1) − v(t)

)
− 2ζv(t) − x(t)

)

r(t) + ωτds(t) − r(t)
(
r(t)2 + s(t)2

)

s(t) − ωτdr(t) − s(t)
(
r(t)2 + s(t)2

)




. (3.8)

This segment terminates when the mass hits the secondary spring k2, which can be detected via the
condition himp(z(t), z(t − 1), α) := x(t) − e = 0. After the contact occurs, the initial point for the next
segment is given by the jump function gid(z) := z.

Contact (C). During this segment, the mass is in contact with the secondary spring (i.e. x − e ≥ 0),
and the behavior of the system is described by the equation (cf. (3.7))

z′(t) = fC(z(t), z(t − 1), α)

:=




τdv(t)

τd

(
aω2r(t) + K

(
v(t − 1) − v(t)

)
− 2ζv(t) − x(t) − β(x(t) − e)

)

r(t) + ωτds(t) − r(t)
(
r(t)2 + s(t)2

)

s(t) − ωτdr(t) − s(t)
(
r(t)2 + s(t)2

)




, (3.9)

The terminal point of this segment occurs when the mass loses contact with the secondary spring, which
again can be detected via the condition himp(z(t), z(t−1), α) = 0, as before. In this case, the initial point
for the next segment is given by the jump function gid previously defined.

In the mathematical framework introduced in Section 2.3, the segments defined above can be expressed
as follows: I1 := {NC, imp, id} (no contact) and I2 := {C, imp, id} (contact), where the labels stand for
the corresponding vector field describing the dynamics of the operation mode, the event function that
defines the terminal condition and the jump function, which is in both cases just the identity function,
since no impulsive phenomena are considered. Consequently, every solution to system (3.7) can be

characterized by a sequence {Isn
}

KS

n=1, with 1 ≤ sn ≤ 2, which is referred to as the solution signature, as
defined earlier. Under this setting, the mathematical model of the considered impact oscillator can be
written in compact form as follows

{
z′(t) = fNC(z(t), z(t − 1), α), himp(z(t), z(t − 1), α) < 0 (no contact),

z′(t) = fC(z(t), z(t − 1), α), himp(z(t), z(t − 1), α) ≥ 0 (contact).
(3.10)

3.4. Finite-dimensional approximation of the model

Note that the set of DDEs (3.10) introduced in the previous section to describe the behavior of
the impact oscillator can be interpreted as a piecewise-smooth dynamical system of infinite dimension.
Therefore, in order to study numerically the dynamics of the system, we need first to obtain a finite-
dimensional approximation of the model (3.10). For this purpose, we will employ the numerical approach
described in Section 2.2 in order to obtain a piecewise-smooth system of ODEs of large dimension. Once
the system of ODEs has been constructed, it can then be solved numerically by any standard integration
technique [52], including path-following methods for piecewise-smooth systems, as will be done here.

Let us consider the state variable z̃ := (x, r, s, u0, . . . , uN , w1, . . . , wN )T ∈ R2N+4. Hence, by applying
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the numerical approximation given by (2.7) to (3.8), we obtain the system of ODEs

z̃′(t) = f̃NC(z̃(t), α)

:=




τdu0(t)
r(t) + ωτds(t) − r(t)

(
r(t)2 + s(t)2

)

s(t) − ωτdr(t) − s(t)
(
r(t)2 + s(t)2

)

τd

(
aω2r(t) + K

(
uN(t) − u0(t)

)
− 2ζu0(t) − x(t)

)

(
wi(t)

)
i=1,...,N(

2N2

(
ui−1(t) − ui(t) −

1

N
wi(t)

))

i=1,...,N




, (3.11)

which gives a finite-dimensional approximation of the DDE (3.8), corresponding to the no contact mode.
Here, we are assuming that u0(t) = v(t) and

ui(t) ≈ v(t − ti), for all t ≥ 0, ti =
i

N
, i = 1, . . . , N. (3.12)

Note that owing to the transformation (3.6), the time discretization is carried out over the unit interval,
regardless the value of the delay τd. Following the same procedure, we obtain another set of ODEs for
the contact regime

z̃′(t) = f̃C(z̃(t), α)

:=




τdu0(t)
r(t) + ωτds(t) − r(t)

(
r(t)2 + s(t)2

)

s(t) − ωτdr(t) − s(t)
(
r(t)2 + s(t)2

)

τd

(
aω2r(t) + K

(
uN(t) − u0(t)

)
− 2ζu0(t) − x(t) − β(x(t) − e)

)
(
wi(t)

)
i=1,...,N(

2N2

(
ui−1(t) − ui(t) −

1

N
wi(t)

))

i=1,...,N




, (3.13)

In this way, the original infinite-dimensional, piecewise-smooth system (3.10) can be approximated by
the following system of finite dimension

{
z̃′(t) = f̃NC(z̃(t), α), x(t) − e < 0 (no contact),

z̃′(t) = f̃C(z̃(t), α), x(t) − e ≥ 0 (contact).
(3.14)

With this mathematical setup we are ready to test the proposed numerical approach to approximate the
solution of piecewise-smooth DDEs.

4. Numerical investigation of the dynamical response of the controlled impact oscillator

4.1. Preliminary numerical studies

Our preliminary analysis of the impact oscillator (3.1) begins with the multistable scenario where
two stable attractors coexist. Fig. 4.1 shows the bifurcation of the system without the delayed feedback
control when its stiffness ratio varies in the range β ∈ [20, 100]. As can be seen from the figure, blue dots
represent a period-2 attractor with two impacts, and red dots denote a period-2 attractor with one impact.
The impact oscillator is monostable exhibiting the period-2 motion with one impact for β ∈ [20, 27.081),
and when β ≈ 27.081, the period-2 motion with two impacts emerges. As can be seen from the right
windows of Fig. 4.1, the period-2 motion with two impacts becomes more stable as the stiffness ratio
increases, and the basin of the period-2 motion with one impact shrinks. Next, we will apply the delayed
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feedback controller and investigate the dynamics of the impact oscillator under variation of the control
parameter K.

Figure 4.1: (Colour online) Bifurcation diagram of the impact oscillator without the delayed feedback controller computed
for ω = 0.8, a = 0.9, ζ = 0.01, e = 1.26 by varying the stiffness ratio β. Blue dots represent the period-2 attractor with
two impacts per period of excitation, red dots denote the period-2 attractor with one impact per period of excitation.
The location of the impact boundary is shown by the vertical green line. Right windows show the evolution of basins of
attraction of the system as the stiffness ratio increases.

Bifurcation diagram for the controlled impact oscillator under variation of the control parameter K is
presented in Fig. 4.2. As the control parameter increases up to K ≈ 0.0027, the period-2 attractor with
two impacts disappears and the system becomes monostable. A comparison of this bistability with and
without the delayed feedback controller is shown in the left windows of Fig. 4.2, where the basin for the
period-2 attractor with two impacts shrinks as the control parameter K increases. Thereafter, only the
period-2 attractor with one impact exists until a reverse period doubling encountered at K = 0.177, and
the system bifurcates into a period-1 motion with one impact per period of excitation. Examples of the
impact oscillator controlled from bistable to monostable is given in Fig. 4.3, where time histories of the
external excitation (including the delayed feedback control) and the displacement of the impact oscillator
are presented. As can be seen from the figure, the controller was switched on at τ = 4000, and both the
period-2 attractor with two impacts and the period-2 attractor with one impact were controlled to a new
period-2 attractor with one impact per period of excitation.

4.2. Numerical tests of the approximation scheme for piecewise-smooth DDEs

In Section 3.4 we introduced a piecewise-smooth ODE of large dimension approximating the original
DDE model (3.10). This approximation was based on the numerical scheme explained in detail in Section
2.2, where the main idea is to introduce auxiliary functions defined via suitable time shifts of the exact
solution, which are then expanded through a Taylor series of a predefined order. The time shift is defined,
after re-scaling (see (3.6)), over the unit interval, at the grid points ti = i

N
, i = 0, . . . , N , with N ∈ N

sufficiently large. This allows us to obtain a finite-dimensional approximation of a DDE, which then
can be solved numerically by any standard integration technique. In this section we will investigate
numerically the approximation properties of the piecewise-smooth ODE (3.14) introduced in Section 3.4,
as the dimension of this system varies with the discretization parameter N .

In Fig. 4.4 we present a numerical comparison of the dynamical behavior of the original piecewise-
smooth DDE (3.10) with the approximating system of ODEs (3.14), for different values of the delay
parameter τd. In this diagram, and in the remainder of this work, all DDE and ODE models are
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Figure 4.2: (Colour online) Bifurcation diagram of the impact oscillator with the delayed feedback controller computed for
ω = 0.8, a = 0.9, ζ = 0.01, e = 1.26, β = 29, τd = 3.8 by varying the control parameter K. Red dots represent the period-2
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Figure 4.3: Trajectories and external excitations of the impact oscillator with the delayed feedback controller, computed
for ω = 0.8, a = 0.9, ζ = 0.01, e = 1.26, β = 29, K = 0.12 and τd = 3.8. The impact oscillator is controlled from (a) the
period-2 attractor with two impacts and (b) the period-2 attractor with one impact to a new period-2 attractor with one
impact per period of excitation.

integrated using the MATLAB solvers ‘dde23’ and ‘ode15s’, respectively, in combination with their built-
in event location routines [53, 54] so as to detect accurately collisions with the impact boundary x = e.
For the chosen discretization parameter N = 50 (which gives a step-size 1

N
= 0.02), we can observe that

the computed solutions of the original DDE (plotted in red, dashed lines) and the approximating ODE
system (blue, solid lines) are very close to each other, for different values of τd. In addition, for each case
the figure presents time plots showing trajectories for u0(t) (= v(t), in blue) and uN (t) (≈ v(t − 1), in
black), corresponding to the solutions of the approximating system (3.14) (see (3.12)). From these plots
we can observe that the proposed numerical scheme provides reasonable approximations of the original
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Panels (a) to (d) show phase plots for τd = 3.8, τd = 4.6, τd = 5.9 and τd = 7.1, respectively. The solutions to the original
system (3.10) and their approximations are depicted in red (dashed line) and in blue (solid line), respectively. In all phase
plots, the vertical black line stands for the impact boundary x = e. The time plots show the behavior of u0(t) (= v(t), in
blue) and uN (t) (≈ v(t − 1), in black), corresponding to the solutions of the approximating system (3.14) (see (3.12)). The
time plots are given with respect to the original timescale τd · t, see (3.6).
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DDE, although the time plots present some perturbations of the solution observable in the lower peaks,
produced by a well-known effect referred to as numerical distortion, which typically appears in semi-
discretization schemes as the one proposed in the present work [55]. This numerical distortion, however,
does not affect significantly the approximation of the orbits depicted in the phase plots shown in Fig. 4.4.
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Figure 4.5: (a) Family of approximating orbits (in blue) computed from the system of ODEs (3.14), for the parameter
values used in Fig. 4.4 (with τd = 7.1) and 10 ≤ N ≤ 100. Here, the reference solution of the piecewise-smooth DDE (3.10)
is plotted in red (dashed line), showing the intersections P1 and P2 with the discontinuity boundary x = e. An enlargement
of the boxed region is depicted in panel (b), where the arrows indicate the direction of increasing N. Panels (c) to (f) show
the behavior of the distance function (4.1) as N varies, computed for τd = 3.8, τd = 4.6, τd = 5.9 and τd = 7.1, respectively,
using the reference solutions (in red, dashed lines) depicted in Fig. 4.4.

Next, we will investigate numerically some of the convergence properties of the proposed numerical
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scheme to approximate the solution of piecewise-smooth DDEs. Specifically, we will focus on the ex-
perimental order of approximation for the specific case of the impact oscillator driven by a time-delayed
feedback controller, considered in the present work. For this purpose, we will define a suitable distance
function that will allow us to quantify how close a solution of the original DDE and its numerical ap-
proximation are, as the step-size 1

N
varies. This study is also motivated by the fact that local truncation

errors act as perturbations to the original system whose solutions are approximated, and in some cases
the computed solutions may exhibit high sensitivity when the mesh width is varied [56].

To investigate the approximation properties of the proposed numerical scheme, let us consider bounded
periodic solutions of the piecewise-smooth DDE (3.10), and assume that the solutions intersect (transver-
sally) the impact boundary (x = e) m ≥ 2 times, at the points (x1, v1), . . . , (xm, vm), with (xi, vi) ∈ R

2,
for i = 1, . . . , m. Let us pick one of such solutions and consider the corresponding numerical approxi-
mation computed from the piecewise-smooth system of ODEs (3.14). If N is sufficiently large, then the

approximating solution will also intersect the impact boundary m times, at the points (x̃
(N)
1 , ṽ

(N)
1 ), . . . ,

(x̃
(N)
m , ṽ

(N)
m ). Assuming a suitable ordering of the intersection points, we define the distance function

Dist(N) :=

m∑

i=1

∥∥∥(xi, vi) − (x̃
(N)
i , ṽ

(N)
i )

∥∥∥ , (4.1)

where ‖·‖ stands for the Euclidean norm in R2. This function can be used as a quantitative indicator of
how close a solution of the original DDE and its numerical approximation are, when the step-size 1

N
is

adjusted.
The main results are shown in Fig. 4.5. Panel (a) presents a periodic solution of the original piecewise-

smooth DDE (3.10) (plotted in red, dashed lines) together with a family of approximating solutions
computed from the system of ODEs (3.14) (in blue), with 10 ≤ N ≤ 100 and τd = 7.1. In this picture,
it can be observed that the approximating solutions indeed become closer and closer to the reference
solution as the mesh width 1

N
decreases. This procedure was repeated also for τd = 3.8, τd = 4.6 and

τd = 5.9, and the convergence was verified as well. A closer look into the convergence is obtained from
panels (c) to (f), where the behavior of the distance function defined in (4.1) is analyzed with respect to
variations of N , on a logarithmic scale, for the values of τd considered above. The panels reveal an almost
linear response indicating that the distance function decreases according to O

(
N−p

)
, with p ≈ 2. This

observed order of accuracy is consistent with the second-order approximation given by (2.7) and applied
in (3.14), which confirms the reliability of the proposed numerical scheme to approximate the solution
of piecewise-smooth DDEs. In what follows and unless otherwise indicated, we will use N = 15 in our
numerical study, which was found to be a suitable value to keep a good balance between computational
cost and accuracy of the results.

4.3. Numerical investigation of the time-delayed impact oscillator via continuation methods

In this section, our main purpose will be the application of the proposed numerical approach to study
the dynamics of the considered impact oscillator with time-delayed feedback control, via continuation
techniques. The starting point for this numerical investigation will be the periodic solution computed in
Fig. 4.4(a) (the one in blue, computed from system (3.14)). To begin with, let us take first the control
delay τd as the bifurcation parameter and investigate how the initial periodic solution behaves as this
parameter is changed. The result is presented in Fig. 4.6. The figure includes a diagram showing the
behavior of the test function

hGR(z(t), α) := x(t) − e, (4.2)

which is evaluated at a suitably chosen point along a periodic solution where the mass velocity is zero (for
example at the point Pt shown in one of the phase plots in Fig. 4.6). In this way, an accurate detection
of grazing events is possible. As can be observed in the figure, the bifurcation diagram is limited by two
grazing bifurcations, labeled GR1 and GR2, detected at τd ≈ 3.1903 and τd ≈ 4.6563, respectively, whose
phase plots are depicted in the smaller external panels. A closer look to the system dynamics around
the grazing point GR2 reveals a period-doubling effect produced when the grazing contact occurs, when
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GR2 is crossed from above, which is a classical phenomenon observed near grazing points, see e.g. [50,
Section 6.3.3].
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Figure 4.6: Continuation of the periodic response of system (3.14) with respect to the control delay τd, for the parameter
values given in Fig. 4.4. The diagram presents the behavior of the test function hGR introduced in (4.2) to detect grazing
events. The labels GR1 and GR2 stand for grazing bifurcations detected at τd ≈ 3.1903 and τd ≈ 4.6563, respectively. The
phase plots show periodic solutions computed at GR1, GR2 and at the test points P1 (τd = 3.868), P2 (τd = 4.620) and
P3 (τd = 4.558).

Next, let us investigate the periodic response of the approximating system (3.14) as the control gain
K is varied. The result of this study is presented in Fig. 4.7, where the plot shows the contact time, i.e.,
the time the mass is in contact with the secondary spring within one orbital period, as a function of K.
As can be seen in this diagram, large values of K induce a periodic response with no impacts with the
secondary spring, hence the contact time equals zero. As this parameter decreases, a periodic solution
with a tangential intersection with the impact boundary x = e is detected at the point labeled GR,
found for K ≈ 0.1747. Therefore, this value defines a boundary between impacting and non-impacting
periodic behavior. In addition, further investigations reveal that this grazing bifurcation also produces a
period-doubling effect, similarly to the case studied in the previous paragraph. The bifurcation diagram
finishes at K = 0, corresponding to the situation when the time-delayed feedback controller is switched
off, due to which any delay effect disappears from the model. In this case the original DDE model (3.10)
and its approximating system of ODEs (3.14) are equivalent.

As can be observed from the studies above, the dynamics of the controlled impact oscillator is dom-
inated by the presence of grazing phenomena. In particular, our investigation revealed that the time-
delayed feedback controller is able to drive the system from impacting to non-impacting responses and
viceversa, where the boundary point is defined by a grazing bifurcation. Therefore, we will next carry
out a two-parameter continuation of this critical point with respect to the main control parameters, i.e.,
the control delay τd and the control gain K. The result of this process is displayed in Fig. 4.8. Panel (a)
shows a curve representing all combinations of τd and K producing periodic solutions making tangential
contact with the impact boundary x = e. In this way, the parameter space is divided locally by this
curve into two regions. The first one (above the curve) corresponds to all pairs (τd, K) for which the
system presents non-impacting periodic solutions, as the one computed at the test point P2 (see panel
(d)). On the contrary, below the grazing curve, we find operation points (τd, K) producing impacting
periodic solutions, for instance at the test points P1 and P3, depicted in panels (c) and (e), respectively.
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Figure 4.7: Continuation of the periodic response of system (3.14) with respect to the control gain K, for the parameter
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the vertical axis. The label GR represents a grazing bifurcation found at K ≈ 0.1747. The inner panels show phase plots
on the x-v plane for the test points P1 (K = 0), P2 (K = 0.1071), P3 (K = 0.2482) and GR.

In panels (c) to (e), the solutions to the original system (3.10) and their approximations (computed from
system (3.14)) are depicted in red (dashed line) and in blue (solid line), respectively. Furthermore, in Fig.
4.8(b) we plot the solution manifold computed along the grazing curve displayed in panel (a), showing the
components u0(t) (= v(t)), uN (t) (≈ v(t− 1)) and the delay parameter τd. In this graph, two particular
values can be identified. The first one, when τd takes the value closest to zero, we can observe that the
phase plot corresponding to this value resembles the identity function. This is because, since the delay is
close to zero, both the signals v(τ) and v(τ − τd) (in the original time scale) are almost in phase, and this
is reflected on the phase plane u0-uN . A similar phenomenon can be observed for τd = 2π/ω ≈ 3.927,
where the signals are 180 degrees out phase, which can also be identified from the 3D plot.

5. Concluding Remarks

Piecewise-smooth dynamical systems with delay have been widely used in the past to describe complex
phenomena in a variety of research areas, for instance in biology, mechanics and control. Despite the
popularity and importance of such type of models, the available computational tools for numerical study
and simulation are rather limited, owing to the infinite-dimensional nature of dynamical systems with
delay, in combination with the analytical and numerical difficulties arising when nonsmooth phenomena
are considered. While a number of software packages have been developed for numerical continuation
in smooth DDEs (e.g. DDE-BIFTOOL [10], PDDE-CONT [12] and Knut [13]), no software package of
this kind exists for the path-following analysis of piecewise-smooth DDEs. There is, however, a solid
computational framework developed for this purpose (see for instance [28]), but the related codes are not
yet available in a user friendly form.

The present work proposed a numerical approach for the numerical continuation of periodic solutions of
nonsmooth dynamical systems with delay. The numerical approach is based on the well-known technique
of approximating delay differential equations via large systems of ODEs. Such approximating systems
were developed and studied since mid 1960s, see for example the works by Krasovskii [45], Repin [14]
and Westdal [16]. In particular, it has been shown that the solution of the approximating systems of
ODEs converges uniformly to the solution of the original DDE as the number of ODEs tends to infinity
[14]. Further results regarding convergence have been derived thereafter, see for instance the studies by
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Figure 4.8: (a) Continuation in two parameters of the grazing bifurcation (GR) encountered in Fig. 4.7, with respect to τd

and K. The resulting curve defines the boundary between impacting and non-impacting responses. (b) Solution manifold
computed along the grazing curve plotted in (a). The axes show the components u0(t) (= v(t)), uN (t) (≈ v(t− 1)) and the
delay parameter τd. Panels (c) to (e) show phase plots computed at the test points P1, P2 and P3, respectively, marked in
panel (a). The solutions to the original system (3.10) and their approximations (computed from system (3.14)) are depicted
in red (dashed line) and in blue (solid line), respectively.

Gyori et al. [15, 46], Banks [18] and Demidenko [47], as well as recent applications in practical problems
[19, 48]. Following these previous works, in the present study we applied a second-order approximation
of the original DDE by considering a finite sequence of Taylor expansions as proposed in [29]. In this
way, a piecewise-smooth dynamical system with (constant) delay can be approximated by a piecewise-
smooth system of ODEs of large dimension, which then allows the study of the resulting model in the
framework of hybrid dynamical systems, following the ideas of [28] and [23]. This enables the numerical
bifurcation study of the system response via path-following methods, for instance via the general-purpose
continuation platform COCO [25].

The effectiveness of the proposed scheme was tested on a well-known and widely studied impact
oscillator [30, 31], driven by a time-delayed feedback controller. One of the advantages of the proposed
numerical approach is that it allows the study of discontinuity-induced bifurcations, such as sliding
and grazing, a task that is difficult to perform if discontinuity boundaries are not clearly identified in the
numerical implementation, for instance when smoothing the original system via e.g. parameter-dependent
families of tanh functions. Via the numerical software COCO, we carried out the numerical continuation
of periodic solutions of the impact oscillator, with special focus on detection of grazing phenomena when
the main control parameters are varied, specifically, the control delay τd and the control gain K. Our
investigation revealed that the considered time-delayed feedback controller is able to steer the system
from impacting to non-impacting responses and viceversa, where the boundary point is defined by a
grazing bifurcation. By using the COCO capability of tracing loci of special points in two parameters,
we carried out the two-parameter continuation of the detected grazing bifurcation with respect to τd and
K. In this way, we obtained a curve in the τd-K plane defining the boundary between impacting and
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non-impacting periodic behavior.
Although the proposed the numerical approach provides a straightforward mean to study piecewise-

smooth dynamical systems with delay via existing and well-established continuation packages, it suffers
from a number of limitations. To begin with, a significant increase of computation time can be noticed
when the mesh width 1

N
decreases (see (2.7)), which is an unavoidable effect owing to the infinite-

dimensional nature of dynamical systems with delay. Nevertheless, our numerical investigation showed
that still a good balance between computational cost and accuracy of the results can be found. It is
also important to mention that in our implementation we have not tracked secondary discontinuities that
are known to be propagated as the time increases. Due to the well-known smoothing property of DDEs
[39], this does not seem to affect the numerical accuracy in the considered continuation framework (since
our study focused on periodic solutions), however, this is something that needs to be looked into when
dealing with DDEs with nonsmooth phenomena. Therefore, in the long term future work should focus
on the development of general-purpose, portable and user friendly computational tools for the numerical
continuation and bifurcation analysis of piecewise-smooth dynamical systems with delay, combining the
capabilities offered by e.g. DDE-BIFTOOL and the multi-segment continuation toolbox of COCO.
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