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#### Abstract

Аbstract. In this paper a stability analysis for a Cournot duopoly model with tax evasion and time-delay in a continuous-time framework is presented. The mathematical model under consideration follows a gradient dynamics approach, is nonlinear and four-dimensional with state variables given by the production and declared revenue of each competitor. We prove that both the marginal cost rate and time delay play roles as bifurcation parameters. More precisely, if the marginal cost rate lies in certain closed interval then the equilibrium point is delay-independent stable, otherwise it is delay-dependent stable and a Hopf bifurcation necessarily occurs. Some numerical simulations are presented in order to confirm the proposed theoretical results and illustrate the effect of the bifurcation parameters on model stability.


## 1. Introduction

Bifurcation theory is a mathematical field focused on studying the qualitative variations of the behavior occurring in a family of solutions of a given system of differential equations. Recently, it has become a field of major involvement in areas such as engineering, physics, chemistry, economics and biology, among others [6, 9, 10]. A bifurcation is said to occur when an infinitesimal variation in the value of a parameter of a nonlinear system causes a qualitative or topological change on the corresponding solutions of the system. This qualitative change, in many cases, refers to a change on the stability of the fixed point, the appearance or disappearance of a fixed point or the creation or annihilation of a periodic orbit. The parameters that cause these changes are known as bifurcation parameters and the values where the changes occur are known as the bifurcation points. In some dynamical systems, the presence of bifurcations often preludes the unveiling of chaos, or vice versa [5]. Chaos is the denomination of the branch of mathematics that pursues the unravelment of certain types of dynamical systems exhibiting unpredictable behavior [20]. There are different types of bifurcations that can be present in a dynamical system. In this paper, the analysis is focused on Hopf bifurcations [18]. Although there is a large amount of literature that addresses this topic, little research has been done on Hopf bifurcations for time-delay systems. Bifurcation analysis for time-delay systems is found in the
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literature on problems from diverse areas such as economics [14], finance [12] and biology [6], among others.

A large number of topics in theoretical economics can be endorsed with a rigorous mathematical framework by analyzing their corresponding mathematical models. Notably, examples of these analyses are the formalization of imbalance models of economic cycles, the evolutionary models of financial markets, models that focus on the study of the dynamic behavior of firms in world markets, among others, [9]. In recent years, oligopoly models have been receiving increasing attention, both by economists and mathematicians. By economists, since the behavior of these models plays a relevant role in theoretical economics [8], and by mathematicians, as the mathematical models ensuing, despite their complexity, yield interesting examples of chaos [19] and Hopf bifurcations [14]. In this study, a Cournot duopoly model with tax evasion and time-delay is addressed.

The Cournot duopoly model is a classic example in game theory [7, 16]. A duopoly is a market where two firms sell the same product to a large number of consumers. The first study of a duopoly is due to Antoine Augustin Cournot [4], who in 1838 proposed that firms should adjust production levels in such a way that each of them maximizes its profits taking into account the production of the rival firm. Some studies that address this topic are given in [1, 2, 19]. While duopoly models may be regarded as dynamical systems on two variable, in [8] a Cournot duopoly model with tax evasion was introduced, rendering the corresponding study of the dynamical system to one with four variables, thus increasing its complexity. In [14], the author presented a Cournot duopoly model with tax evasion where a Hopf bifurcation occurred with variations of time-delay; however, no condition for the existence of such bifurcation was given. In [17], an analysis of a heterogenous Cournot duopoly with delay dynamics is given. Here, the mathematical model is two-dimensional with state variables being the quantities which enter the market from the two firms. Also, stability switching curves and numerical simulations are provided to illustrate the theoretical findings and to show how the delays affect the dynamic behavior.

In this paper a stability analysis of a Cournot duopoly model with tax evasion an time-delay continuous-time framework is presented. Here, the mathematical model is of four-dimensional and considers the quantities which enter the market as well as the declared revenues from each competitor. As a consequence of our analyisis, conditions to determine delay-dependent and delay-independent stability of the Cournot model are given. This allows determining restrictions for the existence of limit cycles and Hopf bifurcations. Also, it is shown that, notwithstanding the values of many other parameter such as the tax rate and the probabilities of being caught evading taxes, it is the marginal cost rate of firms which turns out to be the decisive factor in determining stability switching in the Cournot duopoly model under delay variations, as well as stability no-switching under any delay variation.

The paper is organized as follows. Some preliminary results concerning to stability of time-delay system and Cournot duopoly nonlinear model with timedelay are presented in Section 2. The stability analysis of Cournot duopoly nonlinear model to obtain the bifurcation parameters, limit cycles and Hopf bifurcations is proposed in Section 3. In Section 4, the implementation and validation of the previous theoretical results obtained are given. Finally, some concluding remarks are made in Section 5.

## 2. Preliminary results

2.1. Stability of time delay systems. In this section, some results concerning the stability of time-delay systems are given.
Some necessary notation is given first. Consider a time delay nonlinear system of the form

$$
\begin{equation*}
\frac{d \vec{x}}{d t}=G\left(\vec{x}, \vec{x}_{\tau}\right) \tag{1}
\end{equation*}
$$

where $G\left(\vec{x}, \vec{x}_{\tau}\right)=\left(g_{1}\left(\vec{x}(t), \vec{x}_{\tau}(t)\right) g_{2}\left(\vec{x}(t), \vec{x}_{\tau}(t)\right), \ldots, g_{n}\left(\vec{x}(t), \vec{x}_{\tau}(t)\right)\right)^{\top}, \vec{x}=\left(x_{1}(t) x_{2}(t) z_{1}(t) z_{2}(t)\right)^{\top}$, $\vec{x}_{\tau}=\vec{x}(t-\tau)=\left(x_{1 \tau}(t) x_{2 \tau}(t) z_{1 \tau}(t) z_{2 \tau}(t)\right)^{\top}=\left(x_{1}(t-\tau) x_{2}(t-\tau) z_{1}(t-\tau) z_{2}(t-\tau)\right)^{\top}$. Now, a equilibrium $\vec{x}^{*}=\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}\right)$ is the one that satisfies $G\left(\vec{x}^{*}, \vec{x}_{\tau}^{*}\right)=G\left(\vec{x}^{*}, \vec{x}^{*}\right)=$ 0 . Thus, the linearization of (1) at the equilibrium point is

$$
\begin{equation*}
\frac{d \vec{x}(t)}{d t}=A \vec{x}+B \vec{x}_{\tau}, \tag{2}
\end{equation*}
$$

where

$$
A=\left(\begin{array}{cccc}
D_{1} g_{1} & D_{2} g_{1} & \ldots & D_{n} g_{1} \\
D_{1} g_{2} & D_{2} g_{2} & \ldots & D_{n} g_{2} \\
\vdots & & \ddots & \vdots \\
D_{1} g_{n} & D_{2} g_{n} & \ldots & D_{n} g_{n}
\end{array}\right), \quad B=\left(\begin{array}{cccc}
D_{1_{\tau}} g_{1_{\tau}} & D_{2_{\tau}} g_{1_{\tau}} & \ldots & D_{n_{\tau}} g_{1_{\tau}} \\
D_{1_{\tau}} g_{2_{\tau}} & D_{2_{\tau}} g_{2_{\tau}} & \ldots & D_{n_{\tau}} g_{2_{\tau}} \\
\vdots & & \ddots & \vdots \\
D_{1_{\tau}} g_{n_{\tau}} & D_{2_{\tau}} g_{n_{\tau}} & \ldots & D_{n_{\tau}} g_{n_{\tau}}
\end{array}\right)
$$

are constant systems matrices in $\mathbb{R}^{n \times n}, \tau \in \mathbb{R}^{+}$is a delay, $\psi:[-\tau, 0] \rightarrow \mathbb{C}$ is the initial condition, $C\left([-\tau, 0], \mathbb{R}^{n}\right)$ is Banach space of continuous vector functions mapping the interval $[-\tau, 0]$ into $\mathbb{R}^{n}$ with the standard uniform norm $\|\psi\|_{\tau}:=$ $\max _{\theta \in[-\tau, 0]}\|\psi(\theta)\|$. For any initial condition the system (2] admits the unique solution $x(t, \psi)$ defined on $[-\tau, \infty]$ and $x_{t}(\psi):=\{x(t+\theta, \psi) \subset x(t, \psi): \theta \in[-\tau, 0]\}$ is the state vector. Here, $D_{l} g_{j}=k_{l} \frac{\partial}{\partial x_{l}}\left(\frac{\partial P_{j}}{\partial x_{j}}\right)$, and $D_{l_{\tau}} g_{j_{\tau}}=k_{l} \frac{\partial}{\partial x_{l \tau}}\left(\frac{\partial P_{j}}{\partial x_{j \tau}}\right) ; l, j=1, \ldots, n$.
The above system is know as linear time invariant systems (LTI) with time-delay or LTI system with time-delay, and its quasi-polynomial characteristic is of the form

$$
\begin{equation*}
q(\lambda, \tau)=\operatorname{det}\left(A+e^{-\lambda \tau} B-\lambda I\right)=0 . \tag{3}
\end{equation*}
$$

Definition 2.1. [3] The LTI systems with time-delay (2) is asymptotically stable if all zeros of quasi-polynomial (3) lie in $\operatorname{Re}\{\lambda\}<0, j=1,2, \ldots$.

It should be noted that the stability of a system of the form (1) does not always depend on the variations of the parameter $\tau$, that is, the system (1) is stable for arbitrary delay. This condition is known as delay-independent stability criteria. On the other hand, when the stability of the system (1) depends on the variations of $\tau$, this is known as delay-dependent stability criteria.

Next, the Cournot duopoly model to be studied is introduce.
2.2. Cournot duopoly mathematical model. Consider $P_{l}: \mathbb{R}^{4} \rightarrow \mathbb{R}^{+}, l=1,2$ the profit functions of the two firms given by

$$
\begin{aligned}
& P_{l}\left(x_{1}(t), x_{2}(t), z_{1}(t), z_{2}(t)\right) \\
& \quad=\left(1-q_{l}\right)\left[x_{l}(t) p(y(t))-C_{l}\left(x_{l}(t)\right)-\sigma z_{l}(t)\right]+q_{l}\left[(1-\sigma) x_{l}(t) p(y(t))-C_{l}\left(x_{l}(t)\right)-F\left(x_{l}(t) p(y(t))-z_{l}\right)\right]
\end{aligned}
$$

$$
\begin{equation*}
=\left(1-q_{l} \sigma\right) x_{l}(t) p(y(t))-q_{l} F\left(x_{l}(t) p(y(t))-z_{l}(t)\right)-\left(1-q_{l}\right) \sigma z_{l}(t)-C_{l}\left(x_{l}(t)\right), \tag{4}
\end{equation*}
$$

where $x_{l}(t) \in \mathbb{R}^{+}, l=1,2$ are the quantities which enter the market from the two firms, $z_{l}(t) \in \mathbb{R}^{+}, l=1,2$ are the declared revenues and $y(t):=x_{1}(t)+x_{2}(t) \in$ $\mathbb{R}^{+}$is a combination of the above variables. In the subsequent, the following is written to reduce notation, $x_{l}:=x_{l}(t), z_{l}=z_{l}(t)$ and $y:=y(t)$. Also, $p: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$ is the inverse demand function such that is a derivable function with $p^{\prime}(y)<$ $0, \lim _{y \rightarrow a} p(y)=0$ and $\lim _{y \rightarrow 0} p(y)=b ; a, b \in \overline{\mathbb{R}}^{+}, F(y): \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is the penalty function such that $F^{\prime}(y)>0, F^{\prime \prime}(y)>0, F(0)=0, C_{l}: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}, l=1,2$, is the cost function such that $C_{l}$ are derivable functions with $C_{l}^{\prime}(y)>0, C_{l}^{\prime \prime}(y) \geq 0, \sigma \in[0,1)$ is the government levies an ad valorem tax on each firm's sales, $q_{l} \in(0,1), l=1,2$ is the joint probability of being audited and detected, $\sigma z_{l}$ is the tax bill of firm $l$.

In (4), the first bracketed term equals the profit of firm $l$ if evasion activities remain undetected, while the second term represents the profit of firm $l$ in case tax evasion is detected. The model assumes that each firm tends to maximize profits, based on the expectation that its own production and the declared revenue decision will not have an effect on the decisions of its rivals. Therefore, the purpose of the firm is to maximize (4) with respect to the output $x_{l}$ and the declared income $z_{l}$. Thus, the mathematical optimization problem is given by

$$
\begin{equation*}
\max _{x_{l}, z_{l}} P_{l} ; \quad l=1,2 . \tag{5}
\end{equation*}
$$

The following proposition, which is similar to [14, Proposition 1] except that the functions $F$ and $C_{l}$ are not yet specified. Compare also with [11, Proposition 1.1].

Proposition 2.2. The values of $x_{1}^{*}, x_{2}^{*}, z_{1}^{*} y z_{2}^{*}$ which maximizes the profit functions $P_{1}$ and $P_{2}$ satisfy the following four equations

$$
\begin{align*}
& \frac{\partial P_{l}}{\partial x_{l}}=\left(1-q_{l} \sigma-q_{l} F^{\prime}\left(x_{l} p(y)-z_{l}\right)\right)\left(p(y)+x_{l} p^{\prime}(y)\right)-C_{l}^{\prime}\left(x_{l}\right)=0,  \tag{6}\\
& \frac{\partial P_{l}}{\partial z_{l}}=-\left(1-q_{l}\right) \sigma+q_{l} F^{\prime}\left(x_{l} p(y)-z_{l}\right)=0 ; \quad l=1,2 .
\end{align*}
$$

For the dynamical model, the time dependent input variable $x_{l}(t)$ for each firm is considered. It will be assumed that the variation of $x_{l}(t)$ with respect to time is proportional to the marginal profit $\frac{\partial P_{l}}{\partial x_{l}}$. Similarly, the declared revenue for each firm is considered to be time dependent, $z_{l}(t)$ and the adjustment of the amount declared is assumed to be proportional to the marginal profits $\frac{\partial P_{l}}{\partial z_{l}}$. However, the second firm is assumed to be a follower of the first, that is to say, the first firm is assumed to enter the market first followed after a delay $\tau$ by the second firm.

Thus, Cournot duopoly nonlinear model with tax evasion and time-delay is

$$
\begin{align*}
G\left(\vec{x}, \vec{x}_{\tau}\right) & =\left(\begin{array}{llll}
\frac{d x_{1}}{d t} & \frac{d x_{2}}{d t} & \frac{d z_{1}}{d t} & \frac{d z_{2}}{d t}
\end{array}\right)^{\top}  \tag{7}\\
& =\left(\begin{array}{llll}
k_{1} \frac{\partial P_{1}\left(\vec{x}, \vec{x}_{\tau}\right)}{\partial x_{1}} & k_{2} \frac{\partial P_{2}\left(\vec{x}, \vec{x}_{\tau}\right)}{\partial x_{2}} & k_{3} \frac{\partial P_{1}\left(\vec{x}, \vec{x}_{\tau}\right)}{\partial z_{1}} & k_{4} \frac{\partial P_{2}\left(\vec{x}, \vec{x}_{\tau}\right)}{\partial z_{2}}
\end{array}\right)^{\top} .
\end{align*}
$$

where $k_{j}, j=1, \ldots, 4$ are constant. Observe that the above nonlinear model is of the form (1). Moreover, the fixed points of the system (7) is precisely the equilibrium points computed in Proposition 2.2.

Proposition 2.3. The linearization of systems (7) around the equilibrium (17) is a system of the form (2),

$$
\begin{equation*}
\frac{d \vec{x}}{d t}=A \vec{x}+B \vec{x}_{\tau}, \tag{8}
\end{equation*}
$$

where

$$
A=\left(\begin{array}{cccc}
k_{1} \frac{\partial^{2} P_{1}}{\partial x_{1}^{2}} & k_{1} \frac{\partial^{2} P_{1}}{\partial x_{1} \partial x_{1}} & k_{1} \frac{\partial^{2} P_{1}}{\partial z_{1} \partial x_{1}} & 0 \\
0 & k_{2} \frac{\partial^{2} P_{2}}{\partial x_{2}^{2}} & 0 & k_{2} \frac{\partial^{2} P_{2}}{\partial z_{2} \partial x_{2}} \\
k_{3} \frac{\partial^{2} P_{1}}{\partial x_{1} \partial z_{1}} & k_{3} \frac{\partial^{2} P_{1}}{\partial x_{2} \partial z_{1}} & k_{3} \frac{\partial^{2} P_{1}}{\partial z_{1}^{2}} & 0 \\
0 & k_{4} \frac{\partial^{2} P_{2}}{\partial x_{2} \partial z_{2}} & 0 & k_{4} \frac{\partial^{2} P_{2}}{\partial z_{2}^{2}}
\end{array}\right), \quad B=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
k_{2} \frac{\partial^{2} P_{2}}{\partial x_{1} \tau x_{2}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
k_{4} \frac{\partial^{2} P_{2}}{\partial x_{1 \tau} \partial z_{2}} & 0 & 0 & 0
\end{array}\right) .
$$

and its quasi-polynomial is

$$
\begin{equation*}
q(\lambda, \tau)=p_{1}(\lambda) p_{2}(\lambda)-e^{-\lambda \tau}(a \lambda-b)(c \lambda-d) \tag{9}
\end{equation*}
$$

where $p_{1}(\lambda)=\lambda^{2}-\alpha_{1} \lambda+\alpha_{0}, p_{2}(\lambda)=\lambda^{2}-\beta_{1} \lambda+\beta_{0}$, with

$$
\begin{array}{ll}
\alpha_{0}=\left(k_{1} \frac{\partial^{2} P_{1}}{\partial x_{1}^{2}} k_{3} \frac{\partial^{2} P_{1}}{\partial z_{1}^{2}}\right)-\left(k_{1} \frac{\partial^{2} P_{1}}{\partial z_{1} \partial x_{1}} k_{3} \frac{\partial^{2} P_{1}}{\partial x_{1} \partial z_{1}}\right), & \alpha_{1}=\left(k_{1} \frac{\partial^{2} P_{1}}{\partial x_{1}^{2}}+k_{3} \frac{\partial^{2} P_{1}}{\partial z_{1}^{2}}\right) \\
\beta_{0}=\left(k_{2} \frac{\partial^{2} P_{2}}{\partial x_{2}^{2}} k_{4} \frac{\partial^{2} P_{2}}{\partial z_{2}^{2}}\right)-\left(k_{2} \frac{\partial^{2} P_{2}}{\partial z_{2} \partial x_{2}} k_{4} \frac{\partial^{2} P_{2}}{\partial x_{2} \partial z_{2}}\right), & \beta_{1}=\left(k_{2} \frac{\partial^{2} P_{2}}{\partial x_{2}^{2}}+k_{4} \frac{\partial^{2} P_{2}}{\partial z_{2}^{2}}\right)
\end{array}
$$

## Additionally,

$$
\begin{array}{ll}
a=k_{1} \frac{\partial^{2} P_{1}}{\partial x_{2} \partial x_{1}}, & b=\left(k_{1} \frac{\partial^{2} P_{1}}{\partial x_{2} \partial x_{1}} k_{3} \frac{\partial^{2} P_{1}}{\partial z_{1}^{2}}\right)-\left(k_{3} \frac{\partial^{2} P_{1}}{\partial x_{2} \partial z_{1}} k_{1} \frac{\partial^{2} P_{1}}{\partial z_{1} \partial x_{1}}\right), \\
c=k_{2} \frac{\partial^{2} P_{2}}{\partial x_{1} \partial x_{2}}, & d=\left(k_{2} \frac{\partial^{2} P_{2}}{\partial x_{1} \partial x_{2}} k_{4} \frac{\partial^{2} P_{2}}{\partial z_{2}^{2}}\right)-\left(k_{4} \frac{\partial^{2} P_{2}}{\partial x_{1} \partial z_{2}} k_{2} \frac{\partial^{2} P_{2}}{\partial z_{2} \partial x_{2}}\right) .
\end{array}
$$

Next, stability of the system (8) is studied.

## 3. Stability analysis of the Cournot duopoly model with time-delay

In this section, an analysis to determine delay-independent and delay-dependent stability conditions of the Cournot duopoly model with time-delay is presented.

The stability of system (8) is completely determined by the location of the roots of the corresponding characteristic quasi-polynomial. One method to analyze the stability of a quasi-polynomial is the D-partition method proposed by Neimark in [15]. What this method proposes is the study of the space of crossover frequencies $i \omega$-crossing delays. Below, this method is then applied to quasi-polynomial (9). In addition, we will asume the the system is initially stable, that is, stable when $\tau=0$.

A stable quasi-polynomial loses stability if some of its roots cross to the open right-half of the complex plane. Clearly, the above occurs when the roots cross the imaginary axis. For this, there are two possible cases, the first is a crossing window on the imaginary axis, $\lambda= \pm i \omega$, where $0 \neq \omega \in \mathbb{R}^{+}$, the second is a crossing window on the origin $\lambda=0$. In both cases, $\lambda$ must be solution of quasi-polynomial. In general, the crossing window occur under variations of the parameters of a system or quasi-polynomial. A particular case and of great interest to the scientific community since it is closely related to bifurcation theory, it is to find the crossing windows when delay $\tau$ varies. On the one hand, when the stability of a system depends on the value of $\tau$, then it is said that the system is delay-dependent stable, and there will be ranges of values of $\tau$ for which the system is stable and ranges for which it is unstable. On the other hand, when the system is delay-independent stable, then the system is stable for all non-negative values of $\tau$. Next, an analysis of the quasi-polynomial (9) using the mentioned above is performed.

Consider the change of variable $\lambda=0$ in the quasi-polynomial 9

$$
q(0, \tau)=\alpha_{0} \beta_{0}-b d .
$$

Clearly, the previous equation does not contribute much about the stabilized analysis of (9), whence, efforts will be focused when $\lambda=i \omega_{0}$, where $0 \neq \omega_{0} \in \mathbb{R}^{+}$ is solution of polynomial $P\left(i \omega_{0}\right)=0$ given in (9). To obtain stability conditions, it is enough to study only roots with a positive imaginary part, so $\lambda=-i \omega_{0}$ will not be used.
Now, consider the change of variable $\lambda=i \omega$ in the quasi-polynomial (9)

$$
\begin{align*}
q(i \omega, \tau) & =p_{1}(i \omega) p_{2}(i \omega)-e^{-i \omega \tau}(i \omega a-b)(i \omega c-d) \\
& =p_{1}(i \omega) p_{2}(i \omega)-(\cos (\omega \tau)-i \sin (\omega \tau))(a \lambda-b)(c \lambda-d)=0, \tag{10}
\end{align*}
$$

Note that $q(i \omega, \tau)=0$ iff $\operatorname{Re}\{q(i \omega, \tau)\}=0$ and $\operatorname{Im}\{q(i \omega, \tau)\}=0$, where

$$
\begin{aligned}
& \operatorname{Re}\{q(i \omega, \tau)\}=\Phi(\omega)+\left(a c \omega^{2}-d b\right) \cos (\omega \tau)+\omega(a d+b c) \sin (\omega \tau)=0, \\
& \operatorname{Im}\{q(i \omega, \tau)\}=\Theta(\omega)+\omega(a d+b c) \cos (\omega \tau)+\left(d b-a c \omega^{2}\right) \sin (\omega \tau)=0,
\end{aligned}
$$

with

$$
\begin{aligned}
& \Phi(\omega)=\operatorname{Re}\left\{p_{1}(i \omega) p_{2}(i \omega)\right\}=\omega^{4}-\left(\alpha_{1} \beta_{1}+\alpha_{0}+\beta_{0}\right) \omega^{2}+\alpha_{0} \beta_{0}, \\
& \Theta(\omega)=\operatorname{Im}\left\{p_{1}(i \omega) p_{2}(i \omega)\right\}=\omega^{3}\left(\alpha_{1}+\beta_{1}\right)-\left(\alpha_{0} \beta_{1}+\alpha_{1} \beta_{0}\right) \omega .
\end{aligned}
$$

In other words, $q(i \omega, \tau)=0$ if

$$
\left[\begin{array}{c}
\cos (\omega \tau) \\
\sin (\omega \tau)
\end{array}\right]=\left[\begin{array}{cc}
\left(a c \omega^{2}-d b\right) & \omega(a d+b c) \\
\omega(a d+b c) & \left(d b-a c \omega^{2}\right)
\end{array}\right]^{-1}\left[\begin{array}{l}
-\Phi(\omega) \\
-\Theta(\omega)
\end{array}\right]
$$

or

$$
\cos (\omega \tau)=\frac{-\Phi(\omega)\left(a c \omega^{2}-b d\right)-\Theta(\omega)(a d+b c) \omega}{\left(c^{2} \omega^{2}+d^{2}\right)\left(a^{2} \omega^{2}+b^{2}\right)}, \quad \sin (\omega \tau)=\frac{-\Phi(\omega)(a d+b c) \omega+\Theta(\omega)\left(a c \omega^{2}-b d\right)}{\left(c^{2} \omega^{2}+d^{2}\right)\left(a^{2} \omega^{2}+b^{2}\right)} .
$$

Now, using $\sin ^{2}(\omega \tau)+\cos ^{2}(\omega \tau)=1$, the above is true if

$$
\begin{align*}
P(\omega) & =N_{1}^{2}(\omega)+N_{2}^{2}(\omega)-Q^{2}(\omega) \\
& =a_{12} \omega^{12}+a_{10} \omega^{10}+a_{8} \omega^{8}+a_{6} \omega^{6}+a_{4} \omega^{4}+a_{2} \omega^{2}+a_{0}=0 \tag{11}
\end{align*}
$$

with $N_{1}(\omega)=-\Phi(\omega)\left(a c \omega^{2}-b d\right)-\Theta(\omega) \omega(a d+b c), N_{2}(\omega)=-\Phi(\omega)(a d+b c) \omega+$ $\Theta(\omega)\left(a c \omega^{2}-b d\right)$ and $Q(\omega)=\left(c^{2} \omega^{2}+d^{2}\right)\left(a^{2} \omega^{2}+b^{2}\right)$. Also, $a_{12}=a^{2} c^{2}$,
$a_{10}=\left(\left(\alpha_{1}{ }^{2}+\beta_{1}{ }^{2}-2\left(\alpha_{0}+\beta_{0}\right)\right) c^{2}+d^{2}\right) a^{2}+b^{2} c^{2}$,

$$
a_{8}=\left(\alpha_{1}^{2}+\beta_{1}^{2}-2\left(\alpha_{0}+\beta_{0}\right)\right)\left(a^{2} d^{2}+b^{2} c^{2}\right)+\left(\alpha_{0}^{2}+\beta_{0}^{2}+\left(2 \alpha_{0}-\alpha_{1}^{2}\right)\left(2 \beta_{0}-\beta_{1}^{2}\right)\right) a^{2} c^{2}+b^{2} d^{2}-a^{4} c^{4}
$$

$$
a_{6}=\left(a^{2} d^{2}+b^{2} c^{2}\right)\left(\alpha_{0}^{2}+\beta_{0}^{2}+\left(2 \alpha_{0}-\alpha_{1}^{2}\right)\left(2 \beta_{0}-\beta_{1}^{2}\right)\right)+\left(\alpha_{1}^{2}+\beta_{1}^{2}-2\left(\alpha_{0}+\beta_{0}\right)\right) b^{2} d^{2}-2 a^{4} c^{2} d^{2}
$$

$$
\begin{aligned}
& -2 b^{2} c^{4} a^{2}+\left(\alpha_{0}^{2} \beta_{1}^{2}+\alpha_{1}^{2} \beta_{0}^{2}-2\left(\alpha_{0}^{2} \beta_{0}+\alpha_{0} \beta_{0}^{2}\right)\right) c^{2} a^{2} \\
a_{4}= & \left(\alpha_{0}^{2} \beta_{0}^{2}-4 b^{2} d^{2}\right) c^{2} a^{2}+\left(\alpha_{0}^{2}+\beta_{0}^{2}+\left(\alpha_{1}^{2}-2 \alpha_{0}\right)\left(\beta_{1}^{2}-2 \beta_{0}\right)\right) d^{2} b^{2}, \\
& +\left(\alpha_{0}^{2}\left(\beta_{1}^{2}-2 \beta_{0}\right)+\left(\alpha_{1}^{2}-2 \alpha_{0}\right) \beta_{0}^{2}\right)\left(a^{2} d^{2}+b^{2} c^{2}\right)-a^{4} d^{4}-b^{4} c^{4}, \\
a_{2}= & \left(\alpha_{0}^{2}\left(\beta_{1}^{2}-2 \beta_{0}\right)+\left(\alpha_{1}^{2}-2 \alpha_{0}\right) \beta_{0}^{2}\right) b^{2} d^{2}-\left(a^{2} d^{2}+b^{2} c^{2}\right)\left(2 b^{2} d^{2}-\alpha_{0}^{2} \beta_{0}^{2}\right), \\
a_{0}= & \alpha_{0}^{2} \beta_{0}^{2} b^{2} d^{2}-b^{4} d^{4} .
\end{aligned}
$$

Thus, the quasi-polynomial (9) have dominant roots $\lambda_{0}= \pm i \omega_{0}$, if there is $\omega_{0}$ solution of the polynomial $P\left(\omega_{0}\right)$ given in (11). Moreover, the delay for which the above occurs is

$$
\begin{equation*}
\tau_{0}=\frac{1}{\omega_{0}} \tan ^{-1}\left(\frac{N_{2}\left(\omega_{0}\right)}{N_{1}\left(\omega_{0}\right)}\right)+\frac{n \pi}{\omega_{0}} ; n=0, \pm 1, \pm 2, \ldots \tag{12}
\end{equation*}
$$

The following proposition is a reformulation of [14, Theorem 6]. It will be useful for the applications later is this paper.

Proposition 3.1. Consider the Cournot duopoly linear system with time-delay (8) stable for $\tau=0$ and its corresponding quasi-polynomial (9). Then, the system (8) is delay-independent stable if the polynomial $P(\omega)$ given in 11) has no nonzero real roots.

On the other hand, if there is $0 \neq \omega_{0} \in \mathbb{R}^{+}$such that $P\left(\omega_{0}\right)=0$, then the system (8) is delay-dependent stable. Moreover, the Cournot duopoly nonlinear model with time-delay (7) have a Hopf bifurcation occurs at $\tau=\tau_{0}$ if

$$
\begin{equation*}
\operatorname{sign}\left\{\operatorname{Re}\left\{\left.\frac{\partial \lambda}{\partial \tau}\right|_{\lambda=i \omega_{0}}\right\}\right\}=\operatorname{sign}\left\{\left.\frac{\partial \operatorname{Re}\{\lambda\}}{\partial \tau}\right|_{\lambda=i \omega_{0}}\right\}>0 \tag{13}
\end{equation*}
$$

Here, $\tau_{0}$ is given in (12).
Proof. It is well-know that the stability of Cournot duopoly linear model (8) depends on the location of the roots of the polynomial in the complex plane. Suppose that the system (8) is stable for $\tau=0$, i.e. all roots of (9) lie in the open left-half of complex plane.

By taking $\tau$ as a parameter and the continuous movement of the roots under variation of $\tau$. The quasi-polynomial (9) lose stability if some of its roots cross to open right-half of complex plane. Clearly, the above occurs when the roots cross the imaginary axis, for which, there must first be a crossing window on the imaginary axis, $\lambda_{0}= \pm i \omega_{0}$, where $0 \neq \omega_{0} \in \mathbb{R}^{+}$is solution of polynomial $P\left(\omega_{0}\right)=0$ given in (11). Thus, the crossing window $\lambda_{0}$ is guaranteed and is occurs when $\tau=\tau_{0}$ and the nonlinear system (7) have a bifurcation occurs at $\tau=\tau_{0}$. Second, suppose that suppose that the above is true, i.e. the $P\left(\omega_{0}\right)=0$ has at least one positive root and this is simple. As $\tau$ increases, stability switches may occur when (13) is met. Therefore, the system (8) is delay-dependent stable, see [3, 13].

On the other hand, if there is not a positive root $\omega_{0}$ such that the polynomial $P\left(\omega_{0}\right)=0$, then there is no crossing window $\lambda_{0}= \pm i \omega_{0}$. Therefore, if the system (8) is stable at $\tau=0$ it remain stable for all $\tau \geq 0$.

Note that the above results are for any demand function $p(y)$, penalty function $F(y)$ and cost functions $C_{l}(y)$. Throughout the rest of the document it is assumed that the previous functions are defined particularly to obtain specific and detailed results.
Consider a Cournot duopoly nonlinear model with time-delay of the form (7), the linearization (8), the quasi-polynomial (9) and the polynomial (11). Also,
Assumption A: Let $p(y)=1 / y, F(u)=\frac{1}{2} s \sigma u^{2}$ and $C_{l}\left(x_{l}\right)=c_{l} x_{l}$, with $s>0, c_{l}>0$, $l=1,2$, are constants, $y=x_{1}+x_{2}$ and $u=x_{1} p(y)-z_{1}$.

Thus, the profit function of the first firm is

$$
\begin{align*}
& P_{1}\left(x_{1}, x_{2}, z_{1}, z_{2}, x_{1 \tau}, x_{2 \tau}, z_{1 \tau}, z_{2 \tau}\right)=\left(1-q_{1}\right)\left(x_{1} p\left(x_{1}+x_{2}\right)-C_{1}\left(x_{1}\right)-\sigma z_{1}\right) \\
& \quad+q_{1}\left((1-\sigma) x_{1} p\left(x_{1}+x_{2}\right)-C_{1}\left(x_{1}\right)-F\left(x_{1} p\left(x_{1}+x_{2}\right)-z_{1}\right)\right) . \tag{14}
\end{align*}
$$

The revenue of the second firm is then

$$
x_{2} p\left(x_{1 \tau}+x_{2}\right):=x_{2}(t) p\left(x_{1}(t-\tau)+x_{2}(t)\right) .
$$

Therefore, the profit function $P_{2}$ is given by

$$
\begin{align*}
& P_{2}\left(x_{1}, x_{2}, z_{1}, z_{2}, x_{1 \tau}, x_{2 \tau}, z_{1 \tau}, z_{2 \tau}\right)=\left(1-q_{2}\right)\left(x_{2} p\left(x_{1 \tau}+x_{2}\right)-C_{2}\left(x_{2}\right)-\sigma z_{2}\right) \\
& \quad+q_{2}\left((1-\sigma) x_{2} p\left(x_{1 \tau}+x_{2}\right)-C_{2}\left(x_{2}\right)-F\left(x_{2} p\left(x_{1 \tau}+x_{2}\right)-z_{2}\right)\right) . \tag{15}
\end{align*}
$$

The four-dimensional Cournot duopoly nonlinear model with tax evasion and time-delay under consideration, follows a gradient dynamic approach, that is

$$
\begin{align*}
& \frac{d x_{1}}{d t}=k_{1} \frac{\partial P_{1}\left(\vec{x}, \vec{x}_{\tau}\right)}{\partial x_{1}}=k_{1}\left(\left[1-q_{1} \sigma-q_{1} F^{\prime}\left(x_{1} p\left(x_{1}+x_{2}\right)-z_{1}\right]\left[p\left(x_{1}+x_{2}\right)+x_{1} p^{\prime}\left(x_{1}+x_{2}\right)\right]-C_{1}^{\prime}\left(x_{1}\right)\right),\right.  \tag{16}\\
& \frac{d x_{2}}{d t}=k_{2} \frac{\partial P_{2}\left(\vec{x}, \vec{x}_{\tau}\right)}{\partial x_{2}}=k_{2}\left(\left[1-q_{2} \sigma-q_{2} F^{\prime}\left(x_{2} p\left(x_{1 \tau}+x_{2}\right)-z_{2}\right]\left[p\left(x_{1 \tau}+x_{2}\right)+x_{2} p^{\prime}\left(x_{1}+x_{2}\right)\right]-C_{2}^{\prime}\left(x_{2}\right)\right),\right. \\
& \frac{d z_{1}}{d t}=k_{3} \frac{\partial P_{1}\left(\vec{x}, \vec{x}_{\tau}\right)}{\partial z_{1}}=k_{3}\left[-\left(1-q_{1}\right) \sigma+q_{1} F^{\prime}\left(x_{1} p\left(x_{1}+x_{2}\right)-z_{1}\right],\right. \\
& \frac{d z_{2}}{d t}=k_{4} \frac{\partial P_{2}\left(\vec{x}, \vec{x}_{\tau}\right)}{\partial z_{2}}=k_{4}\left[-\left(1-q_{2}\right) \sigma+q_{2} F^{\prime}\left(x_{2} p\left(x_{1 \tau}+x_{2}\right)-z_{2}\right] .\right.
\end{align*}
$$

In the following proposition, we compute the equilibrium point of the system (16). It is a slight generalization of [14, Proposition 4].

Proposition 3.2. Consider the Cournot duopoly nonlinear model with tax evasion and time-delay (16) with Assumption A. Then, the equilibrium point of system (16) is (17)

$$
x_{1}^{*}=\frac{1-\sigma}{\left(c_{1}+c_{2}\right)^{2}} c_{2}, \quad x_{2}^{*}=\frac{1-\sigma}{\left(c_{1}+c_{2}\right)^{2}} c_{1}, \quad z_{1}^{*}=\frac{c_{2}}{c_{1}+c_{2}}-\frac{1-q_{1}}{s q_{1}}, \quad z_{2}^{*}=\frac{c_{1}}{c_{1}+c_{2}}-\frac{1-q_{2}}{s q_{2}} .
$$

Proof. The equilibrium point of system (16) satisfy that

$$
\begin{align*}
& 0=\left[1-q_{l} \sigma-q_{l} F^{\prime}(u)\right]\left[p(y)+x_{1} p^{\prime}(y)\right]-C_{l}^{\prime}\left(x_{1}\right),  \tag{18}\\
& 0=-\left(1-q_{l}\right) \sigma+q_{l} F^{\prime}(u) . \tag{19}
\end{align*}
$$

where $C_{l}\left(x_{l}\right)=c_{l} x_{l}, p(y)=1 / y, F(u)=\frac{1}{2} s \sigma u^{2}, y=x_{1}+x_{2}$ and $u=x_{l} p(y)-z_{l}, l=1,2$. Note that, $x_{l}=x_{l \tau}, l=1,2$. From 19 follows that $F^{\prime}(u)=\frac{\left(1-q_{l}\right) \sigma}{q_{l}}$, and substituting the above equation into (18) we get

$$
0=(1-\sigma)\left(p(y)+x_{l} p^{\prime}(y)\right)-C_{l}^{\prime}\left(x_{l}\right)=(1-\sigma)\left(\frac{1}{\left(x_{1}+x_{2}\right)}+\frac{x_{l}}{\left(x_{1}+x_{2}\right)^{2}}\right)-c_{l},
$$

therefore,

$$
\begin{equation*}
x_{l}=\left(x_{1}+x_{2}\right)-\frac{c_{l}}{1-\sigma}\left(x_{1}+x_{2}\right)^{2}, \quad l=1,2 ; \tag{20}
\end{equation*}
$$

On the other hand

$$
0=-\left(1-q_{l}\right) \sigma+q_{l} F^{\prime}(u)=-\left(1-q_{l}\right) \sigma+q_{l} s \sigma\left(x_{l} p\left(x_{1}+x_{2}\right)-z_{l}\right),
$$

hence

$$
\begin{equation*}
z_{l}=\frac{x_{l}}{\left(x_{1}+x_{2}\right)}-\frac{1-q_{l}}{q_{l} s}, \quad l=1,2 . \tag{21}
\end{equation*}
$$

From (20) we have

$$
x_{1}=\left(x_{1}+x_{2}\right)-\frac{c_{1}}{1-\sigma}\left(x_{1}+x_{2}\right)^{2} \quad \text { and } \quad x_{2}=\left(x_{1}+x_{2}\right)-\frac{c_{2}}{1-\sigma}\left(x_{1}+x_{2}\right)^{2}
$$

adding the previous equations we have

$$
x_{1}=\frac{1-\sigma}{c_{1}+c_{2}}-x_{2}
$$

Thus,

$$
\begin{align*}
& x_{2}=\left(x_{1}+x_{2}\right)-\frac{c_{2}}{1-\sigma}\left(x_{1}+x_{2}\right)^{2}=\left(\frac{1-\sigma}{c_{1}+c_{2}}\right)-\frac{c_{2}}{1-\sigma}\left(\frac{1-\sigma}{c_{1}+c_{2}}\right)^{2}=\frac{1-\sigma}{\left(c_{1}+c_{2}\right)^{2}} c_{1},  \tag{22}\\
& x_{1}=\frac{1-\sigma}{c_{1}+c_{2}}-x_{2}=\frac{1-\sigma}{c_{1}+c_{2}}-\frac{1-\sigma}{\left(c_{1}+c_{2}\right)^{2}} c_{1}=\frac{1-\sigma}{\left(c_{1}+c_{2}\right)^{2}} c_{2} . \tag{23}
\end{align*}
$$

The points $z_{l}, l=1,2$, are obtained by replacing 22) and 23) in 21.

Next, some results regarding to delay-dependent and delay-independent stability are presented.
3.1. Delay-dependent and Delay-independent stability. Now, a stability analysis of Cournot duopoly model is performed when the Assumption A is considered and the marginal cost rate $\mu=\frac{c_{2}}{c_{1}}$ is introduced. Substituting $c_{2}=\mu c_{1}$, we may reformulate Assumption A as:
Assumption B: Let $p(y)=1 / y, F(y)=\frac{1}{2} s \sigma y^{2}, C_{1}\left(x_{1}\right)=c_{1} x_{1}$ and $C_{2}\left(x_{2}\right)=\mu c_{1} x_{2}$, where $s \geq 1, c_{1}>0$, are constants, $\mu=\frac{c_{2}}{c_{1}}$ and $y=x_{1}+x_{2}$.
Therefore Proposition 3.2 can be reformulated as:
Proposition 3.3. Let Cournot duopoly model with time-delay (7) such that Assumption $B$ is met, then the equilibrium point of above model is

$$
\begin{equation*}
x_{1}^{*}=\frac{\mu(1-\sigma)}{c_{1}(1+\mu)^{2}}, \quad x_{2}^{*}=\frac{1-\sigma}{c_{1}(1+\mu)^{2}}, \quad z_{1}^{*}=\frac{\mu}{1+\mu}-\frac{1-q_{1}}{s q_{1}}, \quad z_{2}^{*}=\frac{1}{1+\mu}-\frac{1-q_{1}}{s q_{1}} . \tag{24}
\end{equation*}
$$

Proof. Follow from Proposition 3.2 .
Below, the main result of this paper is stated and proved.
Theorem 3.4. Let Cournot duopoly linear model with time-delay (8) be stable for $\tau=0$ and Assumptions B is satisfied. Then, the system (8) is delay-dependent stable if $\mu \in(0,3-2 \sqrt{2}) \cup(3+2 \sqrt{2}, \infty)$. Moreover, the Cournot duopoly nonlinear model with time-delay (7) have a bifurcation occurs at

$$
\tau_{0}=\frac{1}{\omega_{0}} \tan ^{-1}\left(\frac{N_{2}\left(\omega_{0}\right)}{N_{1}\left(\omega_{0}\right)}\right) .
$$

On the other hand, the system (8) is delay-independent stable if $\mu \in[3-2 \sqrt{2}, 3+$ $2 \sqrt{2}]$.

Here, $N_{1}\left(\omega_{0}\right)=-\Phi\left(\omega_{0}\right)\left(a c \omega_{0}^{2}-b d\right)-\Theta\left(\omega_{0}\right)(a d+b c) \omega_{0}, N_{2}\left(\omega_{0}\right)=-\Phi\left(\omega_{0}\right)(a d+b c) \omega_{0}+$ $\Theta\left(\omega_{0}\right)\left(a c \omega_{0}^{2}-b d\right)$, with $\Phi\left(\omega_{0}\right)=\omega_{0}^{4}-\left(\alpha_{1} \beta_{1}+\alpha_{0}+\beta_{0}\right) \omega_{0}^{2}+\alpha_{0} \beta_{0}, \Theta\left(\omega_{0}\right)=\omega_{0}^{3}\left(\alpha_{1}+\beta_{1}\right)-$ $\left(\alpha_{0} \beta_{1}+\alpha_{1} \beta_{0}\right) \omega_{0}$; and

$$
\begin{aligned}
& \alpha_{0}=\frac{2 k_{1} c_{1}^{2} s q_{1} k_{3} \sigma(\mu+1)}{1-\sigma}, \\
& \alpha_{1}=\frac{-s k_{3} q_{1} \sigma^{2}(\sigma-2)-\left(k_{1}\left(q_{1} s-2(\mu+1)\right) c_{1}^{2}+s q_{1} k_{3}\right) \sigma-2 c_{1}^{2} k_{1}(\mu+1)}{(-1+\sigma)^{2}}, \\
& \beta_{0}=\frac{2 k_{2} c_{1}^{2} \mu s q_{2} k_{4} \sigma(\mu+1)}{1-\sigma},
\end{aligned}
$$

$$
\begin{aligned}
\beta_{1} & =\frac{\left(-k_{2} \mu\left(\mu q_{2} s-2(\mu+1)\right) c_{1}^{2}-s q_{2} k_{4}\right) \sigma-2 c_{1}^{2} k_{2} \mu(\mu+1)-s k_{4} q_{2} \sigma^{2}(\sigma-2)}{(-1+\sigma)^{2}}, \\
a & =\frac{k_{1}\left(\left(\mu q_{1} s-\mu^{2}+1\right) \sigma+\mu^{2}-1\right) c_{1}^{2}}{(-1+\sigma)^{2}}, \quad b=\frac{k_{1} c_{1}^{2} s q_{1} k_{3} \sigma(\mu-1)(\mu+1)}{-1+\sigma}, \\
c & =\frac{k_{2}\left(\left(\mu q_{2} s+\mu^{2}-1\right) \sigma-\mu^{2}+1\right) c_{1}^{2}}{(-1+\sigma)^{2}}, \quad d=\frac{k_{2} c_{1}^{2} s q_{2} k_{4} \sigma(\mu-1)(\mu+1)}{-1+\sigma} .
\end{aligned}
$$

Proof. Note that the existence of a (bifurcation) critical parameter $\tau_{0}$ directly depends on the existence of a positive root $\omega_{0} \neq 0$ such that the polynomial given in (11) satisfy $p\left(\omega_{0}\right)=0$. Hence, if this $\omega_{0}$ does not exist, then there is not $\tau_{0}$. Thus, delay-dependent stability is reduced to obtain conditions for the existence of $\omega_{0}$, below are some arguments in this regard.
It is well-known that a polynomial of the form $P(\omega)=a_{n} \omega^{n}+a_{n-1} \omega^{n-1}+\ldots+a_{1} \omega+$ $a_{0}$ has at least a positive root $\omega_{0} \neq 0$, if $a_{n}$ is positive and $a_{0}$ is negative. Based on the foregoing and observing that the coefficient of the polynomial (11) are

$$
\begin{aligned}
& a_{12}=\frac{k_{1}{ }^{2} c_{1}{ }^{8}\left(-\mu q_{1} s \sigma+\mu^{2} \sigma-\mu^{2}-\sigma+1\right)^{2} k_{2}{ }^{2}\left(\mu q_{2} s \sigma+\mu^{2} \sigma-\mu^{2}-\sigma+1\right)^{2}}{(-1+\sigma)^{8}}, \\
& a_{0}=-\frac{k_{1}{ }^{4} c_{1}{ }^{16} s^{8} q_{1}{ }^{4} k_{3}{ }^{4} \sigma^{8}(\mu-1)^{4}(\mu+1)^{10} k_{2}{ }^{4} q_{2}{ }^{4} k_{4}^{4}\left(\mu^{2}-6 \mu+1\right)}{(-1+\sigma)^{8}}
\end{aligned}
$$

where $a_{12}$ is always positive, while $a_{0}$ is negative for $\mu \in(0,3-2 \sqrt{2}) \cup(3+2 \sqrt{2}, \infty)$. We can conclude that at least there is an $\omega_{0}>0$ solution of the polynomial (11) and using Theorem 3.1, the first part of result follows.

On the other hand, a polynomial of the form $P(\omega)=a_{n} \omega^{n}+a_{n-1} \omega^{n-1}+\ldots+a_{1} \omega+a_{0}$ has no positive root $\omega_{0} \neq 0$, if all its $a_{l}$ are positive. As mentioned earlier, $a_{12}$ is always positive and $a_{0}$ is positive if $\mu \in[3-2 \sqrt{2}, 3+2 \sqrt{2}]$. However, the coefficients $a_{l}, l=10,8,6,4,2$, of the polynomial 11 are extensive and the analytically demonstration of its positivity is not trivial. Using Lagrange multipliers and numerical methods, the minimums of the coefficients $a_{l}$ are shown to be zero, as depicted in Table 1 .
Thus, using Theorem 3.1, the second part of result follows.
Remark 3.5. It is puzzling that the interval of delay-independent stability in Theorem 3.4 is precisely the interval for the stability for a Cournot duopoly model presented in [19].

The particular case when $\mu=1$ will further be analyzed next. It corresponds to the case when both firms have the same marginal costs. Although the following

Table 1. Minimum values of the coefficients $a_{l}$ of 11 .

|  | $a_{10}$ | $a_{8}$ | $a_{6}$ | $a_{4}$ | $a_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\min$ | 0 | 0 | 0 | 0 | 0 |
| $\mu$ | 0.17 | 3.72 | 0.48 | 2.99 | 3 |
| $c_{1}$ | 0 | 43693 | 31889.2 | 49734.3 | 50000 |
| $k_{1}$ | 0 | 0 | 0 | 0 | 50000 |
| $k_{2}$ | 0 | 72553.2 | 10947.7 | 493888.4 | 50000 |
| $k_{3}$ | 50000 | 88383.8 | 13228.7 | 48492.4 | 50000 |
| $k_{4}$ | 50000 | 36467.5 | 0 | 48746.1 | 50000 |
| $q_{1}$ | 0 | 0.68 | 0.13 | 0.49 | 0.50 |
| $q_{2}$ | 0 | 0.33 | 0.15 | 0.49 | 0.50 |
| $s$ | 1 | 49881.6 | 10915.3 | 49318.5 | 50000 |
| $\sigma$ | 0 | 0.51 | 0.16 | 0.33 | 0 |

assertions are direct consequence of our previous results, we believe it to be interesting that a simplified hypothesis allow direct computations of the coefficients of the polynomial (11). In this case, for instance, $a_{0}$ and $a_{2}$ are both zero.

Assumption C: the probability of being audited and detected of both firms is the same, $q_{2}=q_{1}$, the constants $k_{j}, j=2,3,4$ are equals to $k_{1}$ and $\mu=1$.

Corollary 3.6. Consider the Cournot duopoly nonlinear model with time-delay (7) with Assumptions B and C. The equilibrium point is

$$
x_{1}^{*}=\frac{1-\sigma}{4 c_{1}}=x_{2}^{*}, \quad z_{1}^{*}=\frac{1}{2}-\frac{1-q_{1}}{q_{1} s}=z_{2}^{*} .
$$

Proof. Follow from Proposition 3.3 .
Corollary 3.7. Consider the Cournot duopoly linear model with time-delay (8) with Assumptions B and C. Then the Cournot duopoly linear model is delay-independent stable. In other words, if the quasi-polynomial is stable for $\tau=0$, then the quasipolynomial will remain stable for all $\tau>0$.

Proof. Note that the constants $a_{12}, a_{10}, \ldots, a_{0}$ of the polynomial (11) are
$a_{12}=\frac{q_{1}^{4} s^{4} \sigma^{4} k_{1}{ }^{4} c_{1}{ }^{8}}{(-1+\sigma)^{8}}$,
$a_{10}=\left(2 \frac{q_{1}^{4} \sigma^{4} s^{4}\left(q_{1} s \sigma-4 \sigma+4\right)^{2} c_{1}^{12}}{(-1+\sigma)^{12}}+4 \frac{s^{6} \sigma^{6} q_{1}^{6} c_{1}^{10}}{(-1+\sigma)^{10}}+2 \frac{s^{6} \sigma^{6} q^{6} c_{1}^{8}}{(-1+\sigma)^{8}}\right) k_{1}^{6}$,
$a_{8}=\left[\left(\frac{16 s^{7} \sigma^{7} q_{1}^{7}}{(1-\sigma)^{15}}+\frac{96 s^{6} \sigma^{6} q_{1}^{6}}{(-1+\sigma)^{14}}+\frac{256 q_{1}^{5} s^{5} \sigma^{5}}{(1-\sigma)^{13}}+\frac{256 q_{1}^{4} \sigma^{4} s^{4}}{(-1+\sigma)^{12}}\right) c_{1}^{16}+\frac{4 \sigma^{6} s^{6} q_{1}^{6}\left(q_{1} s \sigma-4 \sigma+4\right)^{2}}{(-1+\sigma)^{14}} c_{1}^{14}\right.$

$$
\begin{aligned}
& \left.+\left(\frac{6 s^{8} \sigma^{8} q_{1}^{8}}{(-1+\sigma)^{12}}+\frac{16 s^{7} \sigma^{7} q_{1}^{7}}{(1-\sigma)^{11}}+\frac{64 s^{6} \sigma^{6} q_{1}^{6}}{(-1+\sigma)^{10}}\right) c_{1}^{12}+\frac{4 s^{8} \sigma^{8} q_{1}^{8}}{(-1+\sigma)^{10}} c_{1}^{10}+\frac{s^{8} \sigma^{8} q_{1}^{8}}{(-1+\sigma)^{8}} c_{1}^{8}\right] k_{1}^{8}, \\
a_{6}= & \frac{32 q_{1}^{6} \sigma^{6} s^{6}\left(4+\left(q_{1} s-4\right) \sigma\right)^{2} k_{1}^{10}}{(-1+\sigma)^{14}} c_{1}^{16}+\frac{64 s^{8} \sigma^{8} q_{1}^{8} k_{1}^{10}}{(-1+\sigma)^{12}} c_{1}^{14}+\frac{32 s^{8} \sigma^{8} q_{1}^{8} k_{1}^{10}}{(-1+\sigma)^{10}} c_{1}^{12}, \\
a_{4}= & \frac{256 q_{1}^{8} s^{8} \sigma^{8} k_{1}^{12}}{(-1+\sigma)^{12}} c_{1}^{16} \\
a_{2}= & a_{0}=0 .
\end{aligned}
$$

Since $a_{12}, \ldots, a_{4}$ are positive and both $a_{2}$ and $a_{0}$ are zero, we conclude that the polynomial (11) has no positive real roots $\omega_{0} \neq 0$ and the result follows.

## 4. Simulation of Results

Below, some numerical simulations are presented to illustrate the theoretical results obtained in the previous section using Matlab's Simulink.

Without loss of generality, consider the Cournot duopoly nonlinear model with tax evasion and time-delay given in (16), with $\sigma=0.1, s=40, q_{1,2}=0.5, k_{1,2,3,4}=1$ and $c_{2}:=\mu c_{1}, c_{1}=0.1$ :

$$
\begin{align*}
& \frac{d x_{1}}{d t}=\left(\frac{1}{\left(x_{1}+x_{2}\right)}-\frac{x_{1}}{\left(x_{1}+x_{2}\right)^{2}}\right)\left(0.95-2\left(\frac{x_{1}}{\left(x_{1}+x_{2}\right)}-z_{1}\right)\right)-0.1 \\
& \frac{d x_{2}}{d t}=\left(\frac{1}{\left(x_{1 \tau}+x_{2}\right)}-\frac{x_{2}}{\left(x_{1 \tau}+x_{2}\right)^{2}}\right)\left(0.95-2\left(\frac{x_{2}}{\left(x_{1 \tau}+x_{2}\right)}-z_{2}\right)\right)-\mu 0.1  \tag{25}\\
& \frac{d z_{1}}{d t}=2\left(\frac{x_{1}}{x_{1}+x_{2}}-z_{1}\right)-0.05 \\
& \frac{d z_{2}}{d t}=2\left(\frac{x_{2}}{x_{1 \tau}+x_{2}}-z_{2}\right)-0.05
\end{align*}
$$

Thus, using Proposition 3.3 the equilibrium point of above system is

$$
\begin{equation*}
x_{1}^{*}=\frac{0.09 \mu}{(0.1+0.1 \mu)^{2}}, \quad x_{2}^{*}=\frac{0.9}{(0.1+0.1 \mu)^{2}}, \quad z_{1}^{*}=\frac{0.1 \mu}{0.1+0.1 \mu}-0.025, \quad z_{2}^{*}=\frac{0.1}{0.1+0.1 \mu}-0.025 . \tag{26}
\end{equation*}
$$

Cournot duopoly linear model with time-delay (8) is

$$
\frac{d \vec{x}(t)}{d t}=A \vec{x}+B \vec{x}_{\tau}
$$


The quasi-polynomial (9) is

$$
\begin{equation*}
q(\lambda, \tau)=p_{1}(\lambda) p_{2}(\lambda)-e^{-\lambda \tau}(a \lambda-b)(c \lambda-d) \tag{27}
\end{equation*}
$$

with $\alpha_{1}=-2.04-0.02 \mu, \beta_{1}=-0.12 \times 10^{-2} \mu(18 \mu-2)-2-0.024 \mu(\mu+1), \alpha_{0}=$ $0.04 \mu+0.04, \beta_{0}=0.04 \mu(\mu+1), a=0.01 \mu^{2}+0.024 \mu-0.01, b=-0.02(\mu-1)(\mu+1)$, $c=-0.01 \mu^{2}+0.024 \mu+0.01, d=0.02(\mu-1)(\mu+1)$. The polynomial $P(\omega)$ given in (11) is

$$
P(\omega)=a_{12} \omega^{12}+a_{10} \omega^{10}+a_{8} \omega^{8}+a_{6} \omega^{6}+a_{4} \omega^{4}+a_{2} \omega^{2}+a_{0}=0
$$

Here,

$$
\begin{aligned}
& a_{12}=0.23 \times 10^{-7}\left(0.9 \mu^{2}+2.0 \mu-0.9\right)^{2}\left(-0.9 \mu^{2}+2.0 \mu+0.9\right)^{2} \text {, } \\
& a_{10}=3.35 \times 10^{-11} \mu^{12}+3.17 \times 10^{-11} \mu^{11}+0.105 \times 10^{-8} \mu^{10}-0.409 \times 10^{-9} \mu^{9}+0.225 \times 10^{-6} \mu^{8} \\
& +0.115 \times 10^{-7} \mu^{7}-0.152 \times 10^{-5} \mu^{6}+0.115 \times 10^{-8} \mu^{5}+0.56 \times 10^{-5} \mu^{4}-0.409 \times 10^{-9} \mu^{3} \\
& -0.159 \times 10^{-5} \mu^{2}+3.177 \times 10^{-11} \mu+0.24 \times 10^{-6} \text {, } \\
& \vdots=\quad \text { : } \\
& a_{2}=-5.94 \times 10^{-14} \mu^{16}+2.2 \times 10^{-26} \mu^{15}+1.95 \times 10^{-12} \mu^{14}+6.5 \times 10^{-12} \mu^{13}+2.02 \times 10^{-9} \mu^{12} \\
& +4.03 \times 10^{-9} \mu^{11}-4.15 \times 10^{-9} \mu^{10}-1.23 \times 10^{-8} \mu^{9}-1.71 \times 10^{-9} \mu^{8}+8.85 \times 10^{-9} \mu^{7} \\
& +7.88 \times 10^{-9} \mu^{6}+6.93 \times 10^{-9} \mu^{5}-2.20 \times 10^{-9} \mu^{4}-1.13 \times 10^{-8} \mu^{3}-3.75 \times 10^{-9} \mu^{2} \\
& +3.85 \times 10^{-9} \mu-1.92 \times 10^{-10} \text {, } \\
& a_{0}=-5.94 \times 10^{-14}(\mu-1)^{4}(\mu+1)^{10}\left(\mu^{2}-6 \mu+1\right) \text {. }
\end{aligned}
$$

Immediately, some simulations of the Cournot duopoly nonlinear model are presented using Simulink-Matlab for some values of $\mu$.
4.1. Delay-independent stability. Using Theorem 3.4 for $\mu \in[3-2 \sqrt{2}, 3+2 \sqrt{2}]=$ [ $0.1716,5.8284]$ the Cournot duopoly nonlinear model with tax evasion and timedelay (25) is delay-independent stability. In Table 2, some equilibrium points are obtained for different values of $\mu$. In Figure 1, three maps of the roots location

Table 2. Equilibrium points of Cournot duopoly model (25) when $\mu \in[0.1716,5.8284]$.

| $\mu$ | $x_{1}^{*}$ | $x_{2}^{*}$ | $z_{1}^{*}$ | $z_{2}^{*}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.1716 | 1.12 | 6.5 | 0.12 | 0.82 |
| 0.5 | 2 | 4 | 0.30 | 0.64 |
| 1 | 2.25 | 2.25 | 0.47 | 0.47 |
| 1.5 | 2.16 | 1.44 | 0.57 | 0.37 |
| 2 | 2 | 1 | 0.64 | 0.30 |
| 2.5 | 1.18 | 0.73 | 0.68 | 0.26 |
| 3 | 1.68 | 0.56 | 0.72 | 0.22 |
| 3.5 | 1.55 | 0.44 | 0.75 | 0.19 |
| 4 | 1.44 | 0.36 | 0.77 | 0.17 |
| 4.5 | 1.33 | 0.29 | 0.79 | 0.15 |
| 5 | 1.25 | 0.25 | 0.80 | 0.14 |
| 5.8284 | 1.12 | 0.19 | 0.82 | 0.12 |

of the quasi-polynomial 27 in the complex plane when $\mu \in[0.1716,5.8284]$ are presented. In the first map, $\mu=0.1716$ is fixed and $\tau=0,10,100,1000$ varying. In the second, $\mu=3.8$ and $\tau=0,10,100,1000$. While, $\mu=5.8284$ and $\tau=0,10,100,1000$ in the third. In the three maps, it can be seen that the roots approximate the imaginary axis when $\tau$ increases, even more these roots appear to form an abscissa close to the imaginary axis, but never touch this axis. It should be noted that, increasing the value of $\tau$, implies increasing the difficulty in graphing the roots due to the increase in computational calculation to approximate the roots. Note that, all roots of (27) remain in the open left-half of complex plane. This behavior is similar for all $\tau>0$ and $\mu \in[3-2 \sqrt{2}, 3+2 \sqrt{2}]$. This exemplifies the postulated in the theoretical results above. The roots can be calculated using QPmR [21].
4.2. Delay-dependent stability. Using Theorem 3.4 for $\mu \in(0,3-2 \sqrt{2}) \cup(3+$ $2 \sqrt{2}, \infty$ ) the Cournot duopoly model with tax evasion and time-delay (25) is delay-dependent stability. Table 3 gives critical values of $\tau^{*}$ which can produce bifurcations and limit cycles in the system (25). For illustrative purposes, in Figures $3-5$ a particular case of these parameters is shown.
In Figure 3, four maps of the roots location of the quasi-polynomial (27) in the complex plane are depicted when $\mu=10$ is fixed and $\tau=0,3,4.8,5$ varying. In the first map, if $\tau=0$ then (27) is a fourth-order polynomial, so it only has four roots in the open left-half of complex plane. While, in the second map if $\tau \in\left(0, \tau^{*}\right)$ then the quasi-polynomial (27) has now an infinite number of roots, but all located in the open left-half of complex plane. Finally, when $\tau=\tau^{*}$ (27) has two dominant roots on the imaginary axis and when $\tau>\tau^{*}$ some roots cross


Figure 1. Delay-independent: roots location of the quasipolynomial 27 in the complex plane.


Figure 2. Phase diagram when $\mu=0.1716$.

Table 3. Equilibrium points and critical values $\tau^{*}$ of Cournot duopoly model 25 when $\mu \in[0,3-2 \sqrt{2}) \cup(3+2 \sqrt{2}, \infty)$.

| $\mu$ | $x_{1}^{*}$ | $x_{2}^{*}$ | $z_{1}^{*}$ | $z_{2}^{*}$ | $\tau^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 9 | -0.2 | 0.95 | 246.4898206 |
| 0.01 | 0.08 | 8.82 | -0.01 | 0.96 | 257.6637089 |
| 0.04 | 0.33 | 8.32 | 0.1 | 0.93 | 299.1040366 |
| 0.08 | 0.61 | 7.71 | 0.04 | 0.90 | 385.7162877 |
| 0.1 | 0.74 | 7.43 | 0.06 | 0.88 | 455.8218422 |
| 0.14 | 0.96 | 6.92 | 0.09 | 0.85 | 770.9037092 |
| 6 | 1.11 | 0.18 | 0.83 | 0.11 | 64.72944712 |
| 10 | 0.7438 | 0.07438 | 0.8841 | 0.0659 | 4.809451548 |
| 100 | 0.08 | $0.88 \times 10^{-3}$ | 0.96 | -0.01 | 0.060011892 |
| 1000 | $0.88 \times 10^{-2}$ | $0.89 \times 10^{-5}$ | 0.97 | -0.02 | 0.000579951 |



Figure 3. Delay-dependent: roots location of the quasi-polynomial (27) in the complex plane when $\mu=10$.
to the right side causing the quasi-polynomial to be unstable. Therefore, the postulated in the theoretical results above is illustrated.
On the other hand, the phase diagrams of the state variables in pairs $x_{1}-x_{2}$ and $z_{1}-z_{2}$ of Cournot duopoly nonlinear model with tax evasion and time-delay (25) are presented in Figures 4 and 5 .


Figure 4. Phase diagram when $\mu=10$ and $\tau=0, \tau=3$.


Figure 5. Phase diagram when $\mu=10$ and $\tau=\tau^{*}, \tau=5$.

## 5. Conclusions

In this paper a stability analysis of a four-dimensional Cournot duopoly model with tax evasion and time-delay in a continuous-time framework is presented. In the model analyzed, defined as a gradient system, two relevant parameters were detected, namely, the marginal cost rate $\mu$ and the delay $\tau$ representing the
time-delay of the second firm to enter the market after the first firm. The parameter $\mu$ provides delay-independent and delay-dependent stability conditions. The delay-dependent stability conditions imply the existence of critical values $\tau=\tau^{*}$ for which the Cournot duopoly nonlinear model has limit cycles and Hopf bifurcations.
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