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Abstract
A QoS supportive Adaptive Polling (QAP) protocol for wireless LANs is introdu€AP
operates under an infrastructure wireless LAN, where an Access Point (AP) pollsdlessvir
nodes in order to grant them permission to transmit.pitled node sends data directly to the
destination node. We consider bursty traffic conditions, under which the protocol operates
efficiently. The polling scheme is based on an adaptive algorithm accordivgdbo it is most
likely that an active node olled. Also, QAP takes into account packet priorities, so it supports
QoS by means of the Highest Priority First packet buffer discipline and théypdistinctive
polling scheme. Lastly, the protocol combines efficiency and fairness, sima#hibis a single
node to dominate the medium permanently. QAP is compared to the efficientdeautomata

based polling (LEAP) protocol, and is shown to have superior performance.
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1. Introduction

Lately, there has been a great interest in the wireless communicat@rksetvhich support
high quality services and combine asynchronous communication, such as filer tramdfeme
bounded communication, such as streaming video. In general, the wireless networksnhave

special characteristics, which make the design of an appropriate medium access control protocol
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rather difficult [1H4]. Specifically, the bHerror rate (BER) is significantly increased in
comprison to the BER of a LAN cable. The increased BER is due to the noise, the signal
propagation and interference, and the node mobility, which meet in the wireless yopdsug
the “hidden nodes” phenomenon does not allow us to consider constantkliweb the nodes,
since they are mobile and the status of every link changes dynamically. The conclusibmis tha
a wireless network the links are not reliable, theehibrs are more often, and the topology
changes in a continuous way. Furthermore, a modern wireless network needs QoS support

It has been shown that the nature of the traffic in an ordinary computer network is bursty
So, the WLAN protocol must be capable of operating efficiently under bursty ttaffditions.
In this paper, we propose QoS supportive Adaptive Polling (QAP), a new WLAN protocol
designed for bursty traffic that supports QoS. An adaptive polling algorithm tendsd thepol
nodes, which are actually active, without having direct feedback about their cuates:|s{.
An infrastructure WLAN topology is considered, where there is an access point (AR)dhby
responsible for polling the mobile nodes in order to give permission to transmit. Thsket
topology is depicted in Fig. 1, where it is also shown that our siimalanvironment assumes
communication of every nod&)(with its previous K-1) and its nextk+1) node. The adaptive
polling algorithm takes into account the priorities of the data packets thabadzrhsted by the
mobile nodes, in order to decide which node to poll [6]. Furthermore, every node implements a
Highest Priority First (HPF) packet buffer discipline, which contributekeénQoS support. It is
shown that the introduced protocol manages bandwidth assignment in an effective \wag.fai

The paper is organized as follows. Section 2 discusses other WLAN MAC psytocol
presents a classification of them, and emphasizes on the learning atltasetapolling
(LEAP) protocol. In Section 3, the QAP protocol is analyzed, and specifically thiagpoll
scheme is examined, the priority model of QAP is presented, and the node choiceismdba
approached in analytical way. Section 4 presents the simulation environment anduthgasim

results, which show the performance superiority of the QAP protocol, comphemngdposed
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protocol and the LEAP protocol. Also, the QoS support of QAP is revealed. Section 5 cenclude

the paper and gives some general guidelines for further research.

2. WLAN MAC Protocols

Any wireless network demands the presence of afsefles that moderate the access to the
shared medium. Medium access control (MAC) protocols therefore play alcrat@ by
ensuring efficient and fair sharing of the limited wireless bandwidth. They hare dvedied
extensively for almost three deemd There are various MAC protocols proposed in the
literature for different kinds of network and traffic conditions [7]. In thistise, the WLAN

MAC protocols are classified and the most characteristic are presented.

2.1. Classification of WLAN MAC Protocols

A basic classification of the WLAN MAC protocols is the one that takes into actioeint
assumed network architecture. They can be divided into two classes: didtabdteentralized
[8]-112]. This classification is depicted in Fig. 2.
2.1.1. Distributed Protocols

The distributed WLAN MAC protocols assume an ad hoc network architecture, alhére
wireless nodes communicate with one another with neexisting infrastructure. There is no
admission control, so the medium access mechanism works distributed manner. The
corresponded protocols are mainly based on carrier sensing and collision avoidance

A representative distributed WLAN MAC protocol is the Distributed Foundatioreléés
MAC (DFWMAC) protocol, which is the basic access protanahe IEEE 802.11 standard. It
is based on the CSMA/CA (Collision Avoidance) mechanism. An-RTS handshake is used
to avoid collisions in the regions of the transmitter and the receiver. Many variants of this

protocol are proposed in the literaturer lExample, multiple access with collision avoidance
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(MACA) was proposed to provide the ability to perform-frame transmission power control.
MACAW (MACA with CW optimization) has been proposed to extend MACA by adding link
level ACKs and a less aggressibackoff policy. Also, the EDCA protocol used in the IEEE
802.11e standard [13] enriches the DFWMAC (also called DCF in the IEEE 802.11 standard) by
providing QoS support. Lastly, The elimination yieldnon —preemptive priority multiple
access (EWNPMA) protocol is worth mentioning. It is the channel access protocol used in the
HIPERLAN system, which was standardized by ETSI (European Teleuoroations
Standards Institute). The specific WLAN MAC protocol uses active signalirogder to avert
simultareous data transmissions.

Concerning the distributed wireless protocols in general, their great adeastthe ability
to operate satisfactory in environments where no infrastructure is presenwefoihies kind of
protocols assume a stochastic operation where there are no transmission guaraetdact
that they exhibit a significant collision rate and phenomena like the “hiddenharféxposed”
nodes, are responsible for their relatively poor and unstable performance. Sihgcitie
performancemetrics (throughput, delay, jitter, fairness etc.) of the distributed WLAN MAC
protocols show that they are insufficient to support demanding applications, likenealice
and video transmission or video on demand.
2.1.2. Centralized Protocols

Centrdized wireless networks are usually extensions to wireline networks. They have a base
station (this work refers to it as “Access Point”) which acts as the interface between wireless and
wireline networks. In this type of networks, the existence of the ARotés that some
infrastructure is required. Specifically, there is a cellular topology, whereRhgesides which
mobile node has the permission to transmit. This kind of centralized access corgsolhg AP
the ability to schedule the transmissiansorder to provide QoS. The duplexing mechanism
used by a centralized WLAN is also worth mentioning. Most of the protocols dieéihéhe AP

acts as the packet forwarder among the nodes of the cell. Time division duplexréi&d)to



multiplexing of tke transmission (uplink channel) and reception (downlink channel) in different
time periods in the same frequency band. Using different frequency bands for the oglink a
downlink is called the frequency division duplex (FDD) mode of operation. In FDDeidsible
for the node to transmit and receive data at the same time: this is not possible in TDD. Although
the centralized WLAN MAC protocols could be further classified according 1o riinede of
operation, here we distinguish between the protocols that provide random access and those that
require bandwidth reservation.

Idle sense multiple access (ISMA) is a random access protocol for centralized wireless
networks. According to it, when the medium is idle, the AP broadcasts an idle sigmaddés
that have data to send transmit with the same probability. If two or more nodes transmit, a
collision results, that is the reason why the protocol exhibits a great collision probability.
Reservation ISMA (RSMA) and slotted ISMA (SSMA) are variations of theriginal protocol
that improve its performance. Resource auction multiple access (RAMA) is also a random
access protocol that achieves resource assignment using a deterministic access algorithm. It is
quite unfair, as the node with the highest ID always wins the contention and sajbteire
channel. RAMA (Fair RAMA) is a version of the RAMA protocol which tries to address the
fairness problem. The random address polling (RAP) protocol and its improved variant the
GRAP (Group RAP) protocol are maybe the moepresentative centralized random access
WLAN MAC protocols. Lastly, the learning automata-based polling (LEABfogol belongs to
the class of the random access wireless protocols, too. The RAP, GRAP, and ldi#d®Ipr
will be presented in more detail the next two subsections, since they are considered for the
analysis of the proposed QAP protocol. Generally, the random access wirelessipmmimadde
high medium utilization, since the number of collisions are decreased or evédiedLllhey
canprovide QoS by scheduling the transmissions according to pacHetpriorities. They are
not able to provide transmission guarantees at the degree that the i@semabdcols do, but

they minimize the overhead regarding the feedback the AP demands from the nodes.



The last class of the centralized protocols, the reservation protocols, carhbedlassified
into random reservation and demand assignment protocols. Every random reseroe&biool pr
has two components: random access and reservationoddis that have data to transmit use a
random access mechanism to make their first transmission in order to ngslérkebandwidth
for the following data transmissions. In PRMA (Packet Reservation Multiple Access) the
transmission of voice packets requires reservation of uplink slots, while no tesersanade
for a data transmission. It has been shown that the introduction of data traffic in -@mgice
system decreases the performance of PRMA. Different versions of the PRM&qgbrbave
been propsed to improve its performance. The FRMA (Frame Reservation Multiple Access)
and the PRMA++ protocols operate more efficiently by separating the different kinds of traffic.
Centralized PRMA (€PRMA) uses scheduling to give QoS guarantees. The -FSRA
(Randm Reservation AccessIndependent Stations Algorithm) protocol proposes a different
access policy, which tries to distribute access rights among nodes so as to maximize the
throughput. It exhibits improved efficiency compared to the PRMA protocols family

Demand assignment protocols also belong to the reservation protocols, howg\ey the
allocate bandwidth to nodes according to their QoS requirements. The phasgsassusied
by a demand assignment protocol are: request, scheduling, and data transmission. MADQRU
(DistributedQueuing Request Update Multiple Access) the uplink consists of a request ¢channel
used to send contention requests, and a data channel, used to send data. The downlink slot is
responsible for acknowledging the contention requests, granting trgresmiission and
carrying data to the nodes. It has been shown that DQRUMA exhibits good perfermémnc
guaranteed bandwidth and minimum delay scheduling. MASCARA (Mobile Access Scheme
based on Contention and Reservation for ATudgs variabléength time frame, which consist
of three periods: broadcast, reservation, and contention. The broadcast period contahs cont
information from the AP to the nodes, the reservation period consist of the uplink and downlink

data transmissia@) and the contention period is used to send requests to the AP. MASCARA



shows relatively high delays because of the TDD operation mode. DSA++ (Rysdoh
Assignment ++) schedules the data transmissions using a heuristic algorithm. This algorithm
prioritizes the requests and assigns the next slot to the node with the highest priority. The
recently defined HCCA (HCF Controlled Channel Access) protocol in the IEEE 802.11e
standard [13] is also worth mentioning. It is actually a part of the HCF (¢Hy®wordnation
Function) protocol, proposed for QoS supportive WLANS. In HCCA, the AP (controlled by the
Hybrid Coordinator) assigns transmission time periods to the nodes, according tQdBeir
requests. This way, it manages to guarantee the traffic speqiicements.

At this point, it must be mentioned that the proposed QAP protocol is a centralized random
access WLAN MAC protocol, so it should be compared with protocols of the sameRAd3s
and GRAP are representative protocols of this category andatteeglearly based on the
principles of the random access polling that characterizes the specific class of protocéls. LEA
is also a random access protocol. It outperforms RAP and GRAP and it has been shdwn tha
exhibits high performance. It operates efficiently under bursty tredinclitions, it provides zero
collisions, and it assumes direct communication between the mobile nodes. Sinagptsegr
QAP protocol adopts these features, it is reasonable to be compared with LEAfririoor
demonstrate & performance. Lastly, it should be noticed that this kind of protocols combine

simplicity, flexibility, and adaptiveness with deterministic operation, reliability, and stability.

2.2. The RAP, GRAP Protocols

All the wireless MAC polling protocols try toeduce the wrong polls (polls to inactive
nodes), the overhead, and the collisions among the nodes. The Randomly Addressed Polling
(RAP) protocol provides zero wrong polls, but it gives a rather increased overhead and high
collision probability [14]. According to this protocol, there is no direct communpitdietween
the mobile nodes; instead the AP forwards all the packets to their destinations. Initially, the AP

informs the nodes that it is ready to collect packets. Then, the active nodes (nodesethat ha
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packets to send) transmit to the AP a number of random addresses using orthagsmaggron

(CDMA or FDMA). The AP collects these addresses and selects one of them iroqudérthe

node that sent it. The problem is that the addresses are ranskdadied from a prdefined set

of numbers; so more than one mobile nodes can select and transmit the same random address.

This leads to polling more than one nodes, which transmit their packets simultansoukly

collide. If the AP successfully receives a data packet, it sends an acknowledgement (ACK).
Apart from the high collision probability, RAP supports no QoS at all. GRAP is an

improvement of RAP [15]. It uses sudeames and divides active nodes to groups. This

protocol does not allow all thective nodes to compete at the same time, so it reduces the

number of collisions. After the formation of the negteups, the polling procedure, according

to RAP, begins for all nodes inside each group. GRAP provides a minimum QoS support by

allowing the nodes that carry time bounded packets to join any group for contention. This

protocol performs better than the original RAP protocol, but the provided throughput and packet

delay are still not satisfactory.

2.3. The LEAP Protocol

The LEAP protocol is alsa wireless polling protocol, but it is based on a different concept
[16]. It assumesa cellular topology as it was described above, however it considers direct
communication between the mobile nodes (the AP is not a packet forwarder). This protocol
defines that the AP chooses the node that will be given permission to transmit by using choice
probabilities. Four control packets are used: POLL, NO_DATA, BUFF_DATA, and ACK, wit
duration bori, tno_pata, tBurr pata, and kck, respectively. The propagation @glis brop peLav

and a data packet transmission lasigat According to its polling scheme, the maximum

polling cycle duration oo + tBUFF_DATA +lpara +lack + 4tPROP_DELAY'

When the AP detects that the polled node transmits data then it is assumed that it is active

and has more packets to send, so its choice probability is increased. Respectivalytherhe
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polled node responds with a NO_DATA packet or the AP fails to receive feedback, then it i
assumed that the node will remain inactive for a short period of time or thatdlelad link,

so the node’s choice probability is decreased [17]. According then to this protocolamihes

the feedback that gets during a polling cyg¢)er{ order to update the choice probabilities and
select the node to poll at the nextlipg cycle ( + 1). When the choice probability of noées

increased, it become®, (j +1)=PR.()+L(1-P.()), and when it is decreased it becomes
P.(G+1)=PR()+L(P.()-a), whereL, a are constants.
At each polling cyclej, the basic choice probabilitieB, for each mobile nod& are

normalized in the following waytl (/) = P,((/)/Z/V P()). Obviously,zll(\ill‘lk(/) =1, where

il
N is the number of the mobile nodes in the cell. In the beginning of each polling byckePt
polls mobile nodes according tdet normalized probabilitiedZ(j). For all j, it holds
L, a € (0, 1) andP(j) € (a, 1) L governs the speed of the automation convergenceaand
enhances adaptiveness to the protocol, by not allowing the choice probabilityte geiu€).

LEAP is an efficient ILAN protocol and performs clearly better than RAP and GRAP. It
provides higher throughput, and lower packet delay and packet loss rate. The main drawback of

the protocol, which is rather important, is the lack of QoS support.

3. The QAP Protocol

3.1. ThePolling Scheme

The network topology assumed by QAP is a cellular one where the AP polls the nodes in
order to give them permission to transmit. The used polling scheme is more efficient than the
polling scheme of LEAP, due to the lower overhead. The QAP protocol uses the POLL,
NO_DATA, and ACK control packets. No BUFF_DATA packet is considered, sine@ibved
to be rather useless. We assume a single channel, where the whole provided baisdwidt

available for all transmissions. However, some enhancenagatpossible in order to support a
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secondary channel for the control packets transmissions. In either casensigerc that the
sequence of the transmitted packets is kept. The possible polling events are depicted
schematically in Fig. 3, and summarized below.

- The AP polls an inactive node

The AP sends POLL to the node and waits for feedbackofor + toara +tack +3terop perar:

The node responds with a NO_DATA packet. If the AP successfully receives tket,gac
proceeds to poll another node. In this case, just had to wait for

teow + tho pata + 2terop peLay- EISE if the AP has not successfully received the NO_DATA
control packet, it has to wait for the wholg, | +tpara +tack +3torop peray time duration

before polling another node. Either way, the node is considered/aact

- The AP polls an active node

The AP sends POLL to the node and waits for feedbactofor + toara + tack +3tprop peray:

The node sends a data packet (DATA) directly to the destination node and waitsAiGKa
packet. The AP monitors the wireless medium dualhdhat time. If it successfully receives

one or more of these two packets (DATA, ACK), then it assumes that the polled node is
active. At the end of the waiting time, the AP polls another node. In case the AP fails to
receive one of the above packetsssumes that there is a bad link between it and the mobile
node, so the node is considered inactive.

- The AP fails to poll the node

The AP sends POLL to the node and waits for feedbactofor + toara + tack +3tprop perar:

If the node fails to receive the POLL canitpacket, then there can be no feedback for the AP.
So, the latter has to wait for the maximum cycle duration before polling another nsaleit A
assumes that there is a bad link between it and the mobile node, so the node isedonsider

inactive.



It is obvious that this polling scheme reduces the overhead, since no BUFF_DATA control
packet is considered. This results in shorter waiting times, and finally in arghalfieg cycle.

Specifically, the maximum duration of the polling cycle of QAPtiS.: para + terop peLAY

shorter than the polling cycle of LEAP. We must make clear that the BUFF_[patRket is
removed from the polling scheme of QAP, because the AP can make sure thaletthe qaé

transmits, by just detecting transmission (no need to fgahi broadcasted packets) during the

time  period starting at t+tpg +tyo para T 2terop peay  @Nd ending - at
t+tpo +toara +tack T 3tprop peay- ObViOusly, this time period starts when the NO_DATA

packet is expected and ends at the end of the polling cycle. If the AP ngst deroadcast
during this time, this means that the polled node transmits data, so it is assumed active. Also, we
must mention that there is no need for BUFF_DATA, because it is most probabliecti#d® t
will be able to sense the polled node’s broadcsist;e this node was able to successfully
receive the POLL packet in the first place. This means that at the begaintmg polling cycle
there was a good link between the AP and the node, and probably this good link will i@main f
the next millisecondsso the AP will probably manage to detect the node’s broadcast.

It is clear that the QAP protocol is collision free, because a node starts data transmission

only when it is polled. The nodes do not contest to gain medium access, so there are not any

collisions or lost bandwidth. The longer waiting time tig,, +tpara + tack +3tprop peays

which is enough for any transmission to be completed. This is the maximum durat@on of
polling cycle, which is an independent unit of the polling procedure, and ensures thatither
be no dead ends or unexpected events.

The above polling scheme takes into account the bursty nature of the traffic, the bursty
appearance of b#rrors, and the need for minimal overhead. The AP uses the network feedback
in order to characterize th@olled node as active (has buffered data packets) or not. It also

examines the broadcasted data packets to determine the packet priority and set thistivalue as



specific node’s priority. Later on, it will be clarified that sequential p&ckee probably of the
same priority, because of the bursty nature of the traffic and the HighestyFFirst (HPF)
packet buffer discipline. We will see that the simulation results prove that this priority
mechanism operates efficiently.

Upon conclusion of a pollingycle, the AP examines the network feedback information in
order to decide whether the polled node belongs to the set of the active nodes or not, and updates
the node’s priority. The probability to choose one of the active n®&igs i6 also updated, and
finally the AP selects the node to poll according to their new choice prolesbilf more

detailed analysis of the node choice mechanism is presented in Section 3.3.

3.2. The Priority Model

The QAP protocol supports QoS by using packet prioriflége default number of the
available priorities isPLevels=4. In this case is the lowest priority an® is the highest
priority. When a data packet is generated, it is assigned a pricdgtyding to the source
application, its importance, theeed for synchronous communication, and the lifetime of the
packet. It is obvious that the overhead due to the packet priorities is minor, syo@melktra
control bits are enough for the defaullefel priority schemeThe first utilization of the acket
priorities takes place in the packet buff€AP uses the Highest Priority First (HPF) buffer
discipline, according to which the packets that carry the highest priorities are $esved
Among the packets of the same priority we use First In First Out (FIFGorlificipline, based
on the generation time of the packets. Below is the algorithmic descriptiors qfaitket buffer
discipline inside each node. The returned value is the index of the packet that will befohose

sending (PacketToSendlex).



MaxPriority = -1; //initialization
EarliestGenerationTine = CurrentTinme + 1; //initialization
for (i=0;i<=Nunberf Packets-1;i ++)
{
if (Packet[i].Priority>MaxPriority){
MaxPriority = Packet[i].Priority;

Earliest GenerationTi me = Packet[i].GenerationTi ne;

Packet ToSendl ndex = i;}
el se if(Packet[i].Priority==MaxPriority &&
Packet[i]. GenerationTi ne<Earl i est Generati onTi ne) {

Earliest GenerationTime = Packet[i].GenerationTi ne;

Packet ToSendl ndex = i;}

The priority of a node is defined by the priority of the last packet sent by tbéispede.

Initially, the priority of a node is assigned the mean vaLIBEeveIslg. When the AP polls a

node and examines the broadcasted data packet, it updates the node’s prandipgdec the
priority of the packet sent. The packet priorities play a significant role in the cloaee
mechanism. The probability that an active node will be chdBgy) (s affected by the average
priority of the active nodes. Furthermore, the choice among the active nodegdsdoatheir
priorities. A detailed description of this procedure is presented in Section 3.3.

The whole concept is based on the fact that the nature of the traffic is bursty andehe buff
discipline is the HPF. Specificallwhen a burst of packets is generated and arrives in the buffer,
it is most probable that these packets belong to the same source application, implement the same
communication service, and have the same attributes. So, they are proballgdagsgsame
priority. Besides, the HPF algorithm actually groups the packets in the lasfferding to their
priorities. This means that two packets that are sent sequentially fronodagare probably of

the same priority. The conclusion is that it is a good practice to assign thiy mfos node



according to the last packet sent priority, since the next packet that will be chosethdrom

buffer for sending will probably carry the same priority.

3.3. The Node Choice Mechanism Analytical Approach

The QAP protocol updates the choice probabilities of the nodes according to their status
(active or not) and their priority. According to the “active nodes” concept, it darlgl
considered that under bursty traffic conditions it is most probable that ak)odai¢h transmits
a data packet has more packets in the buffer [5]. So, this node is inserted in the sattfeghe
nodes, which are more probable to be polled. If the AP assumes that the polled node did not
transmit data, then it is considered to be inactive. The algorithmic descriptioa APtupdate

procedure is presented below in pseadde form.

If AP receives NODATA { //at t + tpaL + tnopata + 2%t prop DELAY
Node[ k] . active = false }
Else if AP recogni zes DATA {
Node[ K] . active = true
Node[ K] . priority = DATA. priority }
Else if AP detects any transmission fromt + tpg. + tnopara + 2%t prop priaY Tl
t + tpoL +* tpata + tak + 3*t prop pELAY {

Node[ k] . acti ve true }

Else //at the end of the polling cycle

Node[ k] . active = fal se

The probability that the AP will choose one of the active nodd2,s Obviously, the
probability that an inactive node will be chosed is Pav. When there are no active nodes
is set to0, and when all the nodes are actirag is set tol. If the AP has decided to poll one of
the active nodes, then their polling probabilities are updated accordingripribeities. If the

AP has decided to poll an inactive node, one of them is polled randomly. This node choice
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procedure is depicted in Fig. 4, where N is the total number of nodes in the cell and M is the

number of active nodes.

The probabilityPav is given by the equatio®,,, = P, + R, (1). The variable’, depends on

1- P,

the number of active nodes, and it holds that= 2, + (M —1) x V1

(2). We define that th

probability to choose one of the active nodes when there is only one active RydeTibe
parametePa; is a predefined number which provides better performance when its value is close
to 1. In order to provide fairness, we set by def&ult = 0.9. The idea is to increase stbyg-

step the probability to poll an active node, while the number of active nodessexrése
examinePa for 0 < M < N, since forM = 0 andM = N the standard values &y are0 and1
respectively. It is obvious that we geetminimum value oPa equal toPa1, whenM = 1. Every

active node other than the first contribute®jnequally by the quantitf1+ P,,)/(N -1). The

3D-plot of the twevariable functionPa(M, Paj) is shown in Fig. 5, where we assuide= 10.
We cansee the variation d?», and the waW andPa; affect the value oPa.

Po is the second addendum in the equation that dingsThe intention is to affect the value
of Pam according to the average priority of the active node$. More specifically, theoncept
IS to increasdPan (positive Po) whenAq is greater than the mean priority lev€l{2), and

decreaséPau (negativePg) whenAg is less than the mean priority lev€max is the highest

Ao _ Omax
packet priority and it hold®, . = PLevels-1 (3). It finally holds: 7, = %mxo—z 4).

2
The parametePqn is a predefined number that defines the maximum and minimum values of
Po, and affects it in a proportional way. Specifically, the maximum valuéy,aé Pom when

A, =Q,& and he minimum value is-Pom when A, =0. Obviously, P, =0 when
A, =Q,./2. It becomes clear that this method enhances QoS support in the node choice

mechanism. The 3plot of the twevariable functiorPo(Aq, Pom) is shown in Fig. 6, where we



assumePLevels= 4. We can see the variation B$, and the way\qo andPqn, affect the value of
Po.
The precise definition of the function that gives the probability to poll one of thee act

nodes Pav), Which includes the conditidh < Pav <1, is the following:

Pa+ PQ , whenO <Pp + PQ_<1
Pav = 0, WhenPA + PQ <0 (5)

1,whenPay+ Pg>1
_ Qmax

1- A, 2 .
+ P,_x———%— (6). The 3Dplot of the twevariable
N—l Qm Qmax ( ) p

2

wherepR, + R, = Py + (M -1) x

function Pam(M, Ag) is shown in Fig. 7, where we considér= 10 and we assume the default
valuesPa; = 0.9, Pom = 0.03, andQmax= 3.

If the AP finally decides to choose one of the inactive nodes, then it just polls one of them
randomly. Otherwise, if an active node is going to be polled, then the AP choosesnactmrdi
the node priorities. Specifically, the relative probability of choosing nkdeés (given by the

equationP.(k)=q+1 (7), whereq is the priority of the specific node. The choice probabilities
of all the active nodes are calculated and then are normalized. So, the act&lpcbbability
of node K) is I (k) = PC(/()/ZZlPC(/) (8). Clearly, it holds tha‘EZch(/) =1 (9). Thus, the

probability that an active node is chosen by the AP is proportional to its prasitlyis logically

expected. This procedure completes the QoS support that QABgsov

4. Performance Evaluation

4.1. Simulation Environment
In order to compare the QAP protocol against LEAP, we developed a simulation

environment in C++. It has been shown that LEAP performs better than RAP and GRA&R S



comparison between QAP and LEAP can show that the QAP protocol is an effective WLAN
polling protocol, in general. The bursty traffic was simulated based on the metlvodekbsn
[1/]. We assume that a “time slot” is the time duration of a data packet transmission. Each
source nodean be in one of four states, S;, S, S. When a source node is in st&ethen it
has no packet arrivals. When a source node is in Statdben, at each time slot, it has one
packet arrival. Stat&, denotes that there is on the average one packigal every two time
slots. Lastly, when a source node is in sf&fdahen it has two packet arrivals at each time slot.
Given a station is in stat at time slott, the probability that this station will transit to st&eat
the next time slot i®;. It can be shown that, when the load offered to the netwoR is
packets/slot and the mean burst lengthBisslots, then the transition probabilities are:
R, = RI(2B(N-R)) (10), R, = R/(4B(N-R)) (11), Py, =R/(4B(N-R)) (12, P, =1/B (13),
P.=(1-1/B)4 (14, P,=(1-1/B)4 (15, P,=1B (16, P,=(1-1/B)2 (17,
P,=(1-1/B)/4 (18), P,=1B (19, P, =(1-1/B)/2 (20), P, =(1-1/B)/4 (21). The
buffer size iQ packets. Any packets arriving to find the buffer full are dropped. When a packet
is generated, it is assigned a packet priority (rafgé€Levels- 1]). The packets of the same
burst are assigned the same random priority laadame destination.
In the developed simulation environment, the condition of any wireless link wasedodel

using a finitestate machine with three states. These are the following [18], [19]:
- StateG denotes that the wireless link is in a relatively “aleeondition and is characterized

by a small BER, which is given by the param&eBER
- StateB denotes that the wireless link is in a condition characterized by increased BER, which

is given by the paramet& BER
- State H denotes that the pair of communication nodes is out of range of one another (hidde

nodes).

We assume that the background noise is the same for all nodes, and thus, the principle of

reciprocity stands for the condition of any wireless link. Therefore,fprtw@o nodes A and B,
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the BERof the link from A to B and the BER of the link from B to A are the same. The time
spent by a link in state&, B andH is exponentially distributed, but with different average
values, given by the parametdr§, TB, TH, respectively. The status of a lipkobabilistically
changes between the three states. When a link is inGGtate its status is about to change, the
link transits either to statll, with probability given by the parametBy, or to stateB, with
transition probability 2 B,. When a linkis in stateB and its status is about to change, the link
transits either to state, with probability given by the paramet@y, or to states, with transition
probability 1— Py. Finally, when a link spent its time in stadeit transits either to staG or B,

with the same probability (0.5). It can be easily seen that by setting the parBpteteero, a

fully connected network topology can be assumed, whereas for valllgggdater than zero,

the effect of the welknown “hidden node” problem oprotocol performance can be studied.
For example, foP,, = 0.1, there is a 10% probability that two nodes A and B are out of range of
one another. Thus, for a third node C in range both of A and B, A and B are hidden nodes for
transmissions from B to C amdl to C, respectively. By changing the values of the various
parameters of the above described model, the protocol can be simulated fetyaovaretwork
environments. The simulation parameters are presented below.

The variables concerning the link statwere described above, and the default values are:
TG =3secTB =1se¢cTH = 0.5 sec, G_BER =0, B_BER ="4br relatively “clean” network
conditions andB_BER = 10 for rather not “clean” wireless links. Also, we d&t = 0 for
relatively “clean”network conditions ané;, = 0.1 for rather not “clean” wireless links. These
values provide a fading environment, and in the next subsection it is shown that in any case
QAP exhibits high performance.

Most of the default values of the network parameters presented below were also bsed in t
original analysis of the LEAP protocol |16]. The number of the nodes in the simulabeutkeet
is N = 10, the buffer size iQ = 50, and the average burst lengtBis 10. These values ensure

that there are sufficiemhobile nodes for our simulations, the buffer size is neither too small nor
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too large, so packets are not dropped very fast neither delayed very long in the queue, and the
average burst length is large enough so as to simulate traffic in bursts laadaate time small
enough so as to have various discrete bursts. The maximum number of transmisajuis pte
packet isR_LIM = 6, and the medium bit rate lMRate = 11Mbps. The medium rate was
chosen to b&1 Mbps because this is the bit rate of the iydesed IEEE 802.11b standard and

it can be actually reached under realistic conditions. The propagation delsebeny two
nodes idpror peLay= 0.0005ms, corresponding to distances between the nod&s0ah. The
special parametets LEAPanda_LEAPthat concern the LEAP protocol are se@tband0.03
respectively, according to the original analysis found in [16]. At the MAEr]akhe size of the
control packets igpSize = 16Mits, and the default size of the data packetipBSize = 6400

bits. These are realistic packet size values that could be used in a working network. Every
simulation was carried out untbucRecPackets = 4000Gfata packets where successfully
received. This simulation time is enough to provide secure metric results.

The default values that follow concern the special parameters of the QAP protmstobf Fi
all, the number of the priority levels BLevels = 4 Four priority levels are enough to
characterize different kinds of traffic with different QoS requirements. THeapility of polling
an active node when there is only one activeais= 0.9. This value ensures that the protocol
efficiently benefits the active nodes and also provides fairness by givimgploetunity to non
active nodes to be polled. Lastly, the mmaxm variation of the probability of polling an active
node depending on the average priority of the active nodé%ns= 0.03. So, the QoS
requirements of the active nodes affect the probability to poll a node thaves aat in a way
that the paranter Pa; and the number of active nodes always play the primary role, while
fairness is also provided. It should be noticed that the above mentioned valuesoidee d

after careful analysis and various simulations.

4.2. Simulation Results
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First of all, t must be mentioned that one simulation environment was developed, capable of
simulating both the QAP and the LEAP protocols, and adapted to the special feateaeh
one of them. Also, the simulation results that concern the LEAP protocol cointld¢hose
presented in [16], when using the same parameter values. The random numizogtrat is
used by the simulator is a classic multiplicative congruential random number generator with
period 22 provided by ANSI C. The simulation results presented in this section are produced by
a statistical analysis based on the “sequential simulation” method [20]. Specifically,farenper
simulations in a sequential way, until the relative statistical error of the estimated mean value
falls below an acceptable réshold. When the relative statistical error is low, then the
confidence interval is narrow, since the relative statistical error is defined as the ratio of-the half
width of the given confidence interval at the point estimate. For this statistical anaéysised
95% confidence intervals. The relative statistical error threshold varies degeowli the
meaning of the metric and the magnitude of the produced value. However, this threshold was
usually assumed to be lower than 2% and never exceeded 5%.

Initially, we assume a “clean” network, whéeBER = 10 andP, = 0. Under low BER
conditions QAP performs better than LEAP. This happens because of the lower overhead of
QAP, which is due to the optimized polling model and the shorter polling cycle. Akso, th
adaptive polling algorithm of QAP is more probable to poll a truly active node cotnjzatiee
learning automatédased algorithm of LEAP. Under these network conditions, when the load is
lower than 80% the two protocols have equal throughput valuegjdeetteese values are almost
identical to the offered load values, which means that they perform almost peiéctn the
load is higher, QAP provides higher throughput. Also, QAP provides lower packgs,dela
which is shown in Fig. 8. It must be noticed that we assume that high priority packethe

packets which are assigned a priority higher tif@hevels-1)/2. The corresponding curve

shows that the high priority packets meet significant lower delays, elépesizen the

throughput is high, which is a proof of the QoS support of QAP.
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In the next simulated network, the BER is increased, and the “hidden nodes” problem is
present. Specifically, we assuBeBER = 1¢® andP,, = 0.1. Under these network conditions,
the difference between the QAP performance and the LEAP performance is greater. The
throughput provided by QAP is higher than the one provided by LEAP, when the loadterg
than 0.65, as it can be seen in Fig. 9. Below this value, the two protocols exhibit almost
“perfect” performance. In a rather harsh environment like this, the effective charast@fishe
QAP protocol, especially the low overhead and the efficient adaptive polling aigpbhecome
obvious. In Fig. 10, we can see that QAP provides packet delays clearly hawehé delays
provided by LEAP. The average delay of the high priority packets are significantlyviuah
shows that QoS is supported in any network condition.

The default value of the data packet size was assumed to be by default 6400 bits, in the
simuations. It is known that the performance of any MAC protocol is usually watsen the
value of the data packet size gets small compared to the control informatiorhapipisns,
because the overhead is greater, which finally causes low throughputgingalcket delay.
However, some kinds of networks use rather small data packets, like the ATM netiks
was expected, the QAP protocol has great advantage compared to the LEAP protocol, when
using data packets that are not many times bigger tharotiimlcpackets. The efficiency of
QAP, in this case, is proved by the simulation results of a network with small data packet size
equal to 800 bits. These results showed that QAP provides clearly higher throagiput
significantly lower packet delays. In Fig. 11, the results that concern tletpdelay are
plotted. The high priority packets are favored again, since their delays remtainlady low.

The packet priority model gives to the proposed protocol the ability to distinguish hetwee
different knds of traffic. This means, for example, that QAP is capable of supporting stgeam
video, while file transfers take place, even under harsh network conditions. Fig. 12 shows that
the delay of the high priority packets remains impressively stable, widl®verhead alters.

Specifically, we plot the average packet delay for different values of the data paekeittsie



keeping the control packet size stable. The QAP protocol provides lower packet dethttse
high priority packet delays are considerably low. In this case, we adsaimgh load network
environmentRR = 1).

In the simulations, we have also measured the packet loss rate and the high priority packet
delay as a percentage of the low priority packet delay. The results sho@ARaprovides
lower packet loss rate than LEAP, when the offered load is above 0.55, since the pacitt loss
for lower values of load is zero for the both protocols. The corresponding curves areddepicte
Fig. 13. This behavior is due to the fact that QAP utilizes the provided bandwidth in a more
efficient way, since the wrong polls and the waiting times are reducdtielanalysis of the
QAP protocol, we wanted to find out in what degree the high priority packets are favored. So,
we got simulation results of thegh priority packet delays and we plotted them as percentage of
the low priority packet delays in Fig. 14. The graph makes clear that theasecof the
throughput, which means that the average packet delay is increased at thengapetides a
decease of the high priority packet delay related to the low priority packet dateviously, the
high priority packets are favored in a relatively greater degree undér metngork conditions,
which means that the QAP protocol ensures QoS support in sy ca

The influence of the number of nodes on the protocol behavior was also examined. The
simulation results show that the network throughput remains stable, while the rafmioeles
increases, for both QAP and LEAP protocols. However, QAP exhibits always highagtiput
than LEAP. These results are depicted in Fig. 15. The number of wrong polls was als
measured. In Fig. 16, it can be seen that QAP identifies the active nodes nuieathffiso it
provides less wrong polls than LEAP.

The QAP networkwas also simulated for different values of the buffer size. As it was
expected, the results showed that a small buffer size leads to increased packet losses, because
many packets arrive to find the buffer full, so they are dropped. By keepingsthef tee

network parameters constant, we notice that when the buffer size value becgimedhan 50



packets, the packet loss rate stabilizes, as it can be seen in Fig. 17p&risomwith the LEAP

protocol, QAP offers lower packet loss rates for any buffer size. It shoulddmantioned that

the increase of the buffer size causes increased average packet delay, since the packets stay, on
the average, longer in the buffer.

Lastly, the influence of the average burst length on the network performascgamined
via simulations. Both QAP and LEAP protocols, base their polling algorithm ondhéhé the
traffic is bursty. This is a realistic assumption, as it has been shown that nibst radtwork
applications produce traffic in a bursty way. This spexially true for traffic concerning
multimedia applications, which have special QoS requirements. Fig. 18 shows thaan@AP
LEAP offer lower packet delays when the average burst length increasesQARilguarantees
steady low delays for the high priority packets irrespective of the kemgth. One obvious
reason that explains this behavior is the fact that the two protocols recognizéwbenades
more efficiently, when they transmit sequentially a great numberoblepa Whatever the burst

lengh, QAP always offers lower packet delays than LEAP.

5. Conclusion

This work proposed the QoS supportive Adaptive Polling (QAP) protocol for wireless
LANSs. The protocol is capable of operating efficiently under bursty traffic tiondi It exhibits
high performance, by providing high throughput and low packet delays. The comparison
between the QAP protocol and the LEAP protocol has shown that, in any case, QAP erform
better and, in addition to that, it supports QoS. The protocol is based oradagdife polling
algorithm [21], which decreases the number of wrong polls to inactive nodes. The overhead is
reduced and the polling scheme is generally optimized. A special characteristic is the support of
packet priorities. QAP provides low delays for the higiority packets, so it is able to support
different kinds of traffic at the same time (e.g. asynchronous and time-lboowhenunication).

QoS is supported even under harsh network conditions with increased BER. The proposed
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model is not difficult to immgment, since the polling scheme based on the active nodes and the
node priorities is rather simple. Furthermore, the protocol is collision free ancthalasieous
transmissions take place. As future work, the packet priorities can be corresponukcke
lifetimes, the priorities could dynamically change according to the imp®&tahe nature, and

the deadline of the packets, and specific services could assign specific packet priorities

according to the network settings.
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Fig. 2. Classification of WLAN MAC Protocols
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Fig. 5. Probability pollingan active node (PA), without taking into account priorities, as aitumof the number of
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Fig. 6. The variation of the probability polling an active node (PQ), dépgron the pdceet priorities, as a function

of the maximum variation (PQm) and the average priority of the active fa@ds

Fig. 7. Probability polling one of the active nodes (PAM) as a functioreafidimber of active nodes (M) and the

average priority of the aett nodes (AQ)
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