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Abstract

Several studies in literature have investigated the performance of the proposed IEEE 802.11E standard for QoS differentiation in WLAN,
but most of them are limited both with respect to the range of the parameter settings and the considered traffic scenarios. The aim of the
present study is twofold. First, we systematically investigate the differentiating capabilities of QoS mechanisms. Second, we investigate
how well the QoS mechanisms are able to support different types of services under realistic traffic conditions. In particular, we investigate
flow-level performance characteristics (e.g., file transfer times) in the situation that the number of active stations varies dynamically in
time.
� 2006 Elsevier B.V. All rights reserved.
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1. Introduction

A major drawback of existing versions of the IEEE

802.11 WLAN standards, notably the widely used IEEE

802.11B [8] version, is that they are not capable of pro-
viding any service guarantees. The most widely deployed
IEEE 802.11B MAC protocol, the so-called Distributed
Coordination Function (DCF), is a random access scheme
based on Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA). Current research and standardiza-
tion efforts are aiming at enhancements of the DCF MAC

protocol enabling the support of multi-media applica-
tions with stringent QoS requirements. In particular, the
Enhanced Distributed Channel Access (EDCA) of the IEEE

802.11E standard [9], which was finalized mid 2005, pro-
vides several parameters enabling QoS differentiation
among the traffic originating from applications with
different service characteristics. Existing studies on the
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QoS provisioning capabilities of IEEE 802.11E are limited
both with respect to the range of the parameter settings
and the assumptions about the traffic generated by the
WLAN stations/users. Therefore, the aim of the present
study is to systematically investigate (by extensive simu-
lations) the impact of the QoS differentiation parameters,
under more realistic traffic conditions. In particular,
besides considering traffic scenarios with a fixed number
of persistently active stations (as assumed in most other
studies) we also investigate flow-level performance char-
acteristics (e.g., file transfer times) in the situation that
the number of active stations varies dynamically in time.

1.1. Related literature

For the 802.11B version several analytical models have
been developed in order to study the system’s saturation
throughput as a function of the number of (persistently)
active stations. The most well-known model is the one
developed by Bianchi [2]. It is based on a Markov chain
describing the behavior of a single station attempting to
send its packets. Foh and Zuckerman [5] and Litjens
et al. [12] investigate the flow-level performance of
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802.11B WLAN when the number of active stations varies in
time, e.g., due to the random initiation and completion of
file transfers. In particular, building on Bianchi’s work [2],
they obtain accurate approximations for the mean flow
transfer delay.

Most performance studies of the QoS-enabled 802.11E

WLAN are based on simulation. Relatively few papers pres-
ent an analytical approach. E.g., [17] propose extensions of
the Markov chain analysis presented in [2] for the 802.11B

version, in order to capture the impact of variation of the
AIFS parameter (one of the EDCA parameters) on the satura-
tion throughputs. Both analytical models yield accurate
results. [3] uses a queueing system with Discriminatory
Processor Sharing (DPS) service discipline to model flow-
level behavior; results are validated by simulations. The
simulation studies usually consider more general scenarios
(sometimes also capturing the impact of higher layer proto-
cols like TCP), but a systematic study of the impact of each
of the EDCA parameters on WLAN performance is lacking. In
particular, [4,7,11,13] compare the 802.11B version with the
802.11E version, but only for the default parameter set-
tings; other papers (e.g., [1,6,10,16]) consider a broader
range of parameter values but only for some of the QoS dif-
ferentiation parameters.

Most of the studies mentioned above assume a fixed
number of persistently active stations. In some cases (see
e.g.,[1,4,6,7]) the impact of adding one or two additional
(persistently active) stations is studied by plotting the
resulting throughputs as function of the time. However,
flow-level performance studies, which take into account
that the number of active stations varies dynamically in
time, are not available.

1.2. Contribution

Our first contribution is a systematic evaluation of the
IEEE 802.11E QoS differentiation parameters (EDCA parame-
ters) CWmin, CWmax, AIFS, and the TXOPlimit. The differentiat-
ing capabilities are studied in a scenario with two groups of
persistent stations in order to exclude user behavior and
influences of higher OSI-layers. First each EDCA parameter
is studied in isolation, i.e., only the parameter of interest
has a different value per group, while the other parameters
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Fig. 1. Illustration of the BASIC access mode of the Distribu
are set equally for both groups. Subsequently, the parame-
ters are studied in competitive scenarios; the parameters of
both groups are set according to the 802.11B standard
except for two parameters which are differentiated. The
main performance metrics that are investigated are the
resulting throughputs per station and per group.

Our second contribution is a thorough investigation of
the EDCA’s capabilities to provide QoS guarantees in a more
realistic scenario with a dynamically varying number of
active stations. We consider three different service classes:
voice, video, and (TCP controlled) data traffic. The main
performance metrics, studied by simulation, are packet
delay (particularly important for voice), packet loss
(important for video) and data flow (file) transfer time.

1.3. Outline

The remaining of this paper is organized as follows. In
Section 2, the main principles of the 802.11E MAC protocol
and its mechanisms to provide QoS differentiation are
explained. In Section 3, the simulation scenarios are
described both for the differentiating capabilities of the
EDCA parameters (assuming persistently active stations)
and the flow-level study. In Section 4, the results of the
simulation studies are presented and discussed. Section 5,
concludes this paper.

2. IEEE 802.11E QoS enhanced wireless LAN

In this section we briefly explain the IEEE 802.11B Distribut-
ed Coordination Function and its enhancements as specified
in IEEE 802.11E in order to support QoS differentiation. In
this paper we only use the BASIC access mode.

2.1. IEEE 802.11B Distributed Coordination Function

Fig. 1 illustrates the principle of the BASIC access scheme.
When a station wants to transmit a data packet, it first
senses the medium to determine whether or not the channel
is already in use by another station (physical carrier sens-

ing). If the channel is sensed idle for a contiguous period
of time called DIFS (Distributed InterFrame Space), the con-
sidered station transmits its packet. In case the channel is
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sensed busy, the station must wait until it becomes idle
again and subsequently remains idle for a DIFS period, after
which it has to wait another randomly sampled number of
time slots before it is permitted to transmit its data packet.
This backoff period is sampled from a discrete uniform dis-
tribution on {0, . . ., CWr � 1}, with CWr the contention after
r failed packet transfer attempts (CW0 is the initial conten-
tion window size). The backoff counter is decremented
from its initially sampled value until the packet is trans-
ferred when the counter reaches zero, unless it is temporar-
ily ‘frozen’ in case the channel is sensed busy before the
backoff counter reaches zero. In the latter case the station
continues decrementing its backoff counter once the medi-
um is sensed idle for at least a DIFS period. It is noted that
the idea behind the random backoff procedure is to reduce
the probability of collisions, which occur either when the
backoff counters of multiple stations reach zero simulta-
neously, or in case a so-called hidden station fails to freeze
its backoff counter when it cannot sense another station’s
transmission. In a collision only the strongest signal among
multiple concurrent transmissions has a chance of success-
ful capture by the intended receiver.

If the destination station successfully captures the trans-
mitted data packet, it responds by sending an ACK (ACKnowl-
edgement message) after a SIFS (Short InterFrame Space) time
period. A SIFS is shorter than a DIFS in order to give the ACK

preference over data packet transmissions by other stations,
while it is sufficiently long to allow the stations involved in
the considered transfer to switch between transmission and
reception mode. If the source station fails to receive the
ACK within a predefined time-out period, the contention win-
dow size is doubled unless it has reached its maximum
window size, upon which the data packet transfer is
reattempted. The total number of transmission attempts is
limited to rmax. Once the data packet is successfully
transferred, the contention window size is reset to CW0 and
the entire procedure is repeated to transfer subsequent data
packets. If an unfortunate data packet is still not successfully
transferred after rmax retransmissions, the MAC layer gives up.
It is then up to higher-layer protocols (e.g., UDP (User Data-
gram Protocol) or TCP) whether the packet is discarded or
once again offered to the MAC layer for transmission.
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2.2. IEEE 802.11E Enhanced Distributed Channel Access

IEEE 802.11E specifies the Enhanced Distributed Coordi-
nation Access (EDCA) as the distributed contention mecha-
nism that can provide service differentiation. Whereas an
802.11B station has only one queue for all traffic, an
802.11E station (QSTA) has multiple queues, so-called Access
Categories (ACs), and traffic is mapped into one of the ACs
according to its service requirements. Each AC contends
for the medium using the CSMA/CA mechanism described
in Section 2.1 using it own set of EDCA parameters values.
These EDCA parameters are CWmin, CWmax, AIFS, and the
TXOPlimit.

The parameters CWmin and CWmax have the same func-
tionality as in the DCF. The parameter AIFS (Arbitration
InterFrame Space) differentiates the time that each AC

has to wait before it is allowed to decrement its backoff
counter after the medium has become free. In the DCF

each station has to wait for a DIFS period while the dura-
tion of an AIFS is a SIFS period extended by a discrete
number of time slots AIFSN, so AIFS = SIFS + AIFSN · time-
slot (where AIFSN P 2 for QSTAs and AIFSN P 1 for Qual-
ity APs). The TXOPlimit (Transmission OPportunity limit) is
the duration of time that an AC may send after it has
won the contention, so it may send multiple packets as
long as the last packet is completely transmitted before
the TXOPlimit has passed. Fig. 2 illustrates the parameters
AIFS and CWmin. Obviously, the backoff counters of multi-
ple ACs of one station can reach zero at the same
moment, which is called a virtual collision. Each QSTA

has an internal scheduler that handles a virtual collision.
The AC with the highest priority is given the Transmission
OPportunity (TXOP) and may actually initiate a transmis-
sion. The ACs of lower priority are treated as if they
experienced a collision, so they have to double their con-
tention window CW and start a new contention for the
medium.

3. Description of the simulation scenarios

This section describes the scenarios and parameter set-
tings that are used in the simulation studies.
CWmin2
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CWmin1

Wmin0

ree Access Categories.



Table 1
Services classes

Voice over IP Video on demand Web-browsing

Flow-level parameters

Transport protocol UDP UDP TCP

Downstream traffic CBR CBR TCP data
Upstream traffic CBR – TCP ACKs
Arrival process Poisson ON–OFF Poisson
Arrival rate 1/60 – 4
ON-time/file size distr. exponential exponential exponential
Avg. ON-time 180 s 300 s –
Avg. file size – – 15 KBytes
OFF-time distribution – exponential –
ON–OFF ratio – 1:4 –

Packet-level parameters

IP packet size 200 Bytes 1500 Bytes 1500 Bytes
bit rate 80 Kbit/s 480 Kbit/s
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3.1. System model

We consider a single Basic Service Set (BSS) with stations
contending for a shared radio access medium with a chan-
nel rate of rWLAN = {1,11} Mbit/s. The physical layer pream-
ble is always transmitted at 1 Mbit/s and the rate of the MAC

layer preambles is {1,2} Mbit/s. All stations are assumed to
have comparable radio conditions so that a uniform
channel rate can be assumed. Only the BASIC-access mode
is considered in the simulations.

The simulations are performed using the Network Simu-
lator NS-2 [14] extended by the EDCA implementation of the
TKN Group of the Technical University of Berlin [15]. This
implementation contains the differentiation parameters
explained in the previous section. Packet capture, which
is the possibility that a packet with a strong signal may
survive a collision, is turned off in this study.

3.2. Traffic scenarios

EDCA performance is studied for two main traffic scenar-
ios. In Scenario 1, the impact of the EDCA QoS differentiation
parameters is studied assuming persistently active traffic
sources (stations). In Scenario 2, the QoS differentiation
capabilities of EDCA in the case of non-persistent traffic
sources (i.e., a dynamically varying number of active
stations) are investigated.

3.2.1. Scenario 1: persistent traffic sources

In Scenario 1, the number of active stations remains
fixed during a single simulation. Each station generates
traffic in the upstream direction and is assumed to always
have traffic available for transmission. The traffic consists
of 1500 Byte IP/UDP packets and all data and headers are
transmitted at 1 Mbit/s.

First, we study differentiation by a single parameter.
Each station uses only 1 AC and stations are divided into
two groups, AC0 and AC1. All parameters are set according
to the 802.11B standard, except for AC0 stations where one
parameter is set to a more favorable value. In the simula-
tions, the total number of stations n is increased in two dif-
ferent manners: in one series the number of stations is
always equal for both groups (so each group has n/2 sta-
tions), and it the other series there are always 2 AC0 stations
and the remaining (n-2) stations are AC1 stations.

Second, we study the differentiating capabilities by dif-
ferent parameters. Again stations are divided into two
groups and parameters are set 802.11B settings, but now
for each group a different parameter is given a more favor-
able value. The number of stations per group is always
equal. This scenario allows us to examine which of the
differentiated parameters dominates the other parameter.

In all scenarios, the throughput per station and the
aggregate throughput per group are obtained. Also the
throughput ratio of an AC0 station and an AC1 station is
studied. The investigated parameter settings are (802.11B

values are denoted in boldface): CWmin = {7, 15, 31},
CWmax = {31, 127, 1023}, AIFSN = {1, 2, 5} and TXOPlimit =
{0, 0.03, 0.1} s.

3.2.2. Scenario 2: dynamic user scenario (non-persistent

traffic sources)

In Scenario 2, the number of active stations varies
dynamically during a simulation due to e.g., the initiation
and completion of speech calls or web page downloads.
Three different Access Categories are considered corre-
sponding with Voice over IP (VoIP, an interactive service),
Video-on-Demand (VoD, a streaming service), and Web
Browsing (an elastic data service). For each of these services
we will consider below the main characteristics and model-
ing assumptions made in our simulations; specific modeling
assumptions are summarized in Table 1.

VoIP is a real-time, interactive service and requires the
end-to-end delay to be less than 150 ms. Besides the delay
also the packet loss is constrained; it should be less than
a few percent. In the simulations new VoIP calls are initiated
according to a Poisson process and a VoIP-call is modeled
by two UDP CBR streams (80 Kbit/s each).

VoD traffic is sent at a fixed rate from a video server to a
user. The most important QoS-constraint for streaming vid-
eo is packet loss as video-codecs are very sensitive to loss.
Packet delays are less important. In the simulations, a VoD

traffic stream is modeled by a UDP CBR packet stream
(480 Kbit/s). The VoD calls are generated by a fixed number
of users; the time between the completion of a VoD call and
the initiation of a new call by a particular user is exponen-
tially distributed.

Web-Browsing is controlled by TCP. The most important
QoS metric for this application type is the web page down-
load time or, closely related, the throughput during a web
page download. In the simulations web page downloads
are initiated according to a Poisson process. Web pages
are retrieved from a web server that is connected to the
AP by a fixed link with a certain capacity and transmission
delay. The capacity is chosen such that it is not a bottle-
neck and no packets will be lost.
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In Scenario 2, the WLAN operates at 11 Mbit/s. Starting
with a certain mix of offered traffic (determined by the
default parameter settings shown in Table 1), we study
the effects of increasing the traffic load by one of the service
class, while the traffic load from the other service classes
remains unchanged. The performance metrics of interest
are packet loss, packet delay, and delay jitter and the mean
web page download time; because of lack of space we will
omit in this paper the performance results for the VoD and
WB service classes. In the simulations, the total number of
users simultaneously present in the system is at most 50
as new users are blocked when already 50 users are present.

4. Numerical results

This section presents the simulation results using the sys-
tem model parameters settings of Table 2. Section 4.1 pre-
sents the results of the Persistent Traffic Sources scenario
described in Section 3.2.1 and Section 4.2 presents the results
of the Dynamic User Scenario as described in Section 3.2.2.

4.1. Scenario 1: persistent traffic sources

The data from the first 140 s simulation time is omitted
to avoid transient effects. After that statistics are collected
for 2000 s simulation time. Simulation results are based on
4–6 replications in each scenario. The 95% confidence
interval fraction ratio is below 5%.

4.1.1. Differentiation by a single parameter
This section contains four parts and each parts presents

the simulation results of differentiation by one of the four
EDCA parameters. The simulations results are presented in
two graphs; the left graph presents the results of the scenar-
io where the number of stations is equal for both ACs, the
right graph presents the scenario where always exactly 2
AC0 stations are present and the remaining stations are
AC1 stations.

4.1.1.1. CWmin. Parameter CWmin determines the size of the
interval from which the backoff counter is drawn. A small-
er CWmin results in smaller backoff counter and a station
Table 2
System model parameter settings, based on the DSSS PHY layer

WLAN physical WLAN MAC

Data rate 11 Mbits/s MAC overhead 224 bits
Basic rate 2 Mbits/s rmax 3
SIFS 10 ls IFQ length 50 packets
DIFS 50 ls max # STAs 50

EIFS 304 ls TCP/UDP

PHY header 48 ls TCP header 20 Bytes
PLCP header 144 ls TCP receiver Wmax 20 packets
Time slot 20 ls UDP header 20 Bytes

Fixed network IP

Delay 10 ms Ip header 20 Bytes
Capacity 100 Mbit/s
will reach 0 faster. Because the stations always have pack-
ets to transmit, stations with a smaller CWmin can transmit
more packets.

Fig. 3 presents the results for AC0 stations with
CWmin = 7 and AC1 stations with CWmin = 31. It is indeed
seen that stations with a smaller CWmin value obtain a larger
share of the channel capacity than the other stations. For a
small number of stations the ratio between the throughputs
of the different ACs is as high as 8, where based on the CWmin

values a ratio of 4 would be expected. This can be
explained as the result of collisions between AC0 and AC1

stations. After a collision the involved stations have to dou-
ble their CW. As AC0 stations have a smaller CW, they will
normally finish their backoff earlier and transmit their
packet; this resets the CW and undoes the effects of the
collision. AC1 stations require more time to recover from
a collision which negatively influences the ratio. Especially,
for a low number of stations this effect is large as most
collisions will occur between AC0 and AC1 stations, for a
higher number of stations collisions will more often occur
between AC0 stations and the ratio drops to the order of
4. The right graph of Fig. 3 confirms this behavior as the
ratio remains high for a high number of stations as only
two AC0 stations are present.

An important observation is that the ratio does not
grow too large for a high number of stations. This means
that AC1 stations can still obtain channel access and that
they will not be starved. Another observation is that the
total aggregate saturation throughput decreases for an
increasing number of users. Throughput degradation for
an increasing number of stations is normal behavior for a
WLAN, e.g., see the study of [2]. The comparison of the
efficiency reductions of all EDCA parameters is discussed
in Section 4.1.3.

4.1.1.2. CWmax. The parameter CWmax is only effective if a
station is involved in a sequence of collisions and CW has
grown as large as CWmax; CW does not have to be doubled
for the following retransmissions.

The left graph of Fig. 4 presents the results for AC0 sta-
tions with CWmax = 31 and AC1 stations with CWmax = 1023.
Notice that for AC0 stations CWmax is equal to CWmin which
means that CWmax becomes effective directly after the first
collision. For a low number of stations the throughput is
almost equal for both ACs as the number of collisions is
small. However for higher number of stations, the through-
put of AC1 stations decreases fast and the aggregate
throughput of AC0 even slightly increases. The throughput
ratio that starts at 1 also increases fast. This means that
AC0 continuously acquires a larger part of the total capacity
and AC1 is starved. The aggregate throughput of AC0 starts
to decrease for more than 15 stations. It is expected that if
the number of AC0 stations grows larger than the numbers
in the graph, then the capacity will drop to 0 fast as AC0

does not perform any form of exponential backoff. The
right graph shows similar behavior; for an increasing num-
ber of stations AC0 stations obtain a larger throughput than
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Fig. 3. AC0 with CWmin = 7 and AC1 with CWmin = 31. Left, number of stations of both classes is equal. Right, 2 AC0 stations and the remaining stations are
AC1 stations.
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AC1 stations. However, the effects are less pointed out as
there are only 2 AC0 stations present.

Summarizing, we can say that the differentiating capa-
bilities of CWmax appear when many collisions occur. CWmax

does not provide constant ratio of capacity sharing, e.g.,
such as CWmin does, but it is able to starve out ACs with larg-
er values of CWmax. The differentiating capabilities are also
at the cost of medium efficiency.

4.1.1.3. TXOPlimit. Note that the TXOPlimit does not alter the
contention behavior of an AC, the TXOPlimit only determines
how long the AC may transmit after it has won a
contention.

Fig. 5 presents the results for AC0 stations with TXOPli-

mit = 0.1 s. and AC1 stations with TXOPlimit = 0.03 s. It is eas-
ily seen that AC0 obtains a larger throughput than AC1. In
our simulations, the data payload of each packet is
1460 Bytes and with a transmission rate of 1 Mbit/s this
results in the transmission of 2 packets within a TXOPlimit

of 0.03 s. and 7 packets within a TXOPlimit of 0.1 s.
The resulting ratio of the throughputs of stations from
AC0 and AC1 has the expected value of 3.5 independently
of the number of stations. The right graph of Fig. 5 shows
the same ratio.

The TXOPlimit provides a fair differentiating capability
that is independent of the number of stations of either
class. It is also medium efficient because multiple packets
can be transmitted after a single contention.

4.1.1.4. AIFS. The influence of the AIFS is experienced each
time the medium becomes free after a transmission and
an AC wants to resume its backoff procedure. The other
parameters only have an influence on the moments that a
new backoff counter has to be drawn or the moment that
a contention is won, so we expect that the AIFS is more
effective if more stations are present.

Fig. 6 presents the results for AC0 stations with
AIFSN = 2 and AC1 stations with AIFSN = 5. In the left
graph it is seen that even for a small number of users
AC0 stations obtain a larger share than AC1 stations.
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If the number of stations increases, this effect becomes
more significant. Note that the AIFS of the two ACs differ
3 time slots. This means that each time that a transmis-
sion is finished and AC0 stations can resume their backoff
process, AC1 stations have to wait an additional 3 time
slots before they can resume their backoff process. If
an AC0 station initiates a transmission within these first
3 time slots, AC1 stations did not have the opportunity
to decrement their backoff counter. This effect results
in the starvation of AC1 stations for an increasing number
of stations. This can be seen by the continuously increas-
ing throughput ratio. The right graph shows a similar
behavior although only 2 AC0 stations are present. Dur-
ing the first 3 time slots after the medium becomes free,
the AC0 stations are only contending amongst themselves
which reduces the probability of a collision and increases
their throughput.

The parameter AIFS is capable of a stringent differentia-
tion between different ACs. The differentiating capabilities
become larger if the number of stations increases and will
starve the ACs with larger AIFS.
4.1.2. Differentiation by different parameters

In the previous section the differentiation capabilities of
the EDCA parameters were studied in scenarios where only
the value of a single parameter was varied. In this section,
we also consider two ACs and all parameters are set accord-
ing to the 802.11B standard, but now for each group a dif-
ferent parameter is set to a more preferable value. Remark
that in the previous section AC0 always had a better perfor-
mance than AC1, in the present case it is not a-priori clear
which AC has better performance.

Since the TXOPlimit does not affect the contention mecha-
nism and consequently the collision probabilities, the
parameter is not considered here. The throughput ratio
results for the TXOPlimit can be obtained directly by multi-
plying the ratios in the following figures by the ratio of
the TXOPlimit values of the ACs.

The left graph of Fig. 7 presents the results for AC0 with
CWmin = 15 and AC1 with CWmax = 127. For a small number
of stations, AC0 stations obtain a larger share of the
capacity than AC1 stations. The differentiation of CWmin

dominates as the number of collisions is small. For an
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increasing number of stations the ratio between the two ACs
decreases as the role of CWmax becomes more dominant and
around 28 stations the throughput ratio drops below 1,
meaning that AC1 stations obtain a larger share of the
capacity than AC0 stations.

The right graph of Fig. 7 presents the results for AC0 with
AIFSN = 1 and AC1 with CWmin = 15. On average the backoff
window of AC1 is twice as small as the backoff window of
AC0, but every time that the medium becomes free after a
transmission AC1 has to wait for an extra time slot. For a
small number of stations, AC1 stations obtain a larger
throughput (ratio < 1), the number of interrupting trans-
missions during the countdown of a CW are not too many.
However, for an increasing number of stations the differen-
tiating capabilities of AIFS become more dominant and
when 11 stations or more are present, AC0 stations obtain
a larger share of the capacity (ratio >1). This behavior
was already expected from Figs. 3 and 6 where the ratio
of CWmin was already slowly decreasing for an increasing
number of stations, while the ratio of AIFS was continuously
increasing.

Fig. 8 presents the results for AC0 with AIFSN = 1 and AC1

with CWmax = 127. In the previous section we have seen that
the differentiating capabilities of both CWmax and AIFS

increase with the number of stations. For a small number
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of stations the throughput and ratio in Fig. 8 are similar
to the results in Fig. 6, although the AIFS values of the
ACs differ 3 time slots in Fig. 6 and 1 time slot in Fig. 8.
For an increasing number of stations the throughput ratio
slightly increases in favor of AC1, but not as fast as in Fig. 6
indicating that AIFS is more dominant than CWmax.

4.1.3. Efficiency of medium usage

In this section, we consider the efficiency of the medium
usage under the 802.11E scenarios studied in Section 4.1.1.
In particular the aggregate throughput of both AC0 and AC1

stations is compared to the aggregate throughput when all
stations use 802.11B settings. The results are displayed in
Fig. 9.

A small CWmin value has a positive effect on the medium
efficiency for the case that only a few stations are active.
This is due to short backoff periods. However, for an
increasing number of stations, the number of collisions
increases resulting in a lower saturation throughput.

Parameter CWmax is only effective if an AC experiences
many collisions. In the figure it is seen that the throughput
of the scenario with smaller CWmax is almost equal to the
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throughput of the 802.11B scenario up to 10 stations. For a
higher number of stations the reduced CWmax hinders an
efficient backoff procedure and the aggregate throughput
turns out lower.

If TXOPlimit is applied, we observe an overall improve-
ment in the medium efficiency, regardless of the number
of stations in the network. The TXOPlimit does not alter
the contention behavior, but when a contention is won,
the AC can transmit multiple packets which is more effi-
cient. For transmission of the same amount of data, less
contentions are required. The more packets a station is
allowed to transmit in one TXOP, the better the throughput
performance becomes.

The parameter AIFS improves the aggregate throughput,
in particular for a higher number of stations. In this scenar-
io the AIFS values of the groups differ 1 time slot. For the
duration of this time slot only AC0 stations are actually con-
tending and from the curve with all 802.11B stations it can
be seen that the system is more efficient with less stations.
This improves the overall efficiency and this effect is stron-
ger if the number of stations is larger and also if the differ-
ence in AIFS values is larger between the different ACs.

4.1.4. Summary of the results of persistent stations

This section examined the impact of the 802.11E EDCA

parameters by means of throughput analysis. The simula-
tions results show the impact of the four EDCA parameters
and we summarize these results in Table 3. The parameters
are scored using ‘++’ to ‘��’ on three criteria listed below:

• Differentiating capability. Ability to give preference to
one Access Category over the other.

• Fairness. Ability to share the capacity among the ACs as
intended, according to an a-priori defined ratio indepen-
dent of the number of active users.

• Efficiency. Ability to achieve a high aggregate
throughput.

The results of our study indicate how the QoS parameters
can be applied to meet certain QoS requirements. The TXO-

Plimit has perfect capabilities (cf. Table 3) w.r.t. to all above-
mentioned criteria. However, a drawback of setting a large
value of TXOPlimit is the increase in delay and delay jitter.
CWmin differentiates well, but for high loads the system
capacity decreases. AIFS and CWmax both differentiate very
well and become even more effective in situations with high
load.
Table 3
Qualitative assessment of the EDCA differentiating parameters

Number of stations Differentiation

Low High

CWmin ++ +
CWmax 0 ++
AIFS + ++
TXOPlimit + +
4.2. Scenario 2: dynamic user scenario (non-persistent

traffic)

This section presents the results of the flow-level simula-
tions described in Section 3.2.2 and specified in Table 1.
The traffic settings of Table 1 result in an average of 3
VoIP, 2 VoD and 12 WB users, which corresponds to a load
of 0.17. The load is varied by varying the arrival rate of
only VoIP or WB. Note that although a ‘net’ load of 0.17
seems to be light traffic, in fact it is already heavy traffic
and the ‘gross’ load is close to 1. VoIP users have a high
gross load caused by inefficient channel usage due to their
small packet size. A high number of users also results in a
decrease of the channel capacity, so the gross load per user
increases.

In this section, we first evaluate the performance of the
services for a network with only 802.11B stations. Second
we will consider network with 802.11E stations for two dif-
ferent settings of the EDCA parameters. For all networks the
load is increased by the load of VoIP, the service class with
the highest priority, and for the final EDCA parameter set-
tings we also present the result if the load is increased by
WB.

4.2.1. Performance of 802.11B

First, the results of the dynamic scenario over an IEEE

802.11B DCF are presented, thus all service classes have
the same priority. The left graph of Fig. 10 shows that
the values of the performance metrics of downstream VoIP

are worse than for the upstream direction for all loads.
Already for low load all three downstream performance
metrics are above the QoS targets. The downstream direc-
tion performs worse as the majority of all traffic is sent
downstream via the AP to the stations. The AP becomes
the bottleneck, queueing occurs at its IFQ resulting in larger
delays and possibly into packet losses.

The right graph of Fig. 10 presents the transfer times of
Web Browsers for the same scenario. An increase of the load
results in a higher number of VoIP users in the system and
WB users’ TCP will adapt to the lower remaining available
capacity. It is important to realize that VoIP data packets
are small and result in low efficiency of the medium usage.
So WB users suffer from reduced capacity from both an
increasing number of VoIP users and a reducing aggregate
throughput.

Fig. 11 presents the results for VoD users. The packet
loss is already 0.5% for the lowest load, which is too high
Fairness Efficiency

Low High Low High

� ++ 0 �
+ �� 0 ��
0 � 0 ++
++ ++ + ++



Table 4
Parameter settings for EDCA ACs without TXOPlimit

Traffic AC1 AC2 AC3

VOIP VOD WB

CWmin 7 15 31
CWmax 63 255 1023
AIFSN 2 3 4
TXOPlimit 0 0 0
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Fig. 10. VoIP and WB performance of 802.11B, load increased by VoIP.
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Fig. 11. VoD performance of 802.11B, load increased by VoIP.
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for video-streaming. The delay and jitter are also quite
high, but in practice this can be overcome with the use
VoIP PERFORMANCE OF 802.11E WITHOUT TXOP 
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Fig. 12. VoIP and WB performance of
jitter-buffers; so packet loss should be improved in order
to provide VoD with the desired QoS.

4.2.2. Performance of 802.11E (without use of TXOPlimit)
IEEE 802.11E EDCA differentiates the service classes by

mapping them into different Access Categories. VoIP, VoD

and WB are mapped into the highest, second highest and
lowest priority class, respectively.

The values of the differentiation parameters per AC,

whose differentiating capabilities are mainly determined
by relative differences in their values (e.g. see Section
4.1), are set according to Table 4. To realize the desired
QoS for VoIP, all parameters are set to preferable values.
Low CWmin provides fast contention and fast retransmis-
sions after a collision in order to fulfill the delay con-
straints, low AIFS also provide fast contention and low
CWmax provide fast retransmissions. The EDCA parameters
for WB are chosen equally to 802.11B (except for AIFSN

which is 2 for 802.11B) and the VoD parameters are set in
between those of the other Access Categories.

Fig. 12 illustrates that the downstream packet loss has
improved tremendously compared to situation of all
802.11B stations (note that the scale of the packet loss axis
has changed) and that for low loads all performance
metrics are within the requirements. For higher loads
(q > 0.27) the downstream packet loss is above 1%, so still
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the performance of the downstream direction has to be
improved.

The right graph shows that WB traffic, although is has
the lowest priority, performs slightly better compared to
the DCF. In this scenario the AP has three ACs that are each
contending for the medium whereas in the DCF the AP only
contends with one AC. This, together with parameter set-
tings, improves the efficiency of the medium usage resulting
in better WB performance.

Fig. 13 shows that the results for V oD also improved
compared for the situation with 802.11B stations, obviously
for the same reasons. For the lowest load (0.15) the packet
loss, delay and jitter are all within tolerable levels. Howev-
er, if the load by VoIP is slightly increased, the performance
metrics immediately increase above the QoS targets.
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Fig. 13. VoD performance of 802.11E, load increased by VoIP.

Table 5
Parameter s ettings for EDCA ACs with TXOPlimit for the AP

Traffic AC0 AC1 AC2 AC3

VOIP down VOIP up VOD WB

CWmin 7 7 15 31
CWmax 63 63 255 1023
AIFSN 2 2 3 4
TXOPlimit 0.06 s 0.03 s 0 0
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Fig. 14. VoIP and WB performance of 802.11E with TXO
4.2.3. Performance of 802.11E (with use of TXOPlimit for the

AP)

The previous experiment showed that downstream
direction from the AP to the stations is the bottleneck (for
all services). To resolve this bottleneck, the capacity for
VoIP traffic is increased by setting the TXOPlimit as specified
in Table 5. The AC for VoIP at the AP (AC0) is set more pref-
erable than the AC for VoIP at the stations (AC1) since the AP

has to serve all stations and requires a larger share of the
medium.

The left graph of Fig. 14 shows that downstream packet
loss remains the bottleneck and the performance is only
slightly improved. The improvement results from the AP

that can transmit multiple VoIP packets per won conten-
tion; although it wins the same number of contentions,
the AP can empty its buffer faster. The downstream
improvements are at the cost of extra delay and delay jitter
for VoIP in the upstream direction, but they are still within
the requirements. The performance of lower priority servic-
es WB and VoD have also decreased slightly, cf. the right
graph of Figs. 14 and 15.

In the previous three figures the load was always
increased by increasing the load of the highest priority
AC. Fig. 16 presents the results for the same scenario, but
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now the load is increased by WB traffic. Fig. 16 shows that
the performance of VoIP, as the highest priority AC, is hard-
ly influenced if the load is increased by WB traffic. The right
graph shows that the transfer time of WB almost does not
increase. If the load is increased above a value of 0.3, trans-
fer times even slightly decrease. The reason is that the load
becomes too high and the system reaches it maximum num-
ber of users due to the CAC. If the load is increased further,
on average more WB and less VoIP will enter the system
which changes the traffic mixture. As a service VoIP puts
a large strain on the system capacity due to the small pack-
ets, so with the changing mixture of services present for
increasing load, the aggregate system throughput increases
resulting in shorter transfer times. For VoD the same behav-
ior is seen even more clear as delay, jitter and packet loss
decrease for increasing load, cf. Fig. 17.

The results in this section illustrate that tuning of the
EDCA parameters can improve the performance of a desired
AC in realistic traffic scenarios. However, improving the
performance of a desired AC will be at the cost of the per-
formance of the other ACs, especially lower priority ACs.
Thus, the ‘optimal’ choice of the QoS differentiation param-
eters settings depends on the specific objectives of the oper-
ator; e.g., VoIP protection (because of its high delay
sensitivity) or guaranteed throughput for Web Browsers.

5. Concluding remarks

In this paper, we have studied the EDCA mechanism for
QoS provisioning in WLAN. First, extensive simulations of
scenarios with persistent users illustrate the QoS differentiat-
ing capabilities of the EDCA parameters. The impact of the
EDCA parameters is not ambiguous and depends on the sys-
tem characteristics, e.g., the number and types of users.
The results are summarized in Table 3.

Second, we have studied the impact of the EDCA param-
eters in a scenario with three service types and dynamic
arrivals and departures of users. It is shown that the plain
802.11B is not capable of fulfilling service requirements of
interactive services. 802.11E improves the performance,
however a major drawback is that the Access Point becomes
the bottleneck in the downstream direction. The perfor-
mance can be improved by setting the EDCA parameter val-
ues of the AP to a more preferable value than the value of
the corresponding ACs of the stations.

The EDCA is only capable of providing service differenti-
ation, and not of delivering absolute QoS guarantees. The
best approach to attempt providing absolute guarantees
is to deploy Call Admission Control (CAC). The results of
the present study can be used to determine CAC boundaries
on the number of users per type that may be present in the
system.
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