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Abstract

Next-generation Internet gateways are expected to deal with higher volume of network traffic and also perform more sophisticated tasks
besides packet forwarding. As the scale-up approach does not escape from the tradeoff between functionality and performance, architectural
improvements such as clustering become necessary in the design of future Internet gateways. In this paper, we investigate different clustering
architectures for high-performance, feature-rich Internet gateways and formally define the optimization problem behind these architectures
as Multiple Gateway Traffic-Distribution Problem, both in a discrete and a continuous form. In addition to proposing various algorithms that
solve the problem exactly and approximately, we also develop an on-line, self-adjusting scheme based on the solution algorithms. The
numerical results of simulation suggest that the proposed approximate solution algorithms are effective and efficient, and the derived
adaptive scheme is able to make the best decision on traffic distribution when dealing with the dynamic nature of network traffic in practice.
� 2006 Elsevier B.V. All rights reserved.
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1. Introduction

As the Internet keeps evolving, more and more network
applications and services have been invented to provide a
wide variety of advanced functions. In addition to deploy-
ing dedicated servers for each of these innovative applica-
tions and services, researchers and vendors have also
spent their efforts on developing novel approaches to seam-
lessly integrate new functions with existing routing archi-
tectures. As a result, next-generation Internet routers,
especially those deployed on the edges (i.e., the access rou-
ters mentioned in [1]), are expected to accomplish sophisti-
cated tasks like URL filtering, anti-virus, anti-spam, and
bandwidth control, rather than just routing.

In this paper, we use a more general term, gateways, to
represent such versatile routers. Following this terminolo-
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gy, gateways need to implement some or all of the
advanced traffic-processing functions including packet fil-
tering, packet rewriting, packet scheduling, connection
splicing, and even pattern matching within the payloads,
in addition to the primitive packet forwarding, fragmenta-
tion, and reassembly. On the other hand, the advancement
of networking technologies and optical components has
resulted in a data rate of multiple gigabits per second or
even higher in modern computers and communication net-
works. Consequently, though it is possible to build a stan-
dard router that performs basic packet forwarding at very
high speed [2,3], the tradeoff between functionality and per-
formance prevents current implementation of gateways
from processing network packets in wire speed. Under such
circumstances, a more scalable solution for the design and
implementation of the gateways is highly desired.

Although hardware-based solutions (e.g., using ASICs)
have been long proven in the field to be capable of deliver-
ing high throughput for well-defined operations [4], they
are also infamous for their inflexibility. In particular, the
revision of hardware designs in response to the invention
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of new protocols is both time-consuming and costly. Con-
versely, software-based network systems [5–8] are flexible
enough but usually fail to achieve satisfactory performance
for demanding applications. Since the scale-up approach
[9] applying to a single network system is still governed
by the tradeoff between functionality and performance,
gateway clusters [10,11] that follow the scale-out approach
[9] are proposed as the remedy.

In this paper, we investigate different clustering architec-
tures and formally define the problem of traffic distribution
over clustered gateways. Following the formal definition of
the optimization problem, we propose a number of algo-
rithms for solving the problem exactly and approximately.
We also develop an on-line, self-adjusting scheme based on
the solution algorithms. The rest of the paper is organized
as follows. Section 2 reviews the two broad categories of
clustering architectures as well as the models that help to
construct the traffic-distribution scheme for gateway clus-
ters. Section 3 formally defines the traffic-distribution
problem and presents the solution algorithms, followed
by the simulation results of the algorithms in Section 4.
Section 5 describes the proposed adaptive scheme based
on the solution algorithms, and Section 6 concludes the
paper by summarizing our achievements.

2. Related work

Clustering can be viewed as an architectural improve-
ment to the design of network systems. A cluster is inher-
ently scalable under the condition that the input load is
elegantly distributed over the clustered units. In this sec-
tion, we first examine the two broad categories of clustering
architectures, one with a dedicated traffic dispatcher and
the other without any (as shown in Fig. 1), as well as their
corresponding traffic-dispatching techniques. Then we out-
line the construction of the traffic-distribution scheme and
also discuss the literatures relevant to our modeling.

2.1. Gateway clusters with dedicated traffic dispatchers

A straightforward approach to distribute processing
load over multiple gateways within a cluster is to deploy
a dedicated traffic dispatcher in front of the gateways so
a b
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Fig. 1. Two categories of gateway clusters: (a) a gateway cluster with a
dedicated traffic dispatcher, and (b) a fully decentralized gateway cluster.
The squares represent hosts that generates input load and the circles
represent individual gateways. The arrows with dashed lines depict the
path of network traffic.
that the dispatcher may redirect individual network pack-
ets to different gateways. The decision of redirection can
be made according to simple rules such as statically round
robin, or it can be as flexible as evaluating complicated cri-
teria like selecting the gateway with least load over the past
10 s. As long as the traffic dispatcher is carefully designed,
it is possible to keep the load of the clustered gateways bal-
anced over time and thus to maximize the throughput of
the entire cluster.

There are several options for the traffic-dispatching
mechanisms adopted in this architecture. The dispatcher
may make use of standard routing, network address trans-
lation (with network-layer headers being altered) [12], tun-
neling (e.g., GRE [13,14] and IP-within-IP [15]), etc., or
hybrid mechanisms [16,17], depending on the performance
requirements, granularity of traffic dispatching, and the
complexity of the application running on the gateways
behind the dispatcher.

The primary advantages of using a dedicated dispatcher
are its simplicity and flexibility. Since the issue of load distri-
bution is isolated and can be taken care of solely by the dis-
patcher, the gateways in the cluster may focus on
application-specific processing and are virtually independent
from one another and from the dispatcher. In addition, the
dispatcher itself may serve as the representative entity of
the entire gateway cluster to other hosts on the network
and hence help the cluster maintain the property of transpar-
ency without additional mechanisms. The features of sim-
plicity and flexibility together make such dispatcher-based
clustering architecture applicable to many classes of network
applications and services, ranging from layer 3 to layer 7 in
OSI models, and inspire network-equipment manufacturers
to create products such as server load balancers [18–20].

2.2. Gateway clusters with self-dispatching mechanisms

Despite the advantages mentioned above, the major
drawback of the dispatcher-based clustering architecture
is obvious. The centralized design adopted makes the dis-
patcher the potential performance bottleneck and a single
point of failure. In contrast to the dispatcher-based cluster-
ing architecture, the second architecture described in this
section completely eliminates the need for traffic dispatch-
ers by taking advantage of various self-dispatching tech-
niques, and can be fully decentralized.

To accomplish the task of traffic dispatching and main-
tain the transparency at the same time, gateway clusters
adopting this second architecture usually perform special
processing on ARP [21] requests (e.g., proxy ARP
[22,23]) and frame filtering. For example, the clustered
units in [24] are configured to answer ARP requests either
with a nonexistent Ethernet address or with a layer-2 mul-
ticast address so that the switch residing between the clus-
ter and other hosts will always flood the frames sent to the
cluster. In [25], the clustered units are simply configured
with the same layer-2 address to ensure that ARP replies
will contain the correct answer. The gateway cluster
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proposed in [11] first generates a number of virtual MAC
addresses and uses them as the answers when replying
ARP requests. These solutions are transparent in that all
of them successfully create an undistinguishable illusion
of a single node (i.e., a node with a single network-layer
address) for the multiple units in a cluster. Refs.
[10,26,27] adopt a dissimilar approach, in which no partic-
ular measures are taken to hide the real identities of the
clustered units from hosts, and network packets first arrive
at some clustered unit unaffectedly and then may be rerout-
ed to other clustered units for further processing.

Among these solutions, Refs. [11,25] explicitly incorpo-
rate adaptive load-distribution mechanisms, while Ref. [24]
only makes use of static load-balancing algorithm, which
must be configured manually and does not respond to
the variation of input load and the status change of the
clustered nodes. On the other hand, each clustered unit in
[10,26,27] does not attempt to balance the load by influenc-
ing the way in which the incoming traffic arrives, but
instead transfers the excess load to other units afterwards,
and hence may cause network packets to make a detour
before they get processed. Refs. [26,27] also only focus on
the processing of Web traffic, while Ref. [24] recognizes
more protocols including TCP, UDP, GRE, whereas Ref.
[11] is applicable to virtually all applications and services
at or above the network layer.

Take the clustering architecture adopted in [11] as an
example. Fig. 2 depicts more details of the corresponding
traffic-distribution mechanism. In the phase of initial setup,
the hosts that generate input traffic to the gateway cluster
are first partitioned into a number of logical host groups.
The partitioning is controlled by a predefined mapping
function, which takes the MAC addresses of the hosts as
the input. An individual virtual gateway, which has its
own virtual MAC address, is then assigned to each host
a
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Fig. 2. The clustering architecture and the traffic-distribution mechanism of in
logical host groups (with some of the physical connections to the hosts being
virtual gateways, and the assignment of the virtual gateways to the physical g
group. Finally, the distribution of input traffic is accom-
plished by assigning the virtual gateways (or, equivalently,
the flows generated by host groups) to the physical gate-
ways in the cluster. As the assignment of the virtual gate-
ways to the physical gateways is going to be recomputed
periodically based on the measured volume of input traffic,
the distribution of input traffic also changes dynamically in
response to the variation of traffic volume and the resulting
load differences of physical gateways. Section 3 formally
defines the problem of determining the optimal assign-
ments of the virtual gateways (i.e., the flows) to the physi-
cal gateways and also discusses the corresponding solution
algorithms.

2.3. Modeling traffic distribution for gateway clusters

In order to increase the overall system utilization and
hence scale the throughput of gateway clusters, we must
find a way to optimally distribute the input traffic among
the individual gateways in gateway clusters. The approach
we take to constructing the traffic-distribution scheme for
gateway clusters is outlined as follows.

We first put our focus on how to optimally distribute the
input traffic with respect to a finite period of time. Suppose
that the traffic sent to a gateway cluster for further process-
ing in certain time interval can be divided into a number of
individual flows with known sizes. Then we just come up
with a variant of the deterministic task-scheduling problem
[28,29] with respect to the given time interval. Since the siz-
es of individual flows are known, this problem belongs to
the category of global static scheduling according to the
widely accepted taxonomy in [30]. As a result, optimally
distributing the input traffic among multiple gateways
can be treated as solving a series of the varied deterministic
task-scheduling problem instances.
b
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terest: (a) the network topology, and (b) the partitioning of the hosts into
omitted), the one-to-one correspondence between the host groups and the
ateways.



1 Note that MGTDPv2 is very much similar to the linear programming
relaxation of a well-studied problem, Multiple Subset Sum Problem

(MSSP) [31,32,34]. In fact, constraint (4) is the only difference between
MGTDPv2 and the linear programming relaxation of MSSP. The linear
programming relaxation of MSSP is often denoted by C(MSSP), and
C(MSSP) is known to be solvable in linear time. Despite the high
similarity of MGTDPv2 and C(MSSP), no polynomial-time algorithms
that generate exact solutions to MGTDPv2 have been reported yet.
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Taking a closer examination, we realize that we are not
concerned with the processing order of individual flows
(i.e., the schedule) but only care about the allocation of the
processing power offered by the gateways. Therefore, we fur-
ther abstract the traffic-distribution problem with respect to
certain time interval into a form that is closely related to the
multiple knapsack problem [31,32], which [33] also uses to
model the resource allocation in a telecommunication net-
work. Section 3 provides the formal definition of the problem
and presents a number of corresponding solution algorithms.

The final step to constructing the traffic-distribution
scheme is to deal with the dynamic nature of the input traf-
fic. Based on the problem formulation as well as the solu-
tion algorithms we propose, we develop a round-based,
self-adjusting traffic-distribution scheme that can be
applied to gateway clusters and works in an on-line fash-
ion. Further details are described in Section 5.

3. Traffic-distribution problem

Suppose that the input traffic consists of n individual
flows and all these n flows are going to be processed by
the m gateways in a cluster. Let Load (f, t) denote the num-
ber of packets belonging to flow f with respect to time
interval [t � Dt, t). The goal of the traffic-distribution prob-
lem is to optimally assign the n flows, which are denoted by
Fj, j = 1,2,3, . . . ,n, to the m gateways, which are denoted
by Gi, i = 1,2,3, . . . ,m, so that the total number of packets
processed by the gateway cluster is maximized. Section 3.1
gives the formal definition of the problem.

3.1. Traffic distribution over multiple gateways

If we use Cap (g) to represent the processing capability of
gateway g in packets per second, then the total number of
packets that individual gateways are able to process in time
interval [t � Dt, t) can be denoted by Cap (Gi) · Dt,
i = 1,2,3, . . . ,m. By setting weights wj = Load (Fj, t),
j = 1,2,3, . . . ,n, and capacities ci = Cap (Gi) · Dt,
i = 1,2,3, . . . ,m,wecandefineMultipleGatewayTraffic-Dis-

tribution Problem Version 1 (MGTDPv1) with respect to time
interval [t � Dt, t) as the following linear integer formulation.

Multiple Gateway Traffic-Distribution Problem Version 1

(MGTDPv1). Given a set of n flows, each of which contains
wj packets with respect to time interval [t � Dt, t),
j = 1,2,3, . . . ,n, and a set of m gateways, each of which
is capable of processing ci packets in the same time interval,
i = 1,2,3, . . . ,m, the objective is to

maximize
Xm

i¼1

Min
Xn

j¼1

wjxij; ci

 !

subject to
Xm

i¼1

xij 6 1; j ¼ 1; 2; 3; . . . ; n; ð1Þ

xij 2 f0; 1g; i ¼ 1; 2; 3; . . . ;m;
j ¼ 1; 2; 3; . . . ; n; ð2Þ

where Min (x,y) denotes the smaller one of x and y.
Without loss of generality, it is assumed that n P m,
wj > 0, j = 1,2,3, . . . ,n, ci > 0, i = 1,2,3, . . . ,m, wmin 6 cmin,
wmax 6 cmax, and

Pn
j¼1wj > cmax, where wmin and wmax

denote the minimum and the maximum of wj’s,
j = 1,2,3, . . . ,n, respectively, and cmin and cmax denote the
minimum and the maximum of ci’s, i = 1,2,3, . . . ,m,
respectively. These assumptions are valid throughout the
text.

Each binary variable xij, i = 1,2,3, . . . ,m,
j = 1,2,3, . . . ,n, denotes whether flow Fj is assigned to
gateway Gi (represented by xij = 1) or not (represented
by xij = 0), and constraint (1) prevents a single flow from
being assigned to more than one gateway. Note that
when Fj is assigned to Gi (i.e., xij = 1), the packets
belonging to flow Fj are directed to Gi and consume
some processing power of Gi. By definition, Gi cannot
process more than ci packets in time interval [t � Dt, t)
even if more packets are directed to it (in this case, the
excess packets are simply discarded), and this is the rea-
son why Min (x,y) is involved in the evaluation of the
objective function.

The problem of traffic distribution over multiple gate-
ways can also be written in a continuous form, resulting
in Multiple Gateway Traffic-Distribution Problem Version

2 (MGTDPv2). This second version eliminates the use of
Min (x,y) in the calculation of the objective values and is
defined as follows.

Multiple Gateway Traffic-Distribution Problem Version 2

(MGTDPv2).1 Given a set of n flows, each of which con-
tains wj packets with respect to time interval [t � Dt, t),
j = 1,2,3, . . . ,n, and a set of m gateways, each of which
is capable of processing ci packets in the same time interval,
i = 1,2,3, . . . ,m, the objective is to

maximize
Xm

i¼1

Xn

j¼1

wjxij

subject to
Xn

j¼1

wjxij 6 ci; i ¼ 1; 2; 3; . . . ;m; ð3Þ

jXjj 6 1; j ¼ 1; 2; 3; . . . ; n; ð4Þ
0 6 xij 6 1; i ¼ 1; 2; 3; . . . ;m;

j ¼ 1; 2; 3; . . . ; n; ð5Þ

where Xj = {xij|xij > 0, i = 1,2,3, . . . ,m}.
The interpretation of each variable xij,

i = 1,2,3, . . . ,m, j = 1,2,3, . . . ,n, has changed in
MGTDPv2. When flow Fj is assigned to gateway Gi
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(now represented by xij > 0), it is now permissible for Gi

to process only a fraction of all packets belonging to
flow Fj, as stated in constraint (5). On the other hand,
constraint (4) still prevents a single flow from being
assigned to more than one gateway. The newly intro-
duced constraint (3) effectively limits the total number
of packets to be processed by each gateway and hence
helps to simplify the objective function.

At the first glance, the original problem of MGTDPv1

seems to be transformed into an easier one by relaxing
constraint (2) to constraint (5). However, the existence
of constraint (3) in MGTDPv2 actually comes to balance.
To prove that the two problems share the same optimal
solution values, we first introduce the following lemmas.

Lemma 12. For every feasible solution of MGTDPv1, there

exists a feasible solution of MGTDPv2 such that the solution

value of the latter is equal to that of the former.
Lemma 23. For every feasible solution of MGTDPv2, there

exists a feasible solution of MGTDPv1 such that the solution

value of the latter is greater than or equal to that of the

former.
Let �zð1Þ and �zð2Þ denote the optimal solution values
of MGTDPv1 and MGTDPv2, respectively. The follow-
ing theorem asserts the equality of optimal solution
values.

Theorem 1. MGTDPv1 and MGTDPv2 share the same

optimal solution values. That is, �zð1Þ ¼ �zð2Þ.
Proof. Since the optimal solution of MGTDPv1 is also a
feasible solution of the same problem, according to Lemma
1, there exists a feasible solution of MGTDPv2 such that
the corresponding solution value, which is denoted by
z(2), is equal to �zð1Þ. By definition, zð2Þ 6 �zð2Þ. Therefore,
we have �zð1Þ ¼ zð2Þ 6 �zð2Þ.

Similarly, since the optimal solution of MGTDPv2 is
also a feasible solution of the same problem, according to
Lemma 2, there exists a feasible solution of MGTDPv1 such
that the corresponding solution value, which is denoted by
z(1), is greater than or equal to �zð2Þ. By definition, zð1Þ 6 �zð1Þ.
Therefore, we have �zð2Þ 6 zð1Þ 6 �zð1Þ.

As �zð1Þ 6 �zð2Þ and �zð2Þ 6 �zð1Þ both hold, we conclude that
�zð1Þ ¼ �zð1Þ and hence prove the theorem. h

Two key findings regarding MGTDPv2 are stated by the
following theorem and corollary. They provide some hints
about what the optimal solutions of MGTDPv2 look like
and may help to find better algorithms that solve the
problem.

Theorem 24. In an optimal solution of MGTDPv2, if there

exist one or more unassigned flows, all gateways must be fully

loaded.
2 For the complete proof of Lemma 1, please refer to Appendix A.
3 For the complete proof of Lemma 2, please refer to Appendix A.
4 For the complete proof of Theorem 2, please refer to Appendix A.
Corollary 1. In an optimal solution of MGTDPv2, if there

exist some unassigned flows, the optimal solution value must

be maximal (i.e.,
Pm

i¼1ci).
3.2. Solutions to the traffic-distribution problems

The brute-force algorithm can be used to solve the
traffic-distribution problems by examining the solution
values of all possible assignments of each flow to every
gateway. However, the running time of such algorithm
is O((m + 1)n), which is exponential and hardly accept-
able even with small values of m and n. Fortunately,
we may improve the running time with branch-and-bound

techniques. The improved algorithm examines one flow
after another, and the branching part involves generating
all possibilities in each round by assigning the flow of
interest to every gateway. The bounding part eliminates
some of these possibilities that are determined to be inca-
pable of producing better solution values than the best
solution value ever produced. We simply take the smaller
of the sum of the remaining capacities and the sum of
the numbers of packets associated with all unassigned
flows in each round as the filtering criterion (i.e., the
upper bound) used in the bounding part, and evaluate
the surviving possibilities by the depth-first search. Note
that theoretically the branch-and-bound techniques do
not change the worst-case running time of the algorithm,
but the time required for solving general cases encoun-
tered in real-world applications can be effectively reduced
to an acceptable level.

Though an algorithm that solves all instances of the
traffic-distribution problems in polynomial running time
is not known yet, we have developed three different poly-
nomial-time approximation algorithms that produce rea-
sonably good solutions for real-world applications. The
description of the algorithms follows the notations used
to describe MGTDPv1 and the solution produced is
denoted by the disjoint subsets Wi’s, i = 0,1,2, . . . ,m,
of set W = {wjjj = 1,2,3, . . . ,n},5 where W

ð1Þ
0 comprises

the numbers of the packets which are not going to be
processed by any gateway, each of the remaining W

ð1Þ
i ,

i = 1,2,3, . . . ,m, comprises the numbers of the packets
that are going to be processed by gateway Gi, and
[m

i¼0W
ð1Þ
i ¼W. Before each of the following algorithms

begins, an extra step is taken to ensure that the elements
in W are sorted in a descending order (i.e.,
w1 P w2 P w3 P � � �P wn).

Algorithm 1: Sequential Assignment

1. for i from 0 to m do

2. Wi ‹ /
3. j ‹ 1, i ‹ 1, w ‹ 0
5 Throughout this paper, all sets are treated as multisets. That is, the
multiplicity of elements in each set is respected.
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4. while i 6 m do

5. while w < ci do

6. w ‹ w + wj, Wi ‹ Wi [ wj, j ‹ j + 1
7. if j > n then

8. return Wi’s, i = 0,1,2, . . . ,m, as the solution
9. i ‹ i + 1, w ‹ 0
10. while j 6 n do

11. W0 ‹ W0 [ wj, j ‹ j + 1
12. return Wi’s, i = 0,1,2, . . . ,m, as the solution

Algorithm 2: Greedy Assignment

1. for i from 0 to m do

2. Wi ‹ /, vi ‹ ci

3. for j from 1 to n do

4. k ‹ 1
5. for i from 2 to m do

6. if vi > vk then

7. k ‹ i

8. if vk 6 0 then

9. while j 6 n do

10. W0 ‹ W0 [ wj, j ‹ j + 1
11. return Wi’s, i = 0,1,2, . . . ,m, as the solution
12. else

13. Wk ‹ Wk [ wj, vk ‹ vk – wj

14. return Wi’s, i = 0,1,2, . . . ,m, as the solution

Algorithm 3: Best-Fit Assignment

1. for i from 0 to m do
2. Wi ‹ /, vi ‹ ci

3. for j from 1 to n do

4. k ‹ 0
5. for i from 1 to m do

6. if vi > wj then

7. if k = 0 then

8. k ‹ i

9. else
10. if vi < vk then

11. k ‹ i

12. if k = 0 then

13. k ‹ 1
14. for i from 2 to n do

15. if vi > vk then

16. k ‹ i

17. if vk 6 0 then
18. while j 6 n do

19. W0 ‹ W0 [ wj, j ‹ j + 1
20. return Wi’s, i = 0, 1, 2, . . . ,m, as the solution
21. else

22. Wk ‹ Wk [ wj, vk ‹ vk – wj

23. return Wi’s, i = 0,1,2, . . . ,m, as the solution

In Algorithm 1, all wj’s, j = 1,2,3, . . . ,n, are processed
sequentially, resulting in a running time of O(m + n). Algo-
rithm 2 follows the rule of always assigning the flow with
the largest associated number of packets to the gateway
with the most remaining capacity, and the running time
is O(n Æ m). Algorithm 3 adopts the best-fit strategy and
also runs in O(n Æ m) time. As a matter of fact, the running
time of Algorithm 2 and Algorithm 3 can be further
reduced to O(n Æ lg(m)) by making use of appropriate data
structures such as priority queues.

Note that these relatively fast algorithms are just
approximation algorithms and they do not guarantee to
derive the optimal solution values for all problem instanc-
es. For example, given a problem instance of m = 3, n = 8,
and W = {5, 5, 4, 4, 3, 3, 3, 3}, Algorithm 1 outputs
W0 = /, W1 = {5, 5}, W2 = {4, 4, 3}, W3 = {3, 3, 3},
resulting in a solution value of 29, Algorithm 2 outputs
W0 = /, W1 = {5, 3, 3}, W2 = {5, 3, 3}, W3 = {4, 4},
resulting in a solution value of 28, and Algorithm 3 also
gives the same output as Algorithm 1 does, whereas the
optimal solution value is actually 30, with one possible
solution being W0 = /, W1 = {5, 5}, W2 = {4, 3, 3},
W3 = {4, 3, 3}, which can be derived by the aforemen-
tioned branch-and-bound algorithm.

4. Evaluation of traffic-distribution algorithms

Fig. 3 shows three different scenarios in which the gate-
ways of interest may become the bottlenecks and hence
limit the efficiency of the communication networks.

The topology shown in Fig. 3(a) usually appears in
campus networks, and Fig. 3(b) depicts the typical set-
tings for networks that connect to the Internet. In
Fig. 3(c), there exists a mutual agreement between the
gateways, and the direct network traffic between the local
area networks receives special treatments when passing
through the gateways. A commonly referred example of
the topology in Fig. 3(c) is the deployment of virtual pri-
vate networks.

In the first scenario, the gateway has to process the
aggregated traffic from multiple local area networks and
may become the performance bottleneck because of the
large volume of network traffic. In the second case, the
owner of the local area network may want to enforce
access-control policies on the edge of the network. As a
result, the gateway often incorporates various advanced
packet-processing functions in addition to basic packet for-
warding and hence needs much more computation power
than ordinary edge routers do. The gateways in Fig. 3(c)
are usually required to carry out application-specific com-
putation-intensive operations such as encryption, decryp-
tion, and authentication. All of these scenarios may
benefit from the clustering solutions. In this section, we
evaluate the performance of the proposed traffic-distribu-
tion algorithms following the scenario shown in Fig. 1(a).
A real-world application that corresponds to the scenarios
shown in Fig. 1(c) is described in [11].

Fig. 4 depicts a clustering solution of the gateway in
Fig. 3(a). Suppose that traffic generated by the hosts con-
sists of n individual flows and there are m gateways in
the cluster. In this section, we will examine the effectiveness
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Fig. 3. Three different scenarios in which the gateways are likely to become performance bottlenecks: (a) multiple local area networks sharing a common
gateway, (b) a local area network connected to a wide area network via an edge gateway, and (c) two local area networks communicating with each other
through special-purpose gateways.
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and the efficiency of the algorithms described in Section 3.2
with respect to different values of m and n.

In our simulation, the gateway units are assumed to be
identical and each of them is able to process 10 packets
in the given time interval. Without loss of generality, we
also assume that the numbers of packets belonging to
individual flows are sorted in a descending order. In other
words, the capacities c1 = c2 = c3 = � � � = cm = 10 and the
weights w1 P w2 P w3 P � � �P wn. Recall other assump-
tions made previously in Section 3.1. Putting everything
together, now we have n P m, 1 6 wj 6 10,
j = 1,2,3, . . . ,n,

Pn
j¼1wj > 10, and w1 P w2 P w3 P � � �

P wn.
The simulation program first generates every possible

problem instance of MGTDPv1 by enumerating all pos-
sibilities of wj’s, j = 1,2,3, . . . ,n, satisfying the con-
straints mentioned above, with respect to the given
value of n, and computes the optimal solution value of
every problem instance with respect to the given values
of m and n by executing the branch-and-bound algo-
rithm. Then it continues to run the algorithms proposed
in Section 3.2 and computes the respective differences
between the approximate solution values and the optimal
solution values. Tables 1 and 2 show the results of the
simulation.

In Table 1, the first two columns contain the values of m

and n, respectively, and the third column shows the total
number of problem instances with respect to the given val-
LAN LAN 

LAN LAN

Gateway
Cluster

Fig. 4. Improving the throughput of the network in Fig. 3(a) by replacing
the gateway with a cluster of collaborating gateway units.
ues of m and n. Each data cell in the remaining columns of
Table 1 contains two numbers. The first one is the number
of problem instances with respect to which an algorithm
fails to derive the optimal solution values, and the second
one (surrounded by a pair parentheses) is the maximum
of the differences between the respective optimal solution
values and the respective solution values derived by the
algorithm.

Taking the case where m = 4 and n = 16 as an example,
there are 2,042,975 possibilities of wj’s, j = 1,2,3, . . . ,n,
resulting in 2,042,975 distinct problem instances in total.
Among these problem instances, Algorithm 1 (i.e., the
algorithm of sequential assignment) fails to derive the opti-
mal solution values in 14,010 cases, Algorithm 2 (i.e., the
algorithm of greedy assignment) fails in 46 cases, Algo-
rithm 3 (i.e., the algorithm of best-fit assignment) fails in
18 cases, and the algorithm of random assignment, which
is expected to perform the worst, fails in 958,796 cases.
Among these failed cases, the solution values computed
by Algorithm 1 can be as bad as 10 less than the optimal
solution values for some problem instances (comparing to
the full capacity of 4 · 10 = 40, a deviation of 10 is relative-
ly large), while the solution values computed by Algorithm
2 and Algorithm 3 are very close to the respective optimal
solution values in all problem instances, with the deviations
no more than 2 and 1, respectively. On the other hand, the
solution values computed by the algorithm of random
assignment can be arbitrarily bad and may change from
one test to another. The measured maximum deviation in
this particular test is 27, which is (not surprisingly) the larg-
est among the four algorithms.

In Table 2, the first two columns also contain the values
of m and n, respectively, and the third column shows the
number of different assignments to be evaluated when solv-
ing a single problem instance using the brute-force algo-
rithm. Each data cell in the fourth column of Table 2
again contains two numbers. This time the first one is the
maximum among the numbers of different assignments
tried by the branch-and-bound algorithm when computing
the optimal solution values for individual problem instanc-
es, and the second one is the average of the same numbers
over all problem instances with respect to the given values
of m and n.



Table 2
Efficiency of the algorithms

m n Exact solution Approximate solution

Number of different
assignments evaluated
by brute force

Number of different assignments
evaluated by branch-and-bound:
maximum (average)

Number of different assignments
evaluated by each of the proposed
algorithms and the random one

2 2 9 2 (1.67) 1
4 81 8 (1.74) 1
8 6,561 9 (1.01) 1

16 43,046,721 1 (1.00) 1

4 4 625 10 (3.40) 1
8 390,625 8,525 (35.12) 1

16 152,587,890,625 7,783,779 (6.49) 1

8 8 43,046,721 78 (11.35) 1

Table 1
Effectiveness of the algorithms

m n Number of problem instances Approximate solution: number of suboptimal assignments (maximum deviation)

Sequential assignment Greedy assignment Best-fit assignment Random assignment

2 2 30 20 (8) 0 (0) 0 (0) 16 (10)
4 688 308 (8) 0 (0) 0 (0) 446 (10)
8 24,306 238 (4) 1 (1) 1 (1) 4,802 (10)

16 2,042,975 0 (0) 0 (0) 0 (0) 12,761 (10)

4 4 688 559 (16) 0 (0) 0 (0) 411 (20)
8 24,306 16,201 (16) 242 (2) 18 (1) 22,833 (29)

16 2,042,975 14,010 (10) 46 (2) 18 (1) 958,796 (27)

8 8 24,306 23,465 (32) 0 (0) 0 (0) 20,664 (43)
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For example, when m = 4 and n = 16, the brute-force
algorithm needs to scan over all (4 + 1)16 =
152,587,890,625 possible assignments only to determine
the optimal solution value for a single problem instance.
On the contrary, the branch-and-bound algorithm is able
to derive the optimal solution value by evaluating no more
than 7,783,779 different assignments, and the average num-
ber of assignments evaluated by the branch-and-bound
algorithm for a single problem instance is 6.49. (However,
it generally takes longer to generate a worth-evaluating
assignment in the branch-and-bound algorithm, so the
worst-case speed-up is actually not as high as
152,587,890,625/7,783,779 � 19,603.) Our simulation also
shows that it takes only 64.09 s for the branch-and-bound
algorithm to solve all of the 2,042,975 distinct problem
instances on a machine with an Intel Pentium 4 2.4 GHz
processor. That is, a single problem instance can be solved
in 31.37 ls on average in this particular case.

The last column of Table 2 simply points out the fact
that each of the algorithms of sequential assignment,
greedy assignment, best-fit assignment, and random assign-
ment attempts to generate and evaluate only one possible
assignment. Although the time to generate the assignment
may vary slightly across the four algorithms, they are much
more efficient than the branch-and-bound algorithm and
the brute-force algorithm are.
Tables 1 and 2 together demonstrate the effectiveness
and the efficiency of the algorithms. As indicated by the
results of simulation, the branch-and-bound algorithm is
capable of reducing the time required to exactly solve given
problem instances to a great extent. In addition, though
Algorithm 2 and Algorithm 3 may fail to derive optimal
solution values in a few cases, they run much faster than
the branch-and-bound algorithm and the deviations are
quite small. The algorithms of sequential assignment and
random assignment run even faster and are also easy to
implement, but the quality of the derived solution values
are relatively poor.

5. Adaptive traffic-distribution scheme

With the help of the problem formulation, the analysis,
and the solution algorithms presented previously, we are
ready to construct an on-line, self-adjusting traffic-distribu-
tion scheme that is able to deal with the dynamic nature of
the input traffic.

As mentioned in Section 2.3, the workings of the traffic-
distribution scheme can be viewed as solving a series of
MGTDP problem instances. However, as the input traffic
changes over time and the flow sizes are generally not
known in advanced, we must first figure out the input
parameters for each problem instance by means of certain
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predictive techniques. Let vector Uk = (uk,1,uk,2,uk,3, . . . ,
uk,n) represent the flow sizes observed by the gateway clus-
ter of interest in kth time interval [(k � 1) Æ Dt,k Æ Dt), and
let vector Vk+1 = (vk+1,1,vk+1, 2,vk+1,3, . . . ,vk+1,n) denote
the derived values to be used as an estimation of the flow
sizes with respect to next time interval [k Æ Dt, (k + 1) Æ Dt),
where k = 1,2,3, . . . ,1. We adopt the method of exponen-
tially weighted moving average to compute the input
parameters for next problem instance based on the latest
observation and the historical data of flow sizes.

Initially we randomly assign the n flows to the m individ-
ual gateways. At the end of the first time interval, we set
V2 = U1. For k > 1, we derive Vk+1 at the end of kth time
interval as follows.

vkþ1;j ¼ a � uk;j þ ð1� aÞ � vk;j; j ¼ 1; 2; 3; . . . ; n;

where coefficient a is adjustable within range [0,1] and con-
trols the influence of the recently observed flow sizes on the
calculation of Vk+1. Then we take the elements of Vk+1

along with other input parameters to run one of the solu-
tion algorithms presented in Section 3.2, and reassign the
flows accordingly.

The implementation of the adaptive traffic-distribution
scheme mentioned above is straightforward in clustering
architectures with dedicated dispatchers. In this case,
the scheme simply runs on the dedicated dispatchers
since the dispatchers themselves have all necessary infor-
mation. In contrast, implementing the traffic-distribution
scheme in clustering architectures without any dispatch-
ers involves gathering the observed flow sizes before
the derivation of the input parameters for next round
and getting all gateways informed of the new flow
assignment afterwards. An intuitive idea is to delegate
such responsibility of information gathering, decision
making, and result propagation to one of the gateways
(e.g., the gateway with the smallest identification num-
ber). Alternatively, each gateway may also collect the
information from one another and then derive the result
by itself.
Table 3
Benefit of using multiple approximate solution algorithms

m n Number of
problem instances

Number of problem
instances for which
one or more approximate
solution values are suboptimal
(minimum/maximum
nonzero deviation)

2 2 30 20 (1/8)
4 688 308 (1/8)
8 24,306 239 (1/4)

16 2,042,975 0 (�/�)

4 4 688 559 (1/16)
8 24,306 16,211 (1/16)

16 2,042,975 14,028 (1/10)

8 8 24,306 23,465 (1/32)
Since the worst-case running time of the brute-force
solution algorithm is exponentially bounded, the approxi-
mate solution algorithms proposed in Section 3.2 are pref-
erable in the cases of a larger number of flows (for finer
granularity) or more than a few gateways (for higher limit
of throughput). In fact, each of the approximate solution
algorithms is able to make the flow-assignment decision
very quickly, so it becomes both viable and beneficial for
the decision makers (i.e., the dispatchers, the delegate gate-
ways, or all gateways, depending on the clustering architec-
tures and the implementation) to run more than one
available approximate solution algorithms (either indepen-
dently or collaboratively) and then select the best one from
the results. Table 3 shows the benefit of running multiple
approximate solution algorithms within a single round.
The numbers are derived from the results of the simulation
described in the previous section.

6. Conclusions

In this paper, we investigate different clustering archi-
tectures and dispatching techniques for scaling the
throughput of gateways, and formally define the problem
of Multiple Gateway Traffic-Distribution Problem both in
a discrete form (MGTDPv1) and in a continuous form
(MGTDPv2). We also prove that the two versions of
the problem share the same optimal solution values. Since
no polynomial-time algorithms that generate exact solu-
tions to MGTDPv1 or MGTDPv2 have been reported
yet, we propose three different approximation algorithms,
one of which runs in O(m + n) time and the other two
run in O(n Æ m) time, where m is the number of gateways
in the cluster and n is the number of flows, to solve the
problem efficiently.

The numerical results of simulation show that the
branch-and-bound algorithm with a properly selected
upper-bound function and the depth-first strategy may
greatly reduce the time required to derive the optimal solu-
tion values so that it becomes feasible to adopt the exact
Number of problem
instances for which
two or more approximate
solution values are suboptimal
(minimum/maximum
nonzero deviation)

Number of problem
instances for which all
three approximate
solution values are suboptimal
(minimum/maximum
nonzero deviation)

0 (�/�) 0 (�/�)
0 (�/�) 0 (�/�)

1 (1/2) 0 (�/�)
0 (�/�) 0 (�/�)

0 (�/�) 0 (�/�)
250 (1/11) 0 (�/�)

41 (1/5) 5 (1/4)

0 (�/�) 0 (�/�)
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solution algorithm to gateway clusters with small cluster
sizes (i.e., with small values of m) and moderate traffic-dis-
patching granularity (i.e., with moderate values of n). Bet-
ter yet, the results also indicate that the algorithms of
greedy assignment and best-fit assignment, both of which
can be easily improved to run in O(n Æ lg(m)) time, are able
to produce approximate solution values that are close to
the optimal solution values. At last, an on-line, self-adjust-
ing scheme based on the solution algorithms is developed
to scale the performance of gateway clusters by effectively
and efficiently dealing with the imbalance caused by the
dynamic nature of network traffic.
Appendix A. Proofs of Lemma 1, Lemma 2, and Theorem 2

A feasible solution of MGTDPv1 can be denoted by the

disjoint subsets W
ð1Þ
i ’s, i = 0, 1, 2, . . . ,m, of set

W = {wjjj = 1,2,3, . . . ,n}, where W
ð1Þ
0 comprises the num-

bers of the packets which are not going to be processed

by any gateway, each of the remaining W
ð1Þ
i ,

i = 1,2,3, . . . ,m, comprises the numbers of the packets
that are going to be processed by gateway Gi, and

[m
i¼0W

ð1Þ
i ¼W. Based on the values of xij’s,

i = 1,2,3, . . . ,m, j = 1,2,3, . . . ,n, in the feasible solution,

W
ð1Þ
i ’s, i = 0,1,2, . . . ,m, are derived by W

ð1Þ
0 ¼

fwjj8i xij¼0;i¼1;2;3; ... ;m;j¼1;2;3; ... ;ng and W
ð1Þ
i ¼

fwjjxij>0;j¼1;2;3; . . . ;ng, i = 1,2,3, . . . ,m. Though the
same criteria can also be applied to a feasible solution of
MGTDPv2 and help derive another disjoint subsets

W
ð2Þ
i ’s, i = 0,1,2, . . . ,m, of set W, the feasible solution can-

not be denoted by W
ð2Þ
i ’s, i = 0,1,2, . . . ,m, alone because

some of the elements in W
ð2Þ
i ’s, i = 0,1,2, . . . ,m, may con-

tribute only part of itself to the solution value (i.e., when
0 < xij < 1 holds for an element’s corresponding xij).
Instead, a feasible solution of MGTDPv2 is determined

by considering W
ð2Þ
i ’s, i = 0,1,2, . . . ,m, and the corre-

sponding xij’s, i = 1,2,3, . . . ,m, j = 1,2,3, . . . ,n, at the

same time. We use xð1Þij ’s, i = 1,2,3, . . . ,m, j = 1,2,3, . . . ,

n, and xð2Þij ’s, i = 1,2,3, . . . ,m, j = 1,2,3, . . . ,n, to denote

the corresponding xij’s, i = 1,2,3, . . . ,m, j = 1,2,3, . . . ,n,

with respect to each elements of W
ð1Þ
i ’s, i = 0, 1, 2, . . . ,m,

and W
ð2Þ
i ’s, i = 0,1,2, . . . ,m, respectively. These notations

are useful when we prove the following lemmas.

Lemma 3. For every feasible solution of MGTDPv1, there
exists a feasible solution of MGTDPv2 such that the
solution value of the latter is equal to that of the former.
Proof. Let W
ð1Þ
i ’s, i = 0,1,2, . . . ,m, denote a feasible solu-

tion of MGTDPv1, and let z(1) denote the corresponding
solution value.A feasible solution of MGTDPv2 can be

constructed from W
ð1Þ
i ’s, i = 0,1,2, . . . ,m, as follows.Let

W
ð2Þ
i ’s, i = 0,1,2, . . . ,m, and xð2Þij ’s, i = 1,2,3, . . . ,m,
j = 1,2,3, . . . ,n, denote the feasible solution that we are
going to construct, and let z(2) denote the corresponding

solution value.For every W
ð1Þ
i such that

P
w2W

ð1Þ
i

w 6 ci,

i = 0,1,2, . . . ,m, we set W
ð2Þ
i ¼W

ð1Þ
i and xð2Þij ¼ xð1Þij for

every element w 2W
ð1Þ
i , where j is the index of w in W.

Doing so ensures that the contribution of W
ð2Þ
i to z(2) is

equal to the contribution of W
ð1Þ
i to z(1).For every W

ð1Þ
i such

that
P

w2W
ð1Þ
i

w > ci, we first use W
ð1Þ
i ¼ fwi1 ;wi2 ;wi3 ; . . . ;

wikg to denote it, where k ¼ jWð1Þ
i j.Next, we determine the

value of positive integer s such that
Ps�1

j¼1wij < ci andPs
j¼1wij P ci, in which case wis is referred to as the split ele-

ment.Then we set W
ð2Þ
i ¼ fwi1 ;wi2 ;wi3 ; . . . ;wisg, xð2Þij ¼ 1 for

every element w 2W
ð2Þ
i n fwisg, where j is the index of w

in W,xð2Þij ¼ 1
wis
ðci �

P
w2W

ð2Þ
i nfwis g

wÞ for the split element,

where j is the index of the split element in W, and

xð2Þij ¼ 0 for every element w 2W
ð1Þ
i nW

ð2Þ
i , where j is the

index of w in W. As a result, the contribution of W
ð2Þ
i to

z(2) is equal to ci, which is also the same as the contribution

of W
ð1Þ
i to z(1). Finally, for every element w 2W

ð1Þ
0 , we set

the values of all xð2Þij ’s, i = 0,1,2, . . . ,m, to 0, where j is

the index of w in W, and set W
ð2Þ
0 ¼W n [m

i¼1W
ð2Þ
i .

Following the procedure mentioned above, we can
guarantee that the contribution of W

ð2Þ
i to z(2) is exactly

the same as the contribution of W
ð1Þ
i to z(1) for every

i = 1,2, . . . ,m. Therefore, we conclude that zð2Þ ¼Pm
i¼1

P
w2W

ð2Þ
i

wxð2ÞiIWðwÞ ¼
Pm

i¼1Minð
P

w2W
ð1Þ
i

w;ciÞ¼ zð1Þ, where
IY (x) denotes the index of element x in set Y, and hence
prove the lemma. h
Lemma 4. For every feasible solution of MGTDPv2, there
exists a feasible solution of MGTDPv1 such that the solu-
tion value of the latter is greater than or equal to that of the
former.
Proof. Let W
ð2Þ
i ’s, i = 0,1,2, . . . ,m, and xð2Þij ’s,

i = 1,2,3, . . . ,m, j = 1,2,3, . . . ,n, denote a feasible solu-
tion of MGTDPv2, and let z(2) denote the corresponding
solution value. A feasible solution of MGTDPv1 can be

constructed from W
ð2Þ
i ’s, i = 0,1,2, . . . ,m, and xð2Þij ’s,

i = 1,2,3, . . . ,m, j = 1,2,3, . . . ,n, as follows. Let W
ð1Þ
i ’s,

i = 0,1,2, . . . ,m, denote the feasible solution that we are
going to construct, and let z(1) denote the corresponding

solution value. We simply set W
ð1Þ
i ¼W

ð2Þ
i for every

i = 1,2,3, . . . ,m and xð1Þij ¼ dx
ð2Þ
ij e for every i = 1,2,3, . . . ,

m and every j = 1, 2, 3, . . . ,n. As a result, we conclude that

zð1Þ ¼
Pm

i¼1

Pn
j¼1wjx

ð1Þ
ij ¼

Pm
i¼1

Pn
j¼1wjdxð2Þij eP

Pm
i¼1

Pn
j¼1

wjx
ð2Þ
ij ¼ zð2Þ and hence prove the lemma. h

Let �W
ð2Þ
i ’s, i = 0,1,2, . . . ,m, denote the derived disjoint

subsets of W with respect to an optimal solution of
MGTDPv2. We prove Theorem 2 as follows.
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Theorem 3. In an optimal solution of MGTDPv2, if there
exist one or more unassigned flows, all gateways must be
fully loaded. That is,

j �Wð2Þ
0 j > 0)

X
w2 �W

ð2Þ
i

w ¼ ci; i ¼ 1; 2; 3; . . . ;m:
Proof. Let ẑð2Þ denote the solution value of an optimal
solution of MGTDPv2 with one or more unassigned flows,
and let Fq denote one of these unassigned flows. Suppose
that there exist an under loaded gateway, which is denoted
by Gp. Following these notations, the number of packets
belonging to Fq is wq, the number of packets to be
processed by Gp is

P
w2 �W

ð2Þ
p

w, and the remaining capacity of

Gp is ci �
P

w2 �W
ð2Þ
p

w. Since Gp is not fully loaded, we haveP
w2 �W

ð2Þ
p

w < ci and ci �
P

w2 �W
ð2Þ
p

w > 0.

We may construct another feasible solution of
MGTDPv2 from the given optimal solution by assigning
Fq to Gp as follows. Let z(2) denote the solution value of this

newly constructed solution. By definition, zð2Þ 6 ẑð2Þ. In the
case of wq 6 ci �

P
w2 �W

ð2Þ
p

w, we change the value of the

corresponding xpq from 0 to 1. Then the number of packets
to be processed by Gp becomes

P
w2 �W

ð2Þ
p

wþ wqxpq ¼P
w2 �W

ð2Þ
p

wþ wq, resulting in zð2Þ ¼ ẑð2Þ þ wq. Since wq > 0,

we have zð2Þ > ẑð2Þ, which is a contradiction. In the case of
wq > ci �

P
w2 �W

ð2Þ
p

w, we change the value of the corre-

sponding xpq from 0 to 1
wq
ðci �

P
w2 �W

ð2Þ
p

wÞ, which still

satisfies 0 6 xpq 6 1. Then the number of packets to be
processed by Gp becomes

P
w2 �W

ð2Þ
p

wþ wqxpq ¼P
w2 �W

ð2Þ
p

wþ ðci �
P

w2 �W
ð2Þ
p

wÞ ¼ ci, resulting in zð2Þ ¼ ẑð2Þ þ
ðci �

P
w2 �W

ð2Þ
p

wÞ. Since ci �
P

w2 �W
ð2Þ
p

w > 0, we have

zð2Þ > ẑð2Þ, which is also a contradiction. Therefore, we
conclude that such gateway must not exist and hence prove
the theorem. h
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