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Real time applications usually impose strict QoS requirements on communication networks. Several QoS
frameworks have been developed and standardized to satisfy these QoS requirements. Among them is the
NSIS QoS framework that is currently being standardized by the NSIS (Next Steps In Signaling) working
group within IETF. Each communication node or a domain on the path that supports the NSIS QoS frame-
work is expected to support a QoS Model (QOSM) appropriate to the characteristics of its underlying
technology. One of these QOSMs is the Resource Management in Diffserv QOSM (RMD-QOSM).

RMD-QOSM is based on the reduced-state QoS concept meaning that RMD-QOSM aware interior nodes
maintain per Diffserv-class reservation states instead of per flow reservation states. The reduced-state
operation has many advantages, among which are scalability and flexibility, but it also results in complex
handling of severe congestion situations. A severe congestion may occur when a router or link fails and
the traffic is rerouted through another router or link which may become severely overloaded. This paper
focuses on the investigation and evaluation of severe congestion handling solutions applied in a RMD-
QOSM aware domain which supports bidirectional reservations initiated and maintained by preemption
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aware services.
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1. Introduction

In the past few years, the rapidly increasing use of IP technology
in all kinds of networks has greatly boosted the development and
deployment of real-time multimedia networking applications such
as video conferencing and, most notably, Voice over IP (VoIP). It is
predicted that in the foreseeable future, VoIP might as well com-
pletely replace the traditional public switched telephone network
(PSTN). However, real-time multimedia networking applications
impose strict requirements on the underlying communication net-
work, being especially sensitive to packet loss, delay and jitter
(variation in delay), see [1]. Furthermore, the underlying commu-
nication network should provide support for multiple levels of pre-
cedence, or multilevel services. For example, preemption aware
services such as emergency calls should be protected at all times,
whereas regular, e.g., household, calls could be dropped in favor
of emergency calls may the total network capacity be insufficient,
e.g., during peak hours, see [2].

In order to extend the best-effort service of IP-based networks,
e.g., the Internet, and provide explicit support of multilevel ser-
vices, various QoS frameworks have been developed. A survey of
such QoS frameworks can for example be found in [3]. The IntServ
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model [4], and its signaling protocol Resource ReserVation Protocol
(RSVP) [5], which is specified by the Internet Engineering Task
Force (IETF) is able to support end-to-end per flow reservations.
RSVP-network intermediary nodes implement Intserv algorithms
and manage RSVP reservation requests using per flow states. How-
ever such per flow orientation can cause scalability problems,
which initiated several attempts to improve the scaling character-
istics through flow aggregation.

One attempt is associated with the DPS (Dynamic Packet State)
and SCORE (Scalable CORE) service architecture proposed in [6]. In
this architecture, per flow management is brought to the edges of
an administrative domain and the nodes within the same admin-
istrative domain are kept stateless. Furthermore, a dynamic pack-
et state technique is used that uses specific fields of the IP packet
to embed the per-flow state. One main disadvantage of this tech-
nique is the fact that it is not considered for standardization by
the IETF.

A second attempt on improving the scaling characteristics is
associated with the specification of RSVP aggregation protocol
[7], which is specified by the IETF and which can only be used
within one administrative domain. RSVP aggregation aims to avoid
per-flow signaling and per-flow state information in the interior/
core, by selecting flows with similar QoS requirements and aggre-
gating them.

The Intserv/Diffserv integrated solutions [8], which are speci-
fied by the IETF, present yet another attempt. The Differentiated
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Services (Diffserv) model [9] can be applied within one administra-
tive domain and it allows the aggregation of flows with similar QoS
requirements into Per Hop Behavior (PHB) groups. Nodes at the
boundary of the Diffserv aware domains are aggregating the traffic
by marking the incoming packets with Diffserv Code Points
(DSCPs). In the Intserv/Diffserv integrated solution RSVP signaling
messages are carried out across the Diffserv domain but only pro-
cessed by the edge nodes.

Resource management within Diffserv can be accomplished by
using static provisioning and/or dynamic provisioning. Currently,
the dynamic provisioning can be accomplished using either the
RSVP aggregation protocol or by using Bandwidth Brokers (BBs)
[10,11]. BBs are entities that in a centralized way are controlling
the information concerning network resources and their usage, do-
main topology, service policies, and negotiated Service Level Spec-
ifications (SLSs). The centralized way of maintaining information
has many advantages, but also disadvantages, such as high pro-
cessing load, congestion and functional dependence on a single
entity.

Currently IETF is specifying other means of providing dynamic
resource management within Diffserv. One of these means is
developed by the Congestion and Pre-Congestion Notification
(PCN) working group [12]. PCN develops standards for the marking
behavior of the Diffserv interior nodes and for the encoding and
transport of the congestion information within the Diffserv do-
main, see [13]. Another IETF working group, the Next Steps in Sig-
naling (NSIS) working group [14], develops a protocol suite, see
[15,16], which provides support for the participation of network
entities, such as routers and end nodes, in the signaling procedure
and means of communication to the rest of the network.

The NSIS protocol suite is decomposed into a generic, lower
layer denoted as NSIS Transport Layer Protocol (NTLP), see [17],
and an application specific, upper layer denoted as NSIS Signaling
Layer Protocol (NSLP). Currently two application layers are being
developed by the NSIS working group - a QoS signaling application
(QoS NSLP [18,19]) and a NATFW NSLP for configuring Network
Address Translator and Firewalls, see [20]. Other NSLP proposals
are as well discussed, for example an NSLP for configuration of
metering entities, see [21]. The design of QoS NSLP has conceptual
similarities with RSVP, in the sense that QoS NSLP also makes res-
ervations and uses soft-state hop-by-hop refresh messages as a pri-
mary state management mechanism. A reservation is made only in
a node that supports the QoS NSLP specification. Unlike RSVP, QoS
NSLP supports: (1) reservations initiated by both the sender and
the receiver; (2) bi-directional reservations; (3) and flexible opera-
tion scenarios such as end-to-edge and edge-to-edge. In QoS NSLP
a significant decision — no support for multicast - was taken due to
the high scale of complexity introduced by the multicast support.

In QoS NSLP, a QoS architecture, such as Intserv and Diffserv, is
represented by a QoS Model (QOSM) which specifies directions on
how the reservation management should be done. Cooperation be-
tween different QoS architectures is supported in NSIS by separat-
ing signaling from resource management. QoS NSLP is the
functionality responsible for the signaling, while the Resource
Management Function (RMF) controls the resource, in accordance
to the applied QOSM. The use of QOSMs and the fact that several
QOSMs can co-exist in the same node allows a QoS NSLP end sys-
tem to accomplish generic end-to-end resource reservations across
a mixed wireless and wired network and have these reservation
implemented accordingly at each point in the network, see [22].
Moreover, the QoS NSLP signaling can include technology-specific
requests, whenever an application requires some special treatment
by some network technology along the path, e.g., wireless link. One
of the QOSMs developed by the IETF NSIS working group is the Re-
source Management in Diffserv (RMD) QoS Model (RMD-QOSM) as
described in [23].

This paper focuses on the development and the evaluation of se-
vere congestion mechanisms for bidirectional reservations in
RMD-QOSM aware domain, when preemption aware services are
considered. A severe congestion may occur when a router or link
fails and the traffic is rerouted through another router or link that
may become severely overloaded.

Both bidirectional reservations and preemption aware services
set new challenges on how severe congestion is solved. Bidirec-
tional reservations are formed by two associated to each other
(or bound) unidirectional reservations. Therefore, it is important
to take into account the fact that terminating one bidirectional res-
ervation results in decreased load on both paths, i.e., the forward
and reverse. Preemption aware services require prioritization,
which may impact the way of how severe congestion mechanism
are selecting and terminating flows.

Up to now, several severe congestion handling approaches have
been investigated given that connections/reservations use stateful
nodes (i.e., keep per flow state) on the control path, see [28-31,5].
However, studies of severe congestion handling associated with
stateless nodes (i.e., do not keep per flow state) is a central topic
of only few research/standardization activities [26,29]. The authors
could not find, up to now, research papers that investigate severe
congestion mechanisms, applied to communication paths which:
(1) use stateless nodes, (2) support bi-directional reservations;
and (3) are established by preemption aware services. Therefore
the authors consulted the work on RMD-QOSM, examined the pos-
sibilities for improvement and developed own proposals to address
the open issues associated with severe congestion handling.

The RMD-QOSM draft, at that time, already included stateless
nodes and a mechanism for severe congestion handling with only
unidirectional reservations. This research study began with evalu-
ating the performance of this mechanism with bi-directional reser-
vations. The results were dissatisfying, since the existing
mechanism did not consider the reservation binding in bidirec-
tional reservations. As the next step, the authors discussed several
own proposals for optimization out of which two were chosen for
implementation. The two severe congestion mechanisms introduce
new functionality to the edge nodes which is aware of the reserva-
tion binding. The performed tests showed promising results and
eventually the RMD-QOSM specification was extended with these
optimized mechanisms. Subsequently, these details were included
in the IETF standardization draft [23], at the time of the research.

This paper tries to answer the following research questions:

(1) What severe congestion handling mechanisms can be used
when bi-directional reservations and preemption services
are applied in a RMD-QOSM aware domain?

(2) Which of these severe congestion mechanism satisfies the
requirements best?

The rest of this paper is organized as follows. Section 2 de-
scribes the RMD-QOSM framework. In Section 3, first the problem
of severe congestion is outlined. Subsequently, three severe con-
gestion handling proposals are explained. Section 4 first describes
the performance criteria that can be used to evaluate the different
severe congestion handling mechanisms followed by the per-
formed simulation experiments and their analysis. Finally, conclu-
sions are drawn and possible future research recommendations are
discussed in Section 5.

2. Resource management in Diffserv (RMD) QoS model
(RMD-QOSM)

RMD-QOSM is designed to support dynamic resource reserva-
tion in accordance to the Diffserv QoS framework, see [24,25]. Mul-
tiple reservations are processed in parallel as result of two major



D. Dimitrova et al./ Computer Communications 31 (2008) 3153-3162 3155

//",\ /—Q_, ..... @}

Receiver
(5)
Sender

External messages
e Intra-domain RESERVE
e End-to-end RESERVE

* RESPONSE

Fig. 1. Resource reservation in the NSIS/ RMD-QOSM domain.

mechanisms, i.e., the admission control and severe congestion
management.

Admission control evaluates the resource availability within a
node. Nodes inside the RMD domain, i.e., interior nodes, apply a
simple verification based on traffic class aggregation, i.e., per
PHB. Subsequently, edge nodes evaluate the resource availability
for the whole domain. In this process, the edge nodes use the infor-
mation gathered by interior nodes and an admission decision is ta-
ken on a per flow basis. In the admission control process RESERVE
and RESPONSE signaling messages are used, see Fig. 1 and [18]. A
RESERVE message informs a node about how many resources were
requested. A RESPONSE message carries information to edge nodes
about the result of the resource inquiry inside the RMD-QOSM
aware domain. Once a requesting flow is admitted in the RMD-
QOSM domain, then the QoS level associated with this flow is
maintained for the duration of the reservation.

If no link or node failures occur then the requested QoS level can
be provisioned by the RMD-QOSM aware domain. There are never-
theless situations in which failures do occur, which could cause se-
vere congestion situations, and therefore RMD-QOSM has to be
able to react adequately.

Very often link failure triggers re-routing of flows via other still
well operating links. Consequently, if these links are highly loaded,
they may become overloaded leading to increased delays and
probable packet loss. In such circumstances, the QoS experienced
by the flows (i.e., both original and re-routed flows) on the over-
loaded link(s), is likely to be degraded severely. Such undesirable
situation is referred to as severe congestion, see e.g., [25-27]. To
be able to detect severe congestion and to restore the normal link
operation, RMD-QOSM was ‘armed’ with mechanisms for severe
congestion detection and handling.

3. Severe congestion management in RMD-QOSM

Traffic re-routing can cause severe congestion on the newly
used link. If the occurring overload is not solved fast, all sessions
on the particular link - original and re-routed - will suffer unac-
ceptable degradation in the quality of service. To address this prob-

lem, severe congestion management is applied. Severe congestion
management aims to: first, detect severe congestion situations
and second, to decrease the overload down to the link capacity.

Severe congestion can be detected in the interior nodes by per-
forming (excess) traffic measurements. The information obtained
from these measurements is encoded by the interior nodes using
a packet marking approach. The marked packets are propagated
to the egress nodes, which - since they maintain per flow reserva-
tion states — are responsible for severe congestion handling. Sev-
eral packet marking approaches are possible, but in this study
the dampened rate proportional approach is used because of its
good performance characteristics, see [29,23]. In the dampened
rate proportional marking approach the number (or rate) of
marked data packets is proportional to the level of overload. We
introduce additional, enhance functionality to the edge nodes,
which was applied in [23].

Before, we further discuss the severe congestion management
procedures, a simple example is presented. The example illustrates
the possible types of severe congestion situations that can occur
with bidirectional reservations. Gaining insights on the actual pro-
cesses that are taking place, provides a crucial means to under-
stand the design decisions taken.

In the example, the network topology depicted in Fig. 2a is used.
Node 0 has bi-directional communication with node 2, meaning
that node O sends traffic to node 2 and node 2 sends traffic to node
0. Node 1 has also a bi-directional communication with node 2. The
traffic is chosen such that the utilization of each link can go up to
60% of its total capacity.

Three possible situations of severe congestion exist. In the first
case, see Fig. 2b, it is assumed that link 0-2 breaks, meaning that
the flows (and their traffic) passing from node 0 cannot go directly
to node 2, but the flows passing through node 2 towards node 0
can. The 60% load forwarded from node O is therefore re-routed
via node 1, which causes a severe congestion on link 1-2. This sit-
uation is referred as a severe congestion on the forward path.

In the second case, see Fig. 2c, link 2-0 drops and flows (and
their traffic) passing from node 0 can reach node 2 but the direct
communication from node 2 towards node 0 is not possible The
routing protocol will select to route the flows from node 2 via node
1. That would lead to 120% utilization of link 2-1. In this case a se-
vere congestion occurs on the reverse path.

In the last possible scenario, see Fig. 2d, both links 0-2 and 2-0
fail and flows in both directions are re-routed. This is referred to as
severe congestion in both directions.

Note that severe congestions in each direction are independent
events, i.e., they can occur independently. If flow sizes in both
directions are not equal then the occurring overload in the forward
and reverse direction is different. Another difference is the time to
solve the severe congestion if different forward and reverse paths
are used.

3.1. Severe congestion notification by marking data packets

In this section, we give a very brief explanation of the damp-
ened rate proportional severe congestion mechanism. The detailed
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Fig. 2. Delta topology.
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description of this mechanism can be found in [23]. The RMD-
QOSM severe congestion solution is composed of two parts: the se-
vere congestion detection and the severe congestion handling (or
solving).

The dampened rate proportional marking approach uses two
DSCP values for data packets. If data packets are used for conges-
tion notification, two additional DSCPs are used. The ‘affected
DSCP’ informs the egress nodes that a data packet has passed a
congested interior node and the ‘encoded DSCP’ informs the egress
nodes about the level of severe congestion.

Interior nodes are responsible for severe congestion detection
and notification by marking data packets. When no overload is
occurring then the node operates in a so called ‘normal operation’
state, see Fig. 3. At the event of overload the node detects severe
congestion and its operation state changes to ‘severe congestion
marking’. In this new state, data packets are specially marked,
i.e., ‘encoded DSCP, to inform the egress nodes about the level of
severe congestion. The egress and ingress nodes take measures to
resolve the overload such that eventually the interior node moves
back to the ‘normal operation’ state.

Severe congestion detection is triggered by an increase in the
total link rate above the ‘severe congestion threshold'’. The severe
congestion threshold should be higher or equal to the ‘admission
control threshold’ which gives the maximum proportion of the link
capacity that can be used for data transfer.

Once it detects a severe congestion, an interior node starts
marking data packets. Initially data packets are marked propor-
tionally to the excess traffic rate by using the ‘encoded DSCP’
encoding. The excess traffic rate is the rate above the severe con-
gestion threshold, which overloads the interior node. The rest of
the data packets that pass thorough the severely congested interior
node are marked using the ‘affected DSCP’ encoding.

It is important to note that the rate of the ‘encoded DSCP’
marked packets is equal to the calculated excess rate divided by
a proportionality parameter that we denote in this paper as N.
The parameter N is configured to be equal in the whole RMD-
QOSM aware domain and is used to be able to notify an overload
that is even higher than 100% of the capacity of a link. For example,
N=1 allows representing overloads between 0% and 100% over-
load, while N = 2 would allow representing overloads between 0%
and 200%.

A severe congestion is considered solved when the total link
load (or rate) drops below the ‘severe congestion restoration
threshold’. The severe congestion solving mechanism itself is per-
formed at the edge nodes of the RMD-QOSM aware domain since
they keep per flow state. In particular the egress node calculates
the rate of the received ‘encoded DSCP’ packets. This measured
rate, when multiplied by N represents the excess traffic rate that
was measured by the severely congested interior node. Since se-
vere congestion is often caused by the fact that too many flows
(and their traffic) are forwarded on a link with restricted band-
width capacity, part of these flows have to be terminated, such that
the agreed QoS level of the ongoing flows is maintained. The num-
ber of terminated flows should be such that the terminated band-
width is equal to the excess traffic rate measured by the egress
node.

Furthermore, the egress node identifies the flow identity of the
received ‘encoded DSCP’ and/or ‘affected DSCP’ marked packets.

We denote these flows as marked flows. When different priority
flows are supported, then the severe congestion mechanism termi-
nates low priority marked flows first. Subsequently, medium prior-
ity marked flows are terminated and finally, if necessary, even high
priority marked flows are selected for termination.

For each flow that has to be terminated the egress node sends a
NOTIFY signaling message, see [18], to the ingress node which ter-
minates the flow.

3.2. Optimized mechanisms for bi-directional reservations

The severe congestion handling mechanism described in Sec-
tions 3.1 performs well when only unidirectional reservations are
in process in the RMD-QOSM aware domain. The mechanism de-
scribed in Section 3.1 is denoted in this paper as without_optimiza-
tion. As selection criterion for flow termination this mechanism
uses the flow reservation on the severely congested path, starting
with the biggest flows. A disadvantage of the without_optimization
mechanism is that it accounts neither for the reservation size on
the path opposite to the severely congested not for the fact that
the two reservations, forward and reverse, are bound.

This paper proposes two severe congestion handling optimiza-
tions. We begin with accounting for the reservation size on the
path opposite to the severely congested. A mechanism, denoted
as with_optimization_1, selects bidirectional flows for termination
using as selection criterion, the smallest reservation on the path
that is opposite to the severely congested path. Consider the fol-
lowing example: suppose that the RMD-QOSM aware domain sup-
ports bidirectional reservations between nodes A and B and the
forward path between node A to B is severely congested. The se-
vere congestion solution denoted as with_optimization_1 stops
flows with the smallest reservation sizes on path B-A. Note that
the severe congestion denoted as without_optimization will choose
first the flows that maintain high (or big) reservation sizes on path
A-B, without taking into account the bound reservation size on the
reverse path. A comparison of the above mechanisms is presented
in Section 4.4.

The with_optimization_1 mechanism still leaves an open issue -
the fact that both reservations are bound. This is especially
important when both paths become severely congested. When
bidirectional reservations are supported an edge node can operate
simultaneously as an ingress and as an egress node. It is always the
ingress node however that terminates flows and therefore the time
it takes to solve a severe congestion on each path, i.e., forward and
reverse, is different. With both paths severely congested if the
communicating edge nodes operate independently, as is the case
of the without_optimization mechanism, it might happen that more
reservations are terminated than necessary. Such situation is de-
noted as a link utilization undershoot.

The with_optimization_2 mechanism' avoid link utilization
undershoot by maintaining at the ingress node information on the
amount of terminated excess rate (bandwidth) on the forward path.
At the same time the node also collects excess rate information on
the reverse path. Eventually, the ingress can then more efficiently
decide, which flows should be terminated to solve the severe con-
gestion. In particular, due to smaller delays on the reverse path the
ingress will first terminate flows on the reverse path. Nevertheless,
due to reservation binding, also part of the overload on the forward
path is solved. The egress node is not aware of that and it chooses
enough flows to resolve the overload on the forward path. Thanks
to the with_optimization_2 severe congestion solution, the ingress
node does not blindly terminate a flow but it first verifies whether

! Note that the with_optimization_2 mechanism incorporates the principle used in
the with_optimization_1 mechanism, i.e., flows with the smallest size on the reverse
path are terminated.
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link undershoot will occur. If this is the case, then the termination of
the requested flow is not processed, otherwise it is. Below, a brief
example is explained.

Consider a bidirectional reservation, where each of the gener-
ated flows has the same reservation in the forward and reverse
direction, i.e., 1 resource unit. A severe congestion on both paths
occurs with an overload of 5 resource units on the forward path
and 3 resource units on the reverse. The egress sends NOTIFY mes-
sages for 5 flows (for the forward path) and the ingress stops 3
flows (for the reverse path). The three stopped flows by the ingress
correspond to the release of 3 reservation units on the forward
path. This leaves 2 resource units of overload on the forward path.
Upon arrival at the ingress node the first three NOTIFY messages
are not processed, because 3 resource units of overload were al-
ready released on the forward path. The fourth and fifth NOTIFY
are processed because the resource units they want to release
are not yet released by the ingress node. By processing these two
messages the left overload of 2 resource units on the reverse path
is solved and the normal link operation is restored.

If the reservation settings are changed such that the forward
path has 3 resource units of overload and the reverse path has
overload of 5 resource units none of the NOTIFY messages is pro-
cessed. The reason is that the ingress node has released more re-
served bandwidth than the egress needs to release.

4. Performance evaluation

In particular, three experiments are performed. In the first
experiment A the impact of the bidirectional reservation sizes on
the severe congestion solutions is evaluated, see Section 4.3. In
the second experiment B the performance of the without_optimiza-
tion and with_optimization_1 severe congestion solutions is com-
pared, see Section 4.4. Finally, in the third experiment C the
performance of the without_optimization and with_optimization_2
severe congestion solutions is compared, see Section 4.5.

4.1. Simulation settings

To test the desired mechanisms a simulation model was devel-
oped. The model was built in the simulation environment of the
network simulator? ns2. The complete simulation model includes
a traffic generator, simulated traffic topology and a simulation part
implementing the behavior of the RMD-QOSM protocol. It is impor-
tant to note that the NTLP layer functionality is not included in the
simulation model, and it is assumed to be transparent from the NSLP
layer perspective. The functionality of the interior and edge-to-edge
nodes was implemented by means of signaling messages and the
way they are processed by the network elements, i.e., links and
nodes. The model also includes the optimized severe congestion
mechanisms introduced in Section 3.2.

The three sets of experiments share some common settings of
the simulation model. The topology links use a capacity of 10 Mbps
with a propagation delay of 2 ms. Furthermore, each link uses two
ns2 physical dsRED queues. Physical queue 1 is used for scheduling
signaling messages and has the highest priority and size of 44 Kby-
tes. Physical queue 2 is used for data packets; it receives a lower
priority and is split into two virtual queues. The default size of vir-
tual queue 1 (marked data packets) is 65 Kbytes and the size of vir-
tual queue 2 (unmarked data packets) is 58 Kbytes. Note that the
sizes of the queues are selected after performing several experi-
ments to achieve a reasonable tradeoff between packet loss and
packet delay.

In all experiments CBR (Constant Bit Rate) flows are simulated
with varying rate depending on the experiment, see Section 4.2.

2 http://www.isi.edu/nsnam/ns/.

Additionally each CBR flow is assigned a priority level, i.e., high,
medium or low. The flows are generated based on a uniform distri-
bution where the total number of flows are started between the
5th and the 35th second. A link failure is simulated to occur at sim-
ulation time equal to 100 s. It is important to note that all flows are
generated and stabilized before this event. The holding time of all
flows is considered to be higher than the simulation duration
(120 s). These choices were made because we want to study the
impact of the severe congestion situation on the ongoing flows that
are generated before the failure of the link or of the node that
causes this severe congestion situation.

An admission threshold of 100% is used, which corresponds to
the possible occupation of the total link capacity. The thresholds
of severe congestion detection and severe congestion restoration
are set to 103% and 100% of the link capacity, correspondingly.

Based on a literature study, see e.g., [28,30,31], we found that
the severe congestion mechanisms can be evaluated best using
the following performance criteria (or measures):

e Detection and handling time is the time it takes to solve the
severe congestion. In other words the time from the link failure
(e.g., 100s) until the link utilization drops back to the severe
congestion restoration threshold (e.g., 10 Mbps).

e Link load before and after stabilization indicates the load on a link
before and after the severe congestion has been solved. Opti-
mally, the load after stabilization is as close as possible to (but
not above) the restoration threshold, since otherwise unneces-
sarily much user traffic was terminated.

4.2. Simulation topology

All experiments for bidirectional reservations use the same net-
work topology given in Fig. 4. In Fig. 4, nodes 1 and 2 are interior
nodes. Nodes 0 and 3 are ingress edges and emulate the data
sources for the forward direction and the data receivers for the re-
verse direction. The nodes 4 and 5 are the egresses that emulate
the data receivers for the forward direction and data sources for
the reverse direction. The combination of sources and receivers
makes possible to monitor the load coming from each data traffic
source during the simulation time.

In the forward direction source 0 sends traffic to node 5 and
source 3 sends traffic to node 4. In the reverse direction source 5
sends traffic to node 0 and source 4 sends traffic to node 3, see
Fig. 4(a). At link failure time (at 100s) link 2-3 breaks, see
Fig. 4(b) and flows from source 3 are re-routed via path 1-2 and
flows from source 4 via path 2-1. As result, severe congestion sit-
uation occurs on link 1-2. The type of the severe congestion de-
pends on the used flow reservation sizes.

The effect of the with_optimization_1 mechanism is better illus-
trated when a severe congestion occurs only in one direction. Since
each flow has a forward and a bound reverse reservation, the flow
sizes should be carefully chosen such that only one path becomes
overloaded. To achieve this, we used a different combination of
flow sizes for each direction of the communication. On the path
of severe congestion a combination of 16, 32 and 64 Kbps rates is
used while on the opposite path rates of 8, 16 and 32 Kbps are cho-
sen. The chosen rates are presented in Table 1.

In experiments A and B a severe congestion situation on the for-
ward path is simulated. Experiment A examines the performance
of the with_optimization_1 mechanism while experiment B com-
pares this mechanism to the without_optimization mechanism.

In experiment C only 16 Kbps flows are used with enough
aggregated rate to cause an overload and severe congestion in both
directions of the data transfer. The goal of this experiment is to
compare the performance of the without_optimization and
with_optimization_2 severe congestion mechanisms.
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Table 1
Flow sizes: experiments A, B, and C
Source- Total load High priority Medium priority Low priority Used rates Used rate
Destination (Mbps) flows (Mbps) flows (Mbps) flows (Mbps) (Kbps) combination
Experiment A and B, severe congestion in forward direction
0-5, 3-4 10 1 3 6 16, 32, 64 big-big, big-small
5-0,4-3 5 0.5 1.5 3 8, 16, 32
Experiment C, severe congestion in both directions
0-5, 3-4 10 1 3 6 16 None
5-0,4-3

Different rates also mean that different combinations between
the forward and reverse reservation can be set. When the flows
with the highest forward reservation have also the highest bound
reverse reservation they are referred to as big-big flows and when
the highest forward reservation have the smallest bound reverse
reservation size, they are referred to as big-small flows.

4.3. Experiment A - One direction severe congestion

The goal of this experiment is to observe the impact of the bi-
directional reservation sizes on severe congestion solutions. In this
type of experiments, all reservations are bi-directional and only
one severe congestion point occurs on either the forward or the re-
verse path. Furthermore, three types of flow priorities are used:
high, medium and low. The used bi-directional severe congestion
mechanism is described in Section 3.2 and denoted as
with_optimization_1.

This experiment is performed twice, the first time using big-big
flows and the second time using big-small flows, with rates as de-
fined in Table 1.

Fig. 5 shows the link load versus simulation time obtained on
the severely congested link 1-2, when the big-small flows setting
is used. Fig. 6 shows the link load versus simulation time on the
opposite direction link, i.e., link 2-1, for the big-big flows setting
(left part of the figure) and for the big-small flows setting (right
part of the figure). Fig. 7 shows the message signaling load versus

Link load (Hbit/s}
o N

a
.

w
by

N
‘

=
.

-] a
h .
QR JANAWOACIADANAOUY

188,.5 181

Sinulation tine {secs)

181.5 182

Fi

g. 5. Experiment A, big-small flows: Link 1-2 - one path congested.

simulation time for the big-big flows setting (left part of the figure)
and for the big-small flows setting (right part of the figure).

The link load on the forward path of the overloaded link 1-2 in
both experiments (big-big flows and big-small flows) is the same
and the load for big-small flows case is presented in Fig. 5. After
the severe congestion is solved the link utilization is 100% but
the proportion of different priority groups is rearranged in order
to keep all high priority flows and as much as possible medium pri-
ority flows. The detection and handling time is 0.25 s and the prior-
ity of the flows is maintained.

However, the link load on the reverse path after stabilization for
both simulation experiments differs. In both graphs after the link
failure (at 100 s) the link load initially rises to 10 Mbps due to
the re-routed flows from the reverse path source 4, see Fig. 6. For
the big-big flows experiment, see Fig. 6, termination of the half of
the bandwidth on the forward path results in a termination of also
the half of the bandwidth on the reverse path. The reason is that
the forward - reverse reservations ratio is 2:1. To solve the severe
congestion, total reservations summing up to 10 Mbps have to be
maintained on the forward path, which are associated/bound with
a reservation of 5 Mbps on the reverse path.

In the big-small flows experiment the link load on the reverse
path does not drop to 50% but it stays above it, see Fig. 6. The pro-
portion of forward - reverse bandwidth is different for each of the
flow size combinations. The flow termination starts with the small-
est reverse bandwidth, which is in this case the biggest forward
bandwidth. As a result, the congestion is solved by stopping fewer
flows than in the big-big flows experiment and the flows with the
biggest reverse reservation are still maintained in the network. The
reader’s attention might be drawn to one peculiar drop in the total
link load that is more visible in the big-small flows case, see Fig. 6. If
the graphs of the message signaling loads are consulted (Fig. 7), the
explanation is obvious. RMD-QOSM uses in-band signaling and the
signaling packets have the highest priority. When the NOTIFY mes-
sages are sent they use part of the link capacity and only the left
over capacity is used for data transfer, which causes the drops.

Additionally, the signaling load for the big-big flows case is
higher (Fig. 7), which shows that more flows have to be stopped
than in comparison with the case of big-small flows.

4.4. Experiment B — Comparison of without_optimization and
with_optimization_1 mechanisms

The goal of this experiment is to compare the performance of
the without_optimization and with_optimization_1 mechanisms. In
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Fig. 6. Experiment A: Link 2-1 - one path congested.
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Fig. 7. Experiment A, signaling load: Link 2-1 - one path congested.

this type of experiments, the reservations are bidirectional and
only one point of severe congestion occurs on the forward path.
Furthermore three flow priorities are used: high, medium and low.
In the previous section, the results were generated using the
with_optimization_1 severe congestion mechanism. This set of
experiments uses the same setting that was used for experiment
A, but now the without_optimization solution is used, instead of
the with_optimization_1 solution. Again combinations of big-big
flows and big-small flows is used with the rates specified in Table 1.
Fig. 8, similar to Fig. 6, shows the link load versus simulation
time on the link 2-1, for the big-big flows setting (left part of the
figure) and for the big-small flows setting (right part of the figure).
Beginning with the big-big flows experiment the with_optimiza-
tion_1 severe congestion mechanism starts terminating flows with
the smallest bound reverse reservation size, which corresponds to
the smallest forward reservation size. To solve the severe conges-
tion level of 100% the mechanism has to terminate, say X flows.
The without_optimization mechanism starts selecting the bidi-
rectional flows with biggest forward reservation size, which in this
case have also the biggest reverse reservation size. To solve the se-
vere congestion level of 100%, the mechanism stops, say Y flows,
where Y is smaller than X. This phenomenon is observed on the re-
verse link 2-1. In particular, when the with_optimization_1 severe
congestion mechanism is used, the drop in the total load of data
packets (see Fig. 6, big-big flows, drop to 6.5 Mbit/s) is bigger than
the situation when the without_optimization severe congestion

mechanism is used (see Fig. 8, big-big flows, drop to 8 Mbit/s).
The utilization on the forward link, i.e., link 1-2 is not shown in
this paper but it has been measured and found to be similar to
the one shown in Fig. 5.

The second scenario uses the big-small flows combination. No
differences in link utilization and signaling load are expected.
The reason is very simple. The with_optimization_1 severe conges-
tion mechanism stops first the flows with smallest reverse reserva-
tion size. These are the flows with biggest forward reservation size.
The without_optimization severe congestion mechanism, on the
other hand, begins with the highest forward reservation size flows,
which corresponds to the smallest reverse size. It can be concluded
that in the case of big-small flows both mechanisms terminate the
same number of flows. Therefore the same number of NOTIFY mes-
sages are generated and the signaling load is the same. Note that
this phenomenon has been observed during various performance
experiments, but due to the fact that the derived conclusion is
obvious, the output of these experiments is not included in this

paper.
4.4.1. Conclusions

e Both mechanisms, i.e., with_optimization_1 and without_optimi-
zation, solve a severe congestion situation by terminating the
same amount of bandwidth, i.e., 10 Mbps on the forward path
and 5 Mbps on the reverse path.
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Fig. 8. Link 2-1: Without_optimization - one path congested.

e The number of flows terminated by each severe congestion
mechanism (i.e., with_optimization_1 and without_optimization)
and consequently the generated signaling load depend on the
combination of the forward and reverse reservation sizes, i.e.,
whether big-big or big-small flows are used.

e The detection and handling time for both severe congestion
mechanisms is the same.

e The priority of the flows is not affected regardless whether the
optimization is used or not.

4.5. Experiment C — Comparison of without_optimization and
with_optimization_2 mechanisms

The goal of this experiment is to compare the performance of
the without_optimization and with_optimization_2 mechanisms,
see Section 3.2. In this type of experiments, the reservations are
bidirectional and one point of severe congestion occurs in the for-
ward direction and another one, almost simultaneously, occurs on
the reverse direction. Furthermore, three flow priorities are used:
high, medium and low.

When bidirectional reservations are used and when both paths
are severely overloaded then both the ingress and the egress nodes
choose flows to terminate. Each flow keeps a forward reservation
and a bound reverse reservation. As result, when the severe con-
gestion situation is solved, more flows might be terminated than
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is necessary to solve the severe congestion. To observe such behav-
ior a simulation experiment was performed using the without_opti-
mization severe congestion mechanism. The exact same
experiment was then repeated with the with_optimization_2 mech-
anism in order to evaluate whether there is some improvement.
The network topology is depicted in Fig. 4 and the traffic parame-
ters are given in Table 1, i.e., 16 Kbit/s CBR flows of three different
priorities. The link utilization in each direction is chosen to be
100%.

At link failure time (at 100 s) links 2-3 and 3-2 break, see Fig. 4
(b), and flows from source 3 are re-routed via path 1-2 and flows
from source 4 via path 2-1. As a result 100% severe congestion oc-
curs on link 1-2 and link 2-1.

The performance results show that the use of the without_opti-
mization mechanism leads to a link utilization undershoot on both
paths, see Fig. 9. The reason of this is the lack of communication
between the egress and ingress node, causing each of them to inde-
pendently terminate bandwidth proportional to the excess rate.
However, when speaking about bidirectional reservations, both se-
vere congestions are related and when a flow is stopped actually
resources in both directions are released.

Note that it might be expected that the drop in link load will be
50% when the without_optimization mechanism is used. This does
not happen because a flow that receives marked data packets on
the forward path can also receive marked data packets on the re-
verse path. As result a double amount of packet rate can be
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Fig. 10. With_optimization_2 - both paths congested.

marked, but the same flow can also be chosen for termination by
both the ingress and the egress. Therefore, the link utilization
undershoot is not as big as expected.

The detection and handling time is about 0.55 s and the priority
of the flows is not affected by other factors besides the link utiliza-
tion undershoot.

When the with_optimization_2 severe congestion mechanism is
used, it is expected that the link undershoot issue is solved. Since
the ingress node keeps information on the flows to be terminated
in both directions and it can therefore, compensate for the unde-
sired flow termination drop. The performance evaluation results
obtained when thewith_optimization_2 severe congestion mecha-
nism is used confirm these expectations. From the graphs that
show the overloaded links 1-2 and 2-1 (Fig. 10), we can conclude
that the with_optimization_2 mechanism successfully solves the
link undershoot problem. The priority of the flows is maintained
and the detection and handling time is actually decreased to the va-
lue of 0.25 s on both paths, i.e., forward and reverse. Again the tem-
porary drop in the data flow, due to NOTIFY messages, is observed.
The size of the drop is big because when only 16 Kbps flow sizes
are used, a large number of flows have to be terminated to solve
the severe congestion.

4.5.1. Conclusions

e If no measures are taken to prevent double termination of flows
in the edge nodes then a link undershoot occurs on the reverse
and on the forward direction.

o The use of optimizations, i.e., the use of the with_optimization_2
mechanism, solves the link undershoot on the forward and on
the reverse path. The detection and handling time is faster when
the optimization is used.

e The flows priority is not affected regardless whether optimiza-
tion is used or not.

5. Conclusions and future work

With the presented research we aim to cover only some of the
aspects of the RMD-QOSM protocol behavior described in [23]. This
paper tries to answer two main research questions, see Section 1.
Section 3 relates to our first research question and discusses three
severe congestion mechanisms. The first severe congestion mech-
anism, denoted as without_optimization, was included originally
in a previous version of the RMD-QOSM draft. When this mecha-
nism is applied, then flows forwarded on a severely congested path

are chosen for termination starting with flows with the biggest res-
ervation size maintained on the same path. However, this mecha-
nism was developed to work with unidirectional reservations and
does not perform very well with bi-directional reservations. The
second severe congestion mechanism, denoted as with_optimiza-
tion_1, uses a policy, where first flows are terminated that maintain
smallest reservations on the path opposite to the severely con-
gested path. In the third severe congestion mechanism, denoted
as with_optimization_2, an edge node maintains information on
the amount of excess rate already terminated by its communicat-
ing edge node. By using this information an edge node can more
efficiently decide which flows to terminate on the forward path
and which flows on the reverse path.

The second research question is discussed in Section 4, where
the three different severe congestion mechanisms are evaluated
and compared to each other using two performance criteria:
detection and handling time and the link load before and after the
stabilization. In particular, this is done when bidirectional reserva-
tions, originating from preemption aware services, are in process.
A simulation model of the protocol, implemented in ns2, was
used.

In the first experiment A, the without_optimization severe con-
gestion mechanism was evaluated when reservations with differ-
ent sizes on the forward and reverse paths were applied. It was
observed that the size of the reservations in both paths (forward
and reverse) can impact the link utilization severely.

In the second experiment B, the without_optimization and the
with_optimization_1 severe congestion mechanisms were analyzed
and compared to each other. The experiment results show that the
with_optimization_1 severe congestion mechanism performs better
than the without_optimization severe congestion mechanism in
terms of the selected performance criteria.

The third experiment C aims at evaluating and comparing the
operation of the without_optimization and the with_optimization_2
mechanisms. A central issue in this experiment is the termination
of bidirectional flows, which leads to the release of bandwidth on
both communication paths, i.e., forward and reverse. When the
without_optimization mechanism is used, an edge node does not
have information about how much excess rate (i.e., bandwidth)
has been already terminated by its communicating edge node.
Consequently, the node might terminate too many flows and even-
tually cause link utilization undershoot. The with_optimization_2
severe congestion mechanism uses the available information on
the terminated flows (and their reserved bandwidth) and it does
not terminate flows unnecessary. In this way the link undershoot
issue is avoided and the link utilization is improved.
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Regarding future activities, we would like to recommend fur-
ther research work to be done in the area of the bi-directional res-
ervation. In particular, the research should be extended to include
the interoperation between end-to-end signaling and edge to edge
signaling and its impact on the severe congestion solutions. Fur-
thermore, it should be evaluated if security attacks could severely
impact the operation and performance of the severe congestion
mechanisms.
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