
On the Guifi.net Community Network Economics

Llorenç Cerdà-Alaberna, Roger Baigb, Leandro Navarroa

aDepartament d’Arquitectura de Computadors, Universitat Politècnica de Catalunya,
Barcelona, Spain

bFoundation for the Neutral, Free and Open Network - guifi.net
Gurb, Catalonia

Abstract

How costs are distributed among the participants is a key question in the management and viability of
shared resources. Although all cost-sharing mechanisms are subjective and thus it is eventually up to
the participants to accept one or another, some general criteria seem desirable, such as being budget-
balanced and that, in any case, a participant pays more when not cooperating with anyone else. In this
paper, we analyse the cost-sharing mechanism that the Guifi.net community network has developed
and put in practice to split the transit costs among their more than 20 beneficiaries for almost a
decade. Our results show that the Guifi.net’s cost-sharing mechanism of the external connectivity,
which comprises an equal membership fee for each participant plus a proportional distribution of
the remaining costs according to the resource consumption, yields a cost assignment similar to the
Shapley value. Our analysis also shows that any alternative to the coalition of all participants entails
significant total cost increases and detrimental widespread cost allocation.
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1. Introduction

Cost sharing allows the development and operation of a few common resources among multiple
parties instead of building and maintaining multiple separate facilities. The potential for efficiency
and sustainability in sharing comes with the overhead of coordinating the participation, contribution,
and output allocation among multiple participants with widely different possible capacities and needs.
Thus, efficient cost allocation methods are required.

In this paper we present strong evidence for logical cooperation based on fair cost sharing, among
participants of a network infrastructure held in commons. We address the challenge of advancing the
development of such methods in the particular case of network services and infrastructure because
the potential for savings due to cooperation in this field has been well described in [1]. Nonetheless,
the lack of case studies seems to be a major barrier for the uptake of resources and service-sharing
practices beyond Internet eXchange Points (IXPs) or some community networks. To contribute to
filling this gap, we analyse in detail the mechanisms developed and put in practice by the community
of practice of Guifi.net [2] to jointly enable the provisioning of a critical service, such as the transit
service, and to share its costs. The example shows how equally distributing part of the costs acts as a
protection against overuse by participants with irrelevant partaking and how proportionally splitting
the rest by resource consumption (the exterior traffic in this case) contributes to lower entry barriers
for low-demand participants without undermining the incentives for cooperating for those with the
largest demands.
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Guifi.net, the largest community network in the world, started in 2004 as a grass-roots movement
with the objective to provide Internet access to rural areas using WiFi. However, over time, Guifi.net
experienced enormous growth, offering novel models of participation and new business opportunities.
This environment has stimulated the development of Internet Service Providers (ISPs, operators in
Guifi.net’s terminology) that offer professional services inside the network and make investments to
improve and extend the infrastructure and services. At the time of writing, the investment in optical
fibre has clearly exceeded the investment in WiFi technology, and it is expected that the fibre rollouts
in the middle term will have replaced almost all WiFi deployments.

The capacity to enable economic local and regional ecosystems with professionals offering services
has proved to be an essential aspect for the success and growth of Guifi.net. In these ecosystems, the
professionals compete with each other for the customers, while collaborating to build a common in-
frastructure that allows them to develop their professional activity. A key component for their proper
development is the cost-sharing mechanisms used to distribute the costs of building and operating
the shared resources among the beneficiaries who make significant use of them. These cost-sharing
mechanisms are referred to as Guifi.net’s cost-compensation system. The beneficiaries are partici-
pants because they are not limited to those who undertake professional activities through the shared
infrastructures but also include associations of users, entities, and small and medium enterprises who
provide themselves with connectivity and services. The development and implementation of these
cost-sharing mechanisms have contributed to building trust and reducing conflict. This has had a very
positive influence on increasing investment.

The Guifi.net cost-compensation system as a whole was described in [3]. Here, we focus on its
implementation to distribute the costs of the interconnection service between Guifi.net and the rest
of the Internet, which is the network service with the largest number of participants. We analyse this
case in sufficient depth to show the traits and operational details of a working implementation of one
specific cost-sharing mechanism.

In order to evaluate the fairness of the Guifi.net cost-compensation system we proceed as in [1, 4],
by comparing it with the Shapley value. While other fair allocation solutions have been proposed in
the literature, the Shapley value is particularly appealing to Guifi.net since it has several important
properties: 1) it is budget-balanced; 2) given a characteristic cost function always exists and it is
uniquely determined; 3) it is individually rational, i.e., each participant receives a lower Shapley
value cost than what it would be if it did not participate; and satisfies other fairness postulates, as
described in Appendix AppendixA.

The novel contributions of this paper are the following:

• A detailed description of the use case of the cost-compensation system developed by the
Guifi.net community of practice.

• The elaboration of a mathematical model of the characteristic cost function and the cost-sharing
mechanism.

• A comparison with the Shapley value, a well-known cost-sharing mechanism with which
Guifi.net’s mechanism has some interesting similarities.

• We propose a membership fee update policy that minimizes the difference between Guifi.net’s
cost-sharing mechanism and an allocation that would be obtained using the Shapley value.

• A sensitivity analysis regarding high-demand participants and variations of the cost-sharing
mechanism parametrisation.

The close collaboration our research group has had with the Guifi.net community for almost a
decade and the amount of information publicly available resulting from the model chosen and de-
veloped to deploy and operate the network infrastructures and services, in conjunction with detailed
datasets provided to us by the Guifi.net Foundation [5] have enabled an uncommon depth of analysis.
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The rest of the paper is structured as follows. In Section 2, we review the relevant related work.
Section 3 gives a general overview of the network architecture of Guifi.net as a whole and introduces
some technical details of the Network Operation Centre (NOC) required for the next sections. In
Sections 4 and 5, we discuss the general criteria for cost classification and Guifi.net’s cost-sharing
fundamentals. In Section 6, we present the datasets we used and some of the initial findings. In
Section 7, we elaborate on the various components of the cost model that we propose, and in Section 8,
we formalise Guifi.net’s cost-sharing mechanism and compare its results with the Shapley value.
In Section 9, we investigate the influence of desertions. In Section 10, we further investigate the
relationship between the Shapley value and Guifi.net’s cost-sharing algorithm, and in Section 11, we
use our findings to propose a Guifi.net’s membership fee update policy. Finally, in Section 12, we
confront our findings with the current existing debate within Guifi.net and present our conclusions in
Section 13.

2. Related work

Sharing or working together leads to the problem of how to divide the joint costs and cost savings
among participants. As [6] stated, no single absolutely best set of criteria exist, but diverse policies are
aimed to treat every participant in equivalent terms, being fair, impartial, and just without favouring
or discriminating any party. The policy choice depends on a number of factors, including strategic
aspects of cost allocation situations and participant preferences.

The 95-percentile method [7], which is billing based on the 95th percentile of traffic volumes sam-
pled over five-minute intervals (also known as burstable billing) [8], is the most standard measure for
billing traffic in ISPs and transit providers. It is an indicator of the network usage used for the dimen-
sioning of the network infrastructure. The Shapley value [9] is an established way to fairly distribute
gains and costs among several actors working in coalition. [4, 10] uses the Shapley value to compute
the fair contribution of each flow to the 95th percentile price of interconnected links. As noted in [1],
Internet transit is the highest cost for an ISP, and aggregating transit costs and group buying (referred
to as tuángòu, from Chinese Tuán Gòu) decrease the cost due to the effect of economies of scale of
typical sub-additive pricing and burstable billing because not all ISPs transit their peak traffic in the
same period.

There are many experiences of cost sharing in IXPs [11] and community networks, such as
B4RN [12], Guifi.net [2, 3], or RemIX [13], to achieve quality and affordability of backhaul con-
nectivity in remote and underserved regions and therefore ensure the autonomy and sustainability of
small ISPs. In [3], we examined some aspects related to the last-mile economics based on the monthly
records of four WiFi and optical fibre deployments of the two previous years. However, beyond the
case of Guifi.net, these cooperative operators have limited or incomplete traffic and economic log data,
little formal and detailed cost analyses, and therefore, a lack of cost fairness optimisation. Beyond
this, commercial network providers consider the detailed traffic and pricing data to be commercially
sensitive and confidential and, therefore, inaccessible for analysis.

3. Network architecture

Figure 1 shows the Guifi.net general network architecture. Currently, almost all the traffic between
Guifi.net and the rest of the Internet (the external traffic) is exchanged at the premises of Equinix [14],
the main collocation centre in Barcelona, where Guifi.net has its Network Operation Centre, NOC.
The traffic is exchanged preferably through peering in the local IXP, the CATNIX [15] in our case, and
otherwise through Network Service Providers (NSPs), also referred to as carriers. At the time of this
writing, Guifi.net has five NSPs, two for general purpose Internet connectivity, which account for over
99% of the NSP traffic, and three for special operations, such as specific peering or operations related
to mobile and fixed telephony services. The setting of two general purpose Internet connectivity
providers ensures basic redundancy. We refer to these carriers as C1 and C2. To ensure a certain
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quality of service in the case of failure, the hired capacities of C1 and C2 are required to be always
the same.

The pricing scheme of C1 is a strict flat rate for its entire capacity, and the pricing for C2 is a flat
rate for the traffic below 10% of its capacity plus a per traffic fee for the traffic exceeding this. The
flat rate part of C2 is around two-thirds the cost of C1. The routing policy is to maximise the use
of the capacity of C1 within a safety margin, and the rest of the traffic is diverted to C2. The hired
capacities are extended when the cost of the per traffic fee of C2 becomes greater than the cost of the
capacity expansion of C1. On average, the contracts are being renegotiated every year or year and
a half to accommodate the growth in demand. In May 2019, C1 and C2 have been upgraded from
2 × 10 Gbps to 3 × 10 Gbps, and the IXP connection is 1 × 10 Gbps, but it will be soon upgraded
to 2 × 10 Gbps. The costs of the additional NSPs for specific operations is less than 4% of the total
external connectivity costs.
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Figure 1: The Guifi.net network architecture.

The external traffic is distributed through the middle-mile network to the local Points of Presence
(PoPIX) and from there to the end users through the last mile. The middle-mile network is basically
built on third-party fibres (usually lit fibres). The last mile comprises a combination of owned WiFi
and fibre optic, with the last replacing the first in existing deployments and is dominant in new de-
ployments. Around 30 participants contribute to sharing the costs of the exterior traffic service and
the middle infrastructure.

4. Cost classification

In Guifi.net, any cost to be compensated is split into one or more clearing houses. A clearinghouse
is a functional aggregation of network components or services. At present, there are two categories

4



Cost center

Item Exterior t. Interior t. Rack s. MAP [months]

Hardware (routers, switches, etc.) X X − 36
Insurance (annual fees) X X X 12
Administration X X X −
Management X X − −
Technical support X X − −
Legal support (outsourced – monthly fee) X X X −
Housing – acquisition cost − − X 36
Housing – monthly fee (including electricity) − − X −
Housing – shared hardware slots X X − −
IXP – monthly fee X − − −
carriers – monthly fee X − − −
Middle-mile circuit – acquisition cost − − X 36
Middle-mile circuit – interconnection costs − − X 36
Middle-mile circuit – monthly fee − − X −

Table 1: Most significant network operation centre costs, cost centre assignment (X: assignment applies, −: assignment
does not apply) and maximum amortisation period.

of clearing houses in Guifi.net: the NOC, which includes all the services and infrastructure from the
exterior traffic to the links connecting the NOC to the PoPIX, and the territorial, which encompass
the last-mile services and infrastructure, that is, the infrastructure and its related services from the
PoPIX to the final points of consumption. The costs of a cabinet (hardware, electricity bills, etc.) to
distribute the fibre in a district is an example of a cost to be allocated to a single clearinghouse, the
corresponding territorial clearing house in this case. In contrast, some of the human resource costs of
the Guifi.net Foundation are distributed among several clearinghouses because the workers perform
tasks in them.

In the clearing houses, the costs are grouped by cost centres. For the NOC, the current cost centres
are exterior traffic, interior traffic, and rack spaces. The exterior traffic costs include the NSPs and
IXP, and the interior traffic includes the middle-mile links. Rack space costs are those that refer to the
housing facilities. Table 1 shows the NOC’s most significant costs, how these are distributed among
cost centres, and the Maximum Amortisation Period (MAP) in months, if any.

Given that, in the NOC, the Operational Expenditures (OPEX) are much higher than the Capital Ex-
penditures (CAPEX), CAPEX costs are subsumed as periodic charges for a given number of months.
In contrast, in the territorial clearinghouses, CAPEX and OPEX cost compensations are calculated
separately, not only because CAPEX is significantly higher but also because CAPEX calculations are
significantly more complex because loans and other debts to be repaid are involved.

5. Cost-sharing fundamentals

The total cost borne by a participant of a clearinghouse is the result of a fixed charge equal for
each participant, the membership fee, plus a charge for consumption for each cost centre from which
the participant uses resources, the consumption fees. Consumption fees are usually calculated by
proportionally allocating the costs of the cost centres among the resource usage of the participants.

The rationale behind this cost-sharing mechanism is two-fold. On one hand, the membership fees,
which are equivalent to equally weighting part of the costs, act as a filter against opportunistic partic-
ipants to keep the costs related to the number of participants under control by establishing an entry
barrier. On the other hand, proportionally assigning most of the costs to each participant’s usage not
only avoids negative externalisations from big consumers towards the smaller consumers but also has
a wealth redistributive role because it makes technologies available that smaller consumers could not

5



afford neither separately nor though coalitions. Through this paper, we refer to a coalition for any
subset of participants.

Two resources can be consumed at the NOC: network bandwidth and rack space. The metric used to
measure the usage of network assets is the sum of the 95th percentile of five-minute time averages of
the inbound and outbound traffic of the given link per participant. Rack space is measured through the
standard rack unit, which is half the minimum size. To ensure liquidity, the cost-sharing calculations,
the compensations in Guifi.net’s terms, are done periodically. In the case of the NOC, they are done
on a monthly basis.

6. Datasets

The Guifi.net Foundation has given us access to a traffic dataset and to some of the spreadsheets
generated on a monthly basis to calculate the cost sharing and has provided some additional informa-
tion on carrier offerings. To maintain confidentiality, the names of the participants and carriers have
been kept anonymous.

6.1. Traffic
The traffic dataset contains i) the inbound and outbound aggregated traffic of each participant (i.e.

the traffic exchanged by each participant in both directions with the IXP and the carriers and the other
participants all together), and ii) the inbound and outbound traffic of each carrier and the IXP. The
dataset we have evaluated in this paper consists of the mean traffic of five-minute samples, recorded
during the second week of April 2019, from Saturday the 6th to Friday the 12th. The data files are
in CSV format and can be found in the public repository [16]. As an example of this data, Figure 2
shows the inbound and outbound traffic of three participants. The dashed lines correspond to their
95th percentiles. Throughout the paper, we sorted the participants in ascending order by the addition
of the inbound and outbound 95th percentiles. Accordingly, the graph on the top corresponds to the
participant with the least usage (26 Mbps), the one in the middle to medium usage (49 Mbps), and
the one on the bottom to the highest usage (7.9 Gbps). As Figure 2 shows, the traffic patterns become
more evident as the traffic of the participants increase.
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Figure 2: Exterior traffic of three participants. The dashed lines correspond to the 95th percentiles.

During the recorded period, 26 participants had traffic activity in the NOC. Figure 3 shows their
mean traffic and 95th percentiles in the log scale sorted according to the aforementioned criterion. It
is interesting to note that nearly a constant distance exists between the mean and 95th percentiles in
the log scale, especially for participants with higher traffic. For instance, let qinp and min

p be the in
traffic at the 95th percentile and the mean, respectively, of participant p. There are 13 participants
using min

p > 0.1 Gpbs. For these participants, the mean of qinp /m
in
p is 1.93 with a standard deviation
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Figure 4: Percentage of mean of inbound and outbound
traffic.

of only 0.11. Thus, if only the mean traffic is known, a rule of thumb for the five-minute sampling at
the 95th percentile is taking twice the mean.

Outbound traffic that is higher than the inbound traffic corresponds to content providers, whereas
the opposite indicates that the participant is either an end user or an access network provider. To
appreciate the large difference between participants in terms of traffic exchanged, Figure 4 shows
the percentage of mean inbound and outbound traffic exchanged by each participant. The participant
with the highest usage exchanges 30.74% of all traffic, and the four participants with the highest
usage account for the 77.12%. Indeed, all of them are ISPs, and together, they have over 25,000
subscribers. Conversely, the 10 participants with the least usage together exchange only 1.10% of the
traffic. Among these participants, there are associations, self-provisioning participants, micro-ISPs,
etc., that account for less than a thousand end users each.

6.2. Costs
The NOC’s cost compensation spreadsheet has numerous data and formulae because it is used to

calculate the dues of all participants for the exterior traffic and the middle mile and racks. As already
explained, for simplicity, we focus on the distribution of the costs associated with external traffic. To
this end, we recalculated the cost assignments because, for historical reasons, in Guifi.net’s spread-
sheets, the labour and other costs are entirely charged to the exterior traffic cost centre, whereas, as
shown in Table 1, they should also be partially incurred by the internal traffic and, in some cases, by
the rack spaces as well. To address this anomaly, we proportionally distributed the costs that should
be incurred by more than one cost centre to the total amount of exclusive costs of each cost centre of
the previous month. We used the data of the previous iteration because some of the exclusive costs,
such as the cost per slot of housing, depend on the proportionality factors. Hence, they cannot be
obtained from the data of the current iteration due to indeterminate problems.

Cost centre

Exterior t. [e] Interior t. [e] Rack s. [e] Total [e]

Exclusive 6,362.00 14,501.00 2,558.00 23,421.00
Shared 2,963.00 6,754.00 339.00 10,056.00

Total 9,325.00 21,255.00 2,897.00 33,477.00

Table 2: Considered costs per cost centre (April 2019).
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Cost function category

Item Cost [e] NSPs & IXP Other

C1 (2× 10 Gbps) 2,800.00 X −
C2 flat rate (2× 10 Gbps) 1,500.00 X −
C2 excess 317.00 − −
Additional NSPs 356.00 − equally split
IXP (1x10Gbps) 650.00 X −
RIPE-NCC 87.00 X constant
Cabling 652.00 − participants

total 6,263.00

Table 3: Exclusive exterior traffic cost breakdown (April 2019) and assignment to cost function categories (X: assignment
applies, −: assignment does not apply).

Table 2 shows the exclusive costs per each cost centre and our redistribution of the costs to be
incurred by more than one cost centre and the corresponding totals. Table 3 shows the costs of the
external traffic cost centre. Given that the deals with the carriers are private and subject to non-
disclosure agreements, in this table and hereafter, we use approximations for the actual costs by
rounding the values with deviations below 1%. The membership fee is 154.00e.

7. Cost estimation model

In this section, we derive a function to estimate the total cost of the external traffic on Guifi.net for an
arbitrary coalition (i.e. a subset of participants) and traffic consumption. This will be the baseline cost
function that we use in the cost-sharing analysis we perform later in Section 8. For ease of reference,
Table 4 summarises the parameters and values defined in our model cost, and Table 5 displays the
main variables of the paper.

Parameter Value Unit Description

P 26 part. Number of participants
AP {1,2, · · ·P} part. Grand coalition
αC1 0.58 – Proportion of traffic exchanged at C1

αC2 0.17 – Proportion of traffic exchanged at C2

αIXP 0.25 – Proportion of traffic exchanged at IXP
KC1 1.25 – C1 overprovisioning factor
KC2 1.25 – C2 overprovisioning factor
KIXP 1.50 – IXP overprovisioning factor
q(AP ) 25.06 Gbps 95th-perc. of traffic exchanged by AP , Eq. (3)
m(AP ) 15.29 Gbps Mean traffic exchanged by AP , Eq. (7)
cT 8,575.00 e Total cost of AP
Hf 1,193.33 e Other costs parameter, Eq. (6)

Hd
1,423.33

m(AP )
e/Gbps Other cost parameters, Eq. (6)

Hp
1,758.33

P
e/part. Other cost parameters, Eq. (6)

Table 4: Parameters of the cost model.

In line with the classification in Table 3, we propose a cost function with components that can be
grouped into two main categories: the NSP and IXP costs, which exclusively depend on the port
capacities contracted to the NSPs and the IXP, and the other costs, such as housing, electricity, ex-
ceeding traffic, insurance, manpower, amortisations, etc., that is, costs that depend on several factors,
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Variable Description

i External connectivity provider, i ∈ {C1, C2, IXP}
p Participant, p ∈ {1, 2, · · ·P}
A Coalition of participants, A ⊆ {1,2, · · ·P}

qini , qouti 95th percentile of in and out traffic of provider i
qinp , qoutp 95th percentile of in and out traffic of participant p

min
p , mout

p Mean of in and out traffic of participant p
qin(A), qout(A) 95th percentile of in and out aggregated external traffic exchanged by A

min(A), mout(A) Mean of in and out aggregated external traffic exchanged by A
gp Guifi.net cost assigned to participant p
sp Shapley value cost assigned to participant p

Table 5: Main variables used in this paper.

with the number of participants and traffic volume being the most significant. Roughly, each of them
represents one-half of the total cost. These categories must not be confused with the exclusive and
shared cost classification criterion from Section 6.

7.1. NSP and IXP costs
The total cost of this category is the sum of the cheapest combinations of links offered by the NSPs

and the IXP that are able to satisfy the respective capacity demands. Since the links are symmetric,
each provider demand is established based on the maximum of its inbound and outbound traffic of
the previous iteration, that is, of the traffic consumption of the previous month. For dimensioning
purposes, the traffic to be considered is given by the following:

qi = max(qini , q
out
i ), i ∈ {C1, C2, IXP}, (1)

where qini and qouti are respectively the 95th percentile of the in and out traffic of provider i.
Using Equation (1), we can compute qi of the coalition containing all participants, the grand coali-

tion of all participants. However, for smaller groups of participants (coalitions), we assume that the
NSP and IXP traffic proportions remain the same because the dataset only encompasses aggregate
traffic records but not which proportion of the traffic of each participant is exchanged at NSPs and the
IXP. That is, we let P be the number of participants, and A ⊆ {1,2, · · ·P} be any coalition and let αi,
i ∈ {C1, C2, IXP}, be the proportion of traffic exchanged by all participants at C1, C2, and the IXP,
respectively. Then, we obtain the following:

αi =
qi∑
qi
, i ∈ {C1, C2, IXP}, (2)

and given aggregated external traffic exchanged by coalition A:

q(A) = max(qin(A), qout(A)), (3)

where qin(A) and qout(A) are respectively the 95th percentile of in and out aggregated external traffic
exchanged by A, we assume that the traffic exchanged by A at NSPs and the IXP is αi q(A), i ∈
{C1, C2, IXP}.

Establishing an overprovisioning factor Ki for each provider, we conclude that, for dimensioning
purposes, the demands are the following:

di(A) = Ki αi q(A), i ∈ {C1, C2, IXP}. (4)

Table 6 shows the prices we considered. As already explained, NSP prices are subject to private
negotiations and non-disclosure agreements. Thus, our precise information on the offers is limited to

9



Monthly fees [e]

Capacity C1 C2 IXP

1 Gbps ∗430.77 ∗276.92 200.00
10 Gbps ∗1,400.00 ∗750.00 650.00
20 Gbps 2,800.00 1500.00 −
30 Gbps 4,200.00 1800.00 −
100 Gbps ∗20,000.00 − 3,900.00

Table 6: Monthly fees of NSPs and the IXP (May 2019; ∗ estimated values; − indicates no data available for that
configuration and estimation is not needed).

the current services contracted. The rest of the NSP values are estimations, as indicated. In contrast,
the IXP fees are publicly available on its website [17].

Assuming cost additivity in the case of capacity aggregations, the minimum cost to allocate the
traffic demand for each i ∈ {C1, C2, IXP} is obtained by the solution of the integer linear program
(ILP):

ci(A) = min
∑
aij nij, (5)

s. t.
∑
bij nij ≥ di(A)
nij ≥ 0, nij ∈ Z,

where nij is the number of links of type j, with cost aij for a bandwidth of bij Gbps (rows in Table 6),
and di(A) is the demand given by Equation (4).

7.2. Other costs
We model these other costs as a three-term function. The first term gathers the fixed costs; thus, we

model it as a constant. The second relates to the costs associated with the exchanged traffic, in this
case, taking the addition of the means of inbound and outbound traffic, as shown in Equation (7). The
third reflects the costs primarily influenced by the number of participants.

We estimate the other costs as follows:

ch(A) = Hf +Hdm(A) +Hp |A| , (6)

where |A| is the number of participants in coalition A (i.e. the cardinality of A) and m(A) is given
by:

m(A) = min(A) +mout(A), (7)

where min(A) and mout(A) are respectively the mean of in and out aggregated external traffic ex-
changed by A.

To assess the constants in Equation (6), we used the values in Table 2 and Table 3. We split the
sum of the shared costs and the additional NSPs into three terms, and we added the RIPE-NCC fee to
the constant, the C2 excess to the traffic, and the cabling to the participant terms, respectively. This
results in the values reported in Table 4.

7.3. Total cost of a coalition
Summarising, we estimate the overall monthly cost of the external traffic exchanged by any coalition

A ⊆ {1, 2, · · ·P} using the following equation:

c(A) =
∑

i∈{C1, C2,IXP}

ci(A) + ch(A), (8)
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Figure 5: (a) NSP and IXP costs (Eq. (5)), and (b) other costs (Eq. (6)). The dots show the costs for the grand coalition.

where ci(A) are the NSP and IXP costs given by Equation (5), and ch(A) includes the other cost given
by Equation (6).

Figure 5 shows the NSP and IXP costs (a) and the other costs (b) using the model given by Equa-
tions (5) and (6), respectively. In Figure 5 (b), we show the resulting cost for a single participant,
|A| = 1, and the cost for the total number of participants present in the current dataset, |A| = 26. The
NSP and IXP costs account for 4,200.00e, the other costs for 4,325.00e and the total for 8,575.00e.
The difference between the calculated total and the total in Table 2 (9,325.00e) is because, for the
calculation, we did not impose dC2 to be equal to or greater than dC1 as done in Guifi.net, as explained
in Section 3. If dC2 = dC1 were set to compute cC2(A), Equation (8) would also give 9,325.00e.

8. Cost sharing

In this section, we formalise the cost-sharing mechanism used by Guifi.net, and we compare it
with the Shapley value. Let P be the total number of participants, P = 26, and AP the set of all
participants. Using Equation (8), the total cost assigned to the set of all participants is as follows:

cT = c(AP ). (9)

8.1. Guifi.net’s cost-sharing mechanism
As explained in Section 5, a portion of the costs are equally weighted among the participants, and

the rest are allocated according to their resource consumption. We refer to these parts as the fixed, F ,
and shared, S, costs:

F = γ cT fixed cost
S = (1− γ) cT shared cost,

(10)

where 0 ≤ γ ≤ 1. The fixed cost, F , is equally divided among all participants. For simplicity,
the shared cost, S, is proportionally divided according to each participant’s usage. Thus, the cost gp
assigned to a participant p is given by the convex combination:

gp =
F

P
+ S

up∑
up

=
γ cT
P

+ (1− γ) cT
up∑
up
, p ∈ {1, 2, · · ·P}, (11)

where up is the bandwidth usage of each participant, defined as the addition of the 95th percentiles of
its inbound and outbound traffic:

up = qinp + qoutp , p ∈ {1, 2, · · ·P}. (12)

In the rest of the paper, traffic and usage of a participant will be used interchangeably to refer to up
given by Equation (12). Note that the fixed cost in Equation (11), the first summand, is the same
for all participants (i.e. it corresponds to the membership fee). The allocation in Equation (11) is
budget-balanced (i.e.

∑
gp = F + S = cT ) and possesses the anonymity property (i.e. the labelling

of the participants does not play a role in the assignment).
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8.2. Shapley value
The Shapley value is a solution concept in cooperative game theory that fairly and uniquely solves

the problem of the distribution of surplus (or joint-cost allocation) among players when considering
the worth (or cost) of each coalition [18]. Today, the Shapley value is perhaps the most commonly
used method to allocate the costs in cost-sharing games [19] because it is budget-balanced and guar-
antees equilibrium in any game, regardless of its parameters [20]. We compute the Shapley value (see
Appendix AppendixA) using Equation (8) as a characteristic function.

8.3. Optimal γ
Let sp be the cost assigned to participant p by the Shapley value. We call γ∗ the value of γ in

Equation (11) that minimises the mean square error with Shapley values (i.e. minγ
∑

(gp − sp)
2).

Computing ∂
∑

(gp − sp)2/∂γ = 0, it can be easily found that a unique critical point exists and has a
positive second derivative; thus, it is a global minimum. The value is given by the following:

γ∗ =

∑P
p=1(sp/cT − ηp) (1/P − ηp)∑P

p=1(1/P − ηp)2
, (13)

where ηp = up/
∑
up, p ∈ {1, 2, · · ·P}, 0 ≤ ηp ≤ 1,

∑
ηp = 1. Thus, ηp represents the relative

system usage of participant p. Note that, for an arbitrary mapping between relative usage ηp and
Shapley values sp, γ∗, given by Equation (13), is not bounded (i.e. γ∗ ∈ (−∞,∞)). However,
it would not be reasonable to take γ in Equation (11) outside the interval [0, 1]. What this result
shows is that having γ∗ ∈ [0, 1], Shapley values might be approximated well by Equation (11), taking
γ = γ∗, while Equation (11) might not approximate Shapley values well when γ∗ /∈ [0, 1]. We see
that the condition γ∗ ∈ [0, 1] holds for our dataset, and we believe that this happens in most practical
cases. Furthermore, when γ∗ ∈ [0, 1], its value can be used as an indicator of how balanced the
system is. If the system is very unbalanced, for example such that a single participant p̂ consumes all
resources (i.e. ηp̂ → 1, ηp 6=p̂ → 0, and thus, sp̂ → cT , sp6=p̂ → 0), then from Equation (13) we have
the following:

lim
ηp̂→1, ηp 6=p̂→0

sp̂→cT , sp6=p̂→0

γ∗ → 0. (14)

Alternatively, if the system is balanced, such that ηp → 1/P ∀p (i.e. all participants consume the
same and, thus, sp → cT/P ∀p), then from Equation (13), we have the following:

lim
ηp→1/P

sp→cT /P

γ∗ → 1. (15)

Therefore, we conclude that γ∗ → 1 for a system where participants equally consume the resources,
while γ∗ → 0 for a system where most resources are consumed by a reduced number of participants.
For our dataset, we obtain γ∗ = 0.43. Thus, we can expect that Shapley values can be approximated
well by Equation (11), taking γ = γ∗. We will confirm this with the numerical results explained in
the following. Moreover, γ∗ = 0.43 is far from 1, showing a rather unbalanced system, as we have
seen in Section 6.1 (the four participants with the highest usage account for 77.12% of the traffic).

Figure 6 (a) shows the cost assignments according to the two previous cost-sharing mechanisms,
the Shapley value and Guifi.net, with several values of γ in the last case. All of the distributions
are individually rational because, in any case, a participant pays more when not cooperating with
anyone else (standalone curve). Figure 6 (b) shows the normalised values of Figure 6 (a) resulting
from dividing the assigned costs by the means of the inbound and outbound traffic, giving the cost in
e/Gbps. The e/Gbps is a metric commonly used by ISPs to assess alternatives. The curves of this
figure are not strictly monotonically decreasing due to the differences between the metric used in the
cost-sharing calculations, up, and the metric used for the normalisation, m(p). Figure 6 (c) shows the
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Figure 6: Cost sharing: (a) absolute value, (b) normalised to the traffic mean, and (c) cost gain.

cost gain, defined as the standalone cost over the cost incurred inside Guifi.net (i.e. the cost depicted
in Figure 6 (a)).

Interestingly, Figure 6 reveals that for γ = 0.4 a striking coincidence exists between costs computed
using the Guifi.net method and the Shapley value. Indeed, recall that γ∗ = 0.43. The fixed cost per
participant resulting from Equation (11), γ cT/P , is 142.37 e for γ∗. This is rather close to the
membership fee of 154.00 e used in Guifi.net, which corresponds to γ = 0.47. In other words,
without being aware of it, Guifi.net participants are contributing an assigned cost that is very close to
the Shapley value.

8.4. Meaning of γ
Note that, from Equation (10), in one extreme, by setting γ = 0, we assign the whole cost to the

shared part, thus proportionally dividing the cost according to each participant’s traffic. At the other
extreme, by setting γ = 1, we assign the whole cost to the fixed part, thus equally weighting the
total cost among all participants. As shown in Figure 6 (a), the assignment line varies from a curve
with the highest positive slope when γ = 0 to a flat line when γ = 1. Therefore, for the participants
on the left (with low traffic) the lower the γ is, the lower the cost they pay. While the opposite
holds for the participants on the right, with high traffic, the lower the γ is, the higher the cost they
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pay. The boundary between these regions is given by the point where the cost does not change with
γ. Therefore, this point can be computed by ∂gp/∂γ = 0. Using Equation (11), we find that the
boundary is given by the following mean usage:

〈u〉 =
1

P

P∑

i=1

up. (16)

This is a logical result because users with a lower usage than the mean, up < 〈u〉, prefer γ = 0;
thus, every participant is paying for his or her usage. On the other hand, users with higher usage than
the mean, up > 〈u〉, prefer γ = 1, thus dividing their cost among all participants. The optimal γ
computed before using the Shapley value is a good compromise between these opposite interests.

9. Sensitivity to participants with high usage

The participants with the highest bandwidth consumption, those that contribute the most in absolute
terms, might be tempted to leave Guifi.net and build their own coalition, or at least to threaten to form
one to impose cost-sharing rules that are more favourable to their interests, for instance, a higher γ.
To elucidate whether this reasoning is well-founded, in this section, we investigate the increase in
costs that participants would incur upon the largest contributors leaving the current coalition.

Let S be the set of participants leaving Guifi.net and S̄ be the remaining set, S̄ ∪ S = {1, 2, · · ·P}.
Recall that we assume the participants are ordered from the least (participant 1) to the most (partic-
ipant 26) bandwidth usage (see Eq. (12)). Figure 7 shows the Shapley value assigned to a selected
group of participants, including the participants having the least and most usage, s1 and s26, respec-
tively. The figure also shows the total cost assigned to the participants in S and S̄, c(S) =

∑
p∈S sp

and c(S̄) =
∑

p∈S̄ sp, respectively (see Eq.(8)), and its sum c(S) + c(S̄). The abscissa corresponds
to the cardinality of the subset S, |S|. For instance, for |S| = 0, all participants are inside S̄, and
for |S| = 1, participant 26 has already left the Guifi.net coalition (i.e. S = {26}). For |S| = 2,
S = {25, 26}, and so on. Note that for |S| = 1, s26 corresponds to the standalone cost of 26, already
depicted in Figure 6 (a). The figure shows that between s15 and s10, a threshold exists beyond which
joining the new coalition is more beneficial than staying in Guifi.net. The figure also shows the local
minimums in the staying curves (thin segments) and local maximums in the leaving curves (thick seg-
ments). These are because the NSP and IXP cost components of the cost function are step functions.
Hence, the unit price functions are not strictly decreasing, which is the condition for economies of
scale to take place. This creates intervals with local optima that discourage traffic growth and, thus,
cooperation. For instance, when participant 25 leaves, the costs incurred by most of the rest who stay
decrease, and the same happens for participant 9. Nevertheless, from a general perspective, these
local reductions of savings are, by far, compensated for by the region of savings that the greater order
of magnitude of products entails (e.g. when moving from combinations of 1 Gbps links to a 10 Gbps
setting).

Figure 8 shows the minimum and maximum increments in log scale of the Shapley value for both
the participants staying in Guifi.net (top) and those leaving Guifi.net (bottom) with respect to the
Shapley value before splitting into the staying and leaving sets. That is, let rp(k) be the relative
cost increment of participant p ∈ k, k ∈ {S, S̄}, and sp(k), k ∈ {S, S̄, AP} be the Shapley value
assigned to participant p ∈ k, where AP = {1, 2, · · ·P} is the set before splitting. Then, we obtain
the following:

max
p∈k

(rp(k)) = max
p∈k

(
sp(AP )− sp(k)

sp(AP )

)
, k ∈ {S, S̄}, (17)

and likewise for the minimum. The labels next to the points indicate which participants reach the max
and min cost increments.
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Figure 8 shows that the Shapley value increments are very different among the participants. For in-
stance, when S = {26} and |S| = 1, we find that max(rp(S̄)) = 31.26% (reached by participant 20),
and min(rp(S̄)) = −4.33% (reached by participant 8). Therefore, participant 8 is slightly favoured by
the departure of participant 26, while participant 20 has a significant increment in the assigned cost.
When more participants with higher usage leave Guifi.net, the set of staying participants are more
balanced, and the ratio between the maximum and minimum is lower (top of Figure 8). Recall that
the ordinates are in log scale, and we observe that log(max)−log(min) = log(max /min) diminishes
up to 0 at |S| = 25, when there is a single participant in S̄. At this point, Figure 8 shows that the cost
increment for the single participant in S̄ increases more than 1000%. It becomes apparent that the
cost would not be affordable for a single participant, nor even for a small group of participants with
low usage.

The opposite occurs for the set of leaving participants (bottom of Figure 8). When more participants
join the set, the max /min ratio is more unbalanced and higher. To assess how balanced these sets
are, Figure 9 shows the coefficient of variation (CV) of the participants’ bandwidth usage, measured
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using Equation (12). Figure 9 confirms that the CV of the staying set tends to 0 (more balanced) as
participants leave the set. Alternatively, the CV of the leaving set increases (more unbalanced) as new
participants join. Thus, we conclude that, in general, the more unbalanced the set becomes when a
new participant joins the set, the greater the ratio will be between the maximum and minimum cost
increments that the participants of the perturbed set will have. We can guess that the same occurs
when participants leave the set.

If we assume that the participants leave Guifi.net from the lowest usage (participant 1) to the highest
usage (participant 26), we would obtain Figure 8 moving from right to left and with the staying and
leaving sets being those at the bottom and top, respectively. For instance, if participant 1 leaves
Guifi.net, Figure 8 at the bottom shows that participant 6, a participant with low usage, would have
an assigned cost increment of 14.44%. This is a remarkable increment, given that the participant
leaving is the one with the least usage, and, thus, with a low assigned cost. Furthermore, participant 6
would have a cost increment of −1.15% if participant 26 left instead of 1. We thus conclude that
some participants are more sensitive to departures of low-usage participants rather than high-usage
participants.

It is also interesting that, in set S̄ (staying), the participants with a higher usage are those with higher
cost increments, while the opposite occurs in set S (leaving). This is a logical result because, when
a participant with high usage leaves Guifi.net, the other participants with high usage must afford the
cost that their need for greater resources requires, which had been shared with the participant who left.
The opposite occurs for the set S, where the leaving participant joins. Thus, we conclude that, when
a participant with high usage joins the set, the participants in the perturbed set that will have the least
assigned cost increment will be those of the same type (high usage). Alternatively, if a participant
with high usage leaves the set, the participants of the same type will have the highest cost increment.

Yet again, because the unit price functions of some cost components are not strictly decreasing, on
some occasions, the traffic reduction through the reduction of the number of participants is beneficial
for some of those who stay, reaching up to 10% in savings between s9 and s10. Nonetheless, Figure 8
as a whole confirms that the dominant strategy is to be part of the grand coalition.

10. Approximation of the Shapley value using Guifi.net’s cost sharing

In Section 8, we found that Guifi.net’s cost sharing is close to the cost assignments obtained using
the Shapley value. This is a significant result because the Shapley value is difficult to compute for
numerous participants. In this section, we analyse how well the Shapley value is approximated using
Guifi.net’s cost-sharing mechanism given by Equation (11). We investigate the approximation for all
sets S (participants leaving Guifi.net) and S̄ (participants staying in Guifi.net) analysed before. Note
that these sets form coalitions of participants with very different characteristics, as shown by the high
variation of the usage CV in Figure 9 (ranging approximately from 0 to 2). Thus, our analysis will
compare the approximation for a wide range of situations.
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For each S and S̄ sets of participants, we consider two cases: (i) when Guifi.net’s cost sharing uses
γ∗ given by Equation (13), and (ii) when Guifi.net’s cost sharing uses a fixed membership fee. We
denote these cases by γ∗k and γ̂k, k ∈ {S, S̄}, respectively. Case (i) gives us the best approximation
of the Shapley value (with the minimum mean square error) that can be obtained using Guifi.net’s
cost sharing. Case (ii) is more practical. Note that computing γ∗k requires knowing the Shapley values
of the participants in the set k ∈ {S, S̄}. In practice, it is likely that Guifi.net’s cost sharing is used,
fixing a reasonable membership fee. The fee can be fixed with different criteria, for instance, such that
participants with a low budget can join Guifi.net. In our analysis, we will consider the membership
fee currently used in Guifi.net (i.e. 154.00 e).

Figure 10 shows the value of γ∗k , k ∈ {S, S̄} given by Equation (13). The curves labelled with γ̂k
show the value of γk, k ∈ {S, S̄} corresponding to the fixed fee of 154.00 e, that is:

γ̂k =
154.00 |k|
c(k)

, k ∈ {S, S̄}, (18)

where |k| and c(k) are the number of participants and total cost (Eq. (8)), respectively, of the sets
k ∈ {S, S̄}.

To assess the approximation, Figure 11 shows the maximum relative error (MRE) in percentage
between Guifi.net’s cost sharing and the Shapley value assigned to any participant using γ∗k and γ̂k:

MRE(γ) = max
∀p

( |gp,k(γ)− sp,k|
sp,k

)
, γ ∈ {γ∗k, γ̂k}, k ∈ {S, S̄}, p ∈ k, (19)

where gp,k and sp,k are the Guifi.net’s cost sharing (Eq. (11)) and Shapley value, respectively, for each
set k ∈ {S, S̄} and for each participant p ∈ k.

We observe the following:

• Figure 10 shows that, in most cases, we obtain γ∗k ∈ [0, 1], k ∈ {S, S̄}. Thus, at least for the
cost model derived in this paper, Shapley values might be approximated using Guifi.net’s cost
sharing using γ∗.

• Figure 11 shows that, in all cases, the MRE corresponding to γ∗, k ∈ {S, S̄} is lower than
20%. Thus, confirming that Shapley values are reasonably well approximated by Guifi.net’s
cost sharing using γ∗. Furthermore, because γ∗ minimises the mean square error, the relative
error is expected to be much lower for participants with higher costs. Indeed, we found that the
participant with the highest assigned cost, participant 26, has a lower relative error than 4.14%
in all scenarios. This is important because participants with the highest cost assignments are
those that bother the most about the fairness of the assigned cost.
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• In Section 8.3, we derived that, if the system is balanced, γ∗ → 1. The staying subset becomes
more balanced each time as participants with higher traffic leave (see Figure 9). Figure 10
shows that γ∗

S̄
→ 1, as expected.

• In Section 8.3, we found that, if the system is unbalanced, γ∗ → 0. The leaving subset rapidly
becomes unbalanced as participants with lower traffic join the group (see Figure 9). Accord-
ingly, Figure 10 shows that γ∗S decreases and remains low (less than 0.5) as expected.

• Figure 11 shows that the MRE corresponding to γ̂k, k ∈ {S, S̄} is below 20% in most cases.
For instance, for |S| = 0 (when all participants are within Guifi.net), the maximum error is
only 12.72%. Figure 11 shows that the MRE corresponding to γ̂S̄ increases beyond 50% when
a considerable number of participants with higher traffic leave Guifi.net, and the group still
has more than 10 participants. This is motivated by the fact that when all participants have
lower traffic usage, the other cost dominates the shared cost in Equation (11). Consequently,
the Shapley value equally divides costs among all participants. That is, the membership fee
should cover the overall cost, hence the higher MRE(γ̂S̄). In all other cases, even if γ∗k and
γ̂k, k ∈ {S, S̄} are significantly different, the MRE corresponding to γ̂k is lower than 40%.
We conclude that, for a reasonable value of the membership fee, Guifi.net’s cost sharing is not
expected to be significantly different from the Shapley value (MRE less than 40%).

11. Tuning Guifi.net’s cost sharing

Although the Shapley value can be considered a sensible fair scheme from an economic point of
view, it has some drawbacks when used directly as a cost assignment mechanism in Guifi.net or
other similar scenarios. Possibly the most important drawback is that the Shapley value is difficult to
compute because it needs to formulate the characteristic function and use numerical methods, such as
Monte Carlo simulations. Thus, many participants would possibly not be able to compute or estimate
the assigned cost and validate whether it agrees with the Shapley value.

On the contrary, the simple Guifi.net cost sharing is easy to understand and easy to estimate. Partic-
ipants know that they are assigned a membership fee and a variable cost that is proportional to their
bandwidth usage. Thus, participants with low usage can estimate that the assigned cost will be close
to the membership fee. Possibly, these participants do not care if the cost they are assigned has a
relative error of 20% with the Shapley value, as long it is not far from the membership fee they knew
beforehand. Furthermore, Guifi.net’s cost sharing is easily computed using the average traffic, which
is a measure available to all participants. Thus, they can easily validate the cost they are assigned.

As seen in Section 8, participants with higher usage in Guifi.net afford costs that are orders of
magnitude higher than those of the participants with low bandwidth usage. Such participants are
concerned about the cost they are assigned and the fairness of the amount of the membership fee.
One convincing justification to them can be the Shapley value. That is, if the cost they are assigned is
close to the Shapley value, it is a sound argument to convince them that the cost assignment is fair.

We have seen in Section 10 that, when using γ∗ in Guifi.net’s cost sharing, the MRE with the Shapley
value is expected to be less than 20%. Because γ∗ minimises the mean square error, for participants
with high assigned costs, the relative error with the Shapley value is even lower than 20%. Indeed,
we found that the participant with the highest assigned cost, participant 26, has a relative error that is
lower than 4.14% in all analysed scenarios in Section 10. Therefore, considering that traffic patterns
are not much different in consecutive months, we propose the following modification to Guifi.net’s
cost-sharing approach. Every time the membership fee is to be updated, the following should be
performed:

1. Compute γ∗ using Equation (13) and the dataset of the previous month. We assume that we
obtain γ∗ ∈ [0, 1].
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2. Compute the membership fee M corresponding to γ∗:

M =
γ∗ cT
P

. (20)

Thus, Guifi.net cost sharing will be used with the membership fee of M . We conclude that, even if
the simple Guifi.net cost-sharing mechanism in general cannot fulfill all fairness properties that the
Shapley Value has, properly tuned it can yield an allocation very close to the Shapley Value. So,
participants with high usage who are worried about the fairness of the cost assignment could compute
the Shapley value and validate that it has a small deviation from the assigned cost.

12. Arguments against ceasing cooperation

Cooperation is an inherent part of Guifi.net history. It is only through collaboration and aggregation
of demand that small players can access competitive solutions, such as the architecture presented in
Section 3 and the associated services. All participants started from scratch; thus, they directly bene-
fited from the joint efforts to overcome the telecommunications’ sector entry barriers. The forms of
cooperation have evolved over time from the initial informal agreements around small and rather iso-
lated projects to the current well-structured and legally binding body of normative agreements to meet
new external challenges and the changes in interests, expectations, and objectives of the participants.
This transformation process, which involved long discussions, agreements, and concessions among
the participants, has had to cope with internal tensions recurrently jeopardising the cooperation. The
threat of ceasing cooperation by one or more members has frequently been one of the causes of this
tension or has at least been used as a means of enforcing internal rule changes.

In this regard, our findings not only provide arguments in favour of staying within the guifi.net
coalition but also to focus the efforts towards integrating new participants and increasing the resource
usage. As Figure 7 shows, leaving would entail the broadly accepted fact that considerable extra
costs would result for the remaining participants and for those who leave, which is something much
less well known or at least less publicly acknowledged by those promoting the schism. Figure 8
illustrates that the losses greatly exceed the meagre benefits of the few participants when others leave.
Conversely, both figures together, read from right to left, underline the benefits of the increasing
number of participants and amount of usage consumption. Lastly, to obtain an approximation of the
order of magnitude of the losses due to the cease of cooperation, we must consider that the external
traffic case we analyse in this paper is just a minor fraction of the total activity volume in Guifi.net
for these ISPs.

13. Conclusion

In this paper, we analysed an economic case study of collaborative networking. More specifically,
we addressed the economy of Guifi.net, the largest community network in the world. Guifi.net started
in 2004 as a non-profit community network with the objective to provide high bandwidth access to
the Internet in rural areas. In contrast to many similar experiences that stagnated, Guifi.net has had
enormous growth. At the time of writing, Guifi.net encompasses a large number of users grouped into
what we call participants in this paper. These participants range from groups of enthusiasts willing
to operate their own network in a free open and neutral approach, which is the spirit that originated
Guifi.net, to actual ISPs with commercial objectives and thousands of customers. These types of
participants were able to build their profitable businesses due to the knowledge and cost-sharing prin-
ciples that govern Guifi.net. The inclusion of such ISPs has definitively contributed to the success of
Guifi.net. Of course, keeping participants with these diverse interests together is challenging.

In this paper, we explained and numerically assessed the costs related to Guifi.net’s external traffic.
We built a mathematical economic model that describes these costs. That is, we derived a model that
estimates the costs of an arbitrary set of participants in terms of their traffic parameters. We provided
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a detailed description of the costs to be considered in the model: IXP and carrier costs, management
costs, electricity costs, etc. To the best of our knowledge, this is the first paper providing such a
detailed economic model of the external traffic networking costs.

With the economic model, we analysed the cost-sharing approach used inside Guifi.net. Such an
approach uses a simple method consisting of equally dividing a part of the total cost among the
participants, while proportionally dividing the other part according to each participant’s bandwidth
usage. To assess its fairness, we compared it with the Shapley value. Surprisingly, we found that,
even if Guifi.net users are not aware of it, Guifi.net’s cost-sharing model assigns a cost that is very
close to the Shapley value. Furthermore, we found that the simple sharing approach of Guifi.net
can approximate the Shapley value in a wide range of cases. We believe that this is a significant
contribution because the Shapley value for a large number of participants is difficult to compute.

Our numerical results reveal the costs savings that collaborative networking inside Guifi.net pro-
vides to the participants. We numerically assessed the cost increments that the highest-usage partici-
pants would incur upon leaving Guifi.net. We found, for instance, that the four highest-usage partic-
ipants account for 77.12% of the traffic. We estimate that, upon these participants leaving Guifi.net,
the staying and leaving groups of participants would have increased overall external traffic costs by
28.11% and 54.01%, respectively. In summary, we hope that our results will help all participants to
better appreciate the advantages of staying with Guifi.net.
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AppendixA. Shapley value

The Shapley value is a well-known concept in coalitional game theory. For the sake of completeness
in this appendix, we provide a brief review of the Shapley value adapted to our problem, using the
notation defined in previous sections. The selected literature about the Shapley value can be found
in [21].

Our coalitional game consists of the pair (AP , c), where

• AP = {1, 2, · · ·P} is the set of participants (the grand coalition), and

• c : 2P → R associates with each coalition A ⊆ {1, 2 · · ·P}, a real-valued cost, c(A), given by
Equation (8). We assume c(∅) = 0.

The Shapley value assigns the cost to each participant:

sp =
1

P

∑

A⊆AP \{p}

c(A ∪ {p})− c(A)(
P−1
|A|

) , p ∈ {1, 2, · · ·P}, (A.1)

where the summation extends all subsets of AP not containing participant p (with one of the subsets
being the empty set), thus resulting in 2P summands. Note that the idea behind Equation (A.1) is
assigning the average marginal cost to each participant, that is, the average increment of the cost that
each participant adds to every possible coalition where he or she is included.

The Shapley value is the unique assignment that satisfies the following desirable properties:

1. Budget-balanced:
∑P

p=1 sp = c(AP ).
2. Symmetry: If ∀A ⊂ AP : c(A ∪ {p1}) = c(A ∪ {p2}), then sp1 = sp2 .
3. Dummy player: If ∀A ⊂ AP , p /∈ A : c(A ∪ {p})− c(A) = c({p}), then sp = c({p}).
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4. Additivity: If we combine two coalitional games (AP , c1) and (AP , c2), in (AP , c1 + c2), then
sp(c1 + c2) = sp(c1) + sp(c2).

Due to the exponential growth of the summands, computing the Shapley value using Equation (A.1)
is impracticable for large P . In our research, we used the R package [22] to compute Equation (A.1)
up to P = 10. For larger values of P , we used a Monte Carlo simulation (see e.g. [23]). We provide
our source code in the public repository [24].
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