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ABSTRACT

The COVID-19 disease pandemic spread rapidly worldwide and caused extensive human death and financial
losses. Therefore, finding accurate, accessible, and inexpensive methods for diagnosing the disease has
challenged researchers. To automate the process of diagnosing COVID-19 disease through images, several
strategies based on deep learning, such as transfer learning and ensemble learning, have been presented.
However, these techniques cannot deal with noises and their propagation in different layers. In addition, many
of the datasets already being used are imbalanced, and most techniques have used binary classification, COVID-
19, from normal cases. To address these issues, we use the blind/referenceless image spatial quality evaluator
to filter out inappropriate data in the dataset. In order to increase the volume and diversity of the data, we
merge two datasets. This combination of two datasets allows multi-class classification between the three states
of normal, COVID-19, and types of pneumonia, including bacterial and viral types. A weighted multi-class
cross-entropy is used to reduce the effect of data imbalance. In addition, a fuzzy fine-tuned Xception model
is applied to reduce the noise propagation in different layers. Quantitative analysis shows that our proposed
model achieves 96.60% accuracy on the merged test set, which is more accurate than previously mentioned

state-of-the-art methods.

1. Introduction

COVID-19 is an infectious disease caused by acute respiratory syn-
drome generated by the SARS-CoV-2 virus. The first report of such a
virus dates back to December 2019. The virus is easily transmitted
from person to person through airborne particles or tiny droplets caused
by coughing or sneezing. Symptoms of this disease appear after a few
days and include cough, fever, and severe respiratory involvement [1].
As of February 2022, about 400 million people have been infected,
and 5.7 million have died worldwide [2,3]. Because no definitive cure
has yet been found for the disease, ways to identify and isolate the
affected person and begin treatment immediately are of considerable
importance. There are currently several ways to diagnose COVID-19
disease. Reverse Transcription-Polymerase Chain Reaction (RT-PCR)
testing [4] and methods based on radiographic images [5] are examples
of these ways. Problems such as errors in results, high cost of test Kkits,
and lack of advanced medical imaging tools and related specialists [4,6]
have led researchers to consider the use of low-cost, affordable Chest
X-ray (CXR) images [7-12].

Diagnosis of COVID-19 disease through CXR images is a matter of
classification in machine learning. Deep learning methods that use Con-
volutional Neural Networks (CNNs) have received much attention [13].

Many recent studies [1,9,14] have either reused or modified pre-trained
models. Because not much time has passed since the emergence of
COVID-19, existing research has encountered obstacles to the poor
quality of datasets, such as noise in images, including salt and pepper,
Poisson, speckle, and Gaussian noises. [15-19], and severe limitations
on the volume of training data. Also, many datasets are highly imbal-
anced. In general, as stated in [20], many existing datasets related to
COVID-19 do not have the necessary quality to be used in learning
models. This lack of quality can lead to bias in the models and false ac-
curacy in the output. In addition, many available datasets only provide
binary classification between COVID-19 and normal cases. Due to these
limitations, the results obtained from the models have some problems,
such as generalization errors and overfitting, which reduce the accuracy
of models in the actual operating environment [21]. Another problem
occurs when a lung disease, such as pneumonia, affects the lungs
similarly to COVID-19. Many studies have not distinguished COVID-19
positive and positive pneumonia images [8,12,13,21-36]. When multi-
class classification is performed, the severity of the problems related to
the small dataset volume and the presence of noise is more apparent. In
addition, there are some obstacles when using pre-trained CNN models
in relation to noisy images. The main parts of a CNN include four
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basics: convolution, pooling, fully connected layer, and softmax. The
pooling layer, specifically max pooling, cannot prevent the propagation
of incoming noises to other layers, and sometimes the intensity of the
noises increases [37].

To address these challenges, we focus on reducing the effect of noise
propagation and improving the data quality. First, to deal with the dif-
ferent types of noise that may be received [33], a Blind/Referenceless
Image Spatial QUality Evaluator (BRISQUE) is applied, which mea-
sures image quality. Second, two standard datasets are combined to
improve the dataset size and diversity. These two items can also help
reduce the bias problem. Combining two datasets made it possible to
classify into three categories: COVID-19, normal, and various types of
pneumonia, including bacterial and viral types. Third, the weighted
cross-entropy technique is used to deal with data imbalance. With the
help of weighted multi-class cross-entropy, the problem of overfitting is
addressed. Numerous pre-trained models have already been proposed
to classify images in the realm of deep learning. One of the most
popular and common examples is Xception, provided by Google. To
address the error propagation problem in different layers of the pre-
trained CNN model, we replace the max pooling operation with the
fuzzy pooling in the Xception model. In general, our contributions are
as follows:

» By combining two datasets, each consisting of two classes, multi-
class classification of normal, COVID-19 and types of pneumo-
nia is provided. In addition, in order to remove noisy images,
preprocessing BRISQUE operations are applied.

By applying fuzzy pooling instead of max pooling in the model,
the model’s accuracy is improved.

Weighted multi-class cross-entropy is used in the classification
stage to reduce the effect of data imbalance. By using weighted
multi-class cross-entropy, the learning process occurs faster, and
the possibility of overfitting is reduced. Experimental results show
that our proposed model archives an accuracy of 96.6%.

The rest of this article is organized as follows. In Section 2, back-
ground and related work are presented. The proposed approach is
described in detail in Section 3. The experimental results and evalua-
tion are discussed in Section 4. Finally, concluding remarks have been
made in Section 5.

2. Background and related work

In this section, we first discuss the diagnosis of diseases with the
help of computer technology and specifically through medical images.
Various problems related to the use of datasets, such as imbalance and
noisy images, binary and multi-class classification, and also the prob-
lem of noise propagation in CNN models, are investigated. The latest
works of literature in the multi-class classification between normal,
COVID-19 disease, and types of pneumonia through CXR images are
considered.

2.1. Background and motivation

The use of images in the medical field has a wide range of applica-
tions. These applications can include the diagnosis of various cancers
or types of cardiovascular, liver, respiratory diseases, etc. [38-44].
The development of artificial intelligence-based solutions such as deep
learning has led to the use of medical images in the accurate and
rapid diagnosis of various diseases. Examples of these efforts to find
COVID-19 are presented in [33]. Fig. 1 depicts examples of attempts
to diagnose COVID-19 disease. The continuous lines indicate the tech-
niques which are used in this paper, while the dotted lines are related
to other methods. Jawahar, M., et al. [5] reviews the different methods
of predicting and diagnosing COVID-19. In this study, data related to
single voice [7], lung ultrasound, Computerized Tomography (C.T.),
and X-ray images were used. With the emergence of the coronavirus
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pandemic, researchers turned their attention to the rapid and accurate
diagnosis of this disease through medical images such as C.T. and
X-rays. Many studies on the diagnosis of COVID-19 disease through
imaging had two limitations. First, some studies were only able to clas-
sify the two states of COVID-19 and normal [8,12,13,21-36]. Second,
some studies have used C.T. images, which have problems such as high
cost compared to CXR, limited access in less privileged areas, the need
for a specialist to examine the images, and so on [45-48]. As the disease
spread rapidly around the world, there was not enough opportunity
for researchers to create a dataset with sufficient data volumes and
standard images. Since the presence of unusable data in datasets can
reduce the accuracy of the models that use those datasets, the quality of
the data must be ensured before entering the data into the model. There
are several ways to assess image quality. Some of them need a reference
image for evaluation. Some also work without a reference image [49].
To assess the quality of medical images in the real world, particularly
in relation to the evaluation of images related to COVID-19 datasets,
due to the lack of a reference image, only non-reference image quality
evaluation methods can be used [50,51]. Dubbed Blind/Referenceless
Image Spatial Quality Evaluator (BRISQUE) is one of the methods
of evaluating images without reference, which evaluates the quality
of images only using mathematical equations such as Gaussian [52].
After filtering the images, there is a need for a model to teach the
classification of images into categories such as COVID-19, normal,
or pneumonia images. There are many pre-trained models for image
classification [53]. Some of them have been widely used in research
related to the classification of COVID-19 images due to their simplicity,
small size, and acceptable accuracy [54-58]. One of the most common
options for the classification of COVID-19 images is the Xception model,
which is also supported by Google and Keras. A simple view of this
model is shown in Fig. 2. The data first passes through the entry flow.
After that, they pass through the middle flow (in this intermediate
stage, it repeats itself 8 times) and finally through the exit flow.

As mentioned earlier, convolution and pooling layers are two main
parts of a CNN model. Convolution and pooling are used for feature
extraction and spatial dimension reduction, respectively. Making mi-
nor acceptable changes to different model parts can improve model
performance for specific applications. As can be seen in Fig. 2, the
Xception model uses four max pooling operators. If an error occurs
for various reasons, such as noise in images, the uncertainty created
cannot be filtered by max pooling. This uncertainty will be spread
to the following layers. One way to reduce this problem is to make
the pooling function more flexible. For example, fuzzy pooling can be
flexibly used to reduce dimensions [59,60]. Another problem with deep
learning in diagnosing COVID-19 disease is the imbalanced datasets.
An imbalanced dataset can lead to problems such as overfitting and
unreliability of results. Various solutions have been proposed to deal
with such a problem. One of these methods is oversampling, which
artificially increases the class elements of the dataset in the minority.
One of the disadvantages of this method is that part of the processing
required to learn the model is spent on analyzing artificially created
data. Opposite to the oversampling method is the undersampling, in
which some data related to the majority class are removed. Since the
small size of the COVID-19 dataset itself is one of the deep learning
problems, omitting some data can exacerbate the problem. Another
method is to use weighted cross-entropy. In this method, instead of
manipulating the dataset, the weights of the minor and major classes
change with different coefficients during the training [61-63].

2.2. Related work

Multi-class classification has been applied in [1,6,9-11,28,64]. A
summary of some studies performed for the multi-class diagnosis of
COVID-19 disease using CXR images related to the two years ending
in 2022 is shown in Table 1. In addition to being more technically
complex than binary classifications, such classifications require more
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Fig. 1. Different methods for diagnosing COVID-19 disease. The continuous lines indicate the techniques which are considered in this paper, and the dotted lines are related to

other methods.

Entry Flow

(Convolution+ReLu)2X

Convolution

ReLu+Convolution

MaxPooling

MaxPooling

(ReLu+Convolution)2x

Middle Flow

| (Convolution+ReLu)2X |

|
|
|
|
| (ReLu+Convolution)2x
|
|
|

MaxPooling

E | MaxPooling |

| GlobalAveragePooling |

Fig. 2. A simplified design of the Xception model, which has three phases; entry, middle, and exit flows, respectively with four max pooling.

Table 1

Multi-class classification of COVID-19 detection using CXR images. The fourth column shows the total number of dataset elements and the distribution of the number of COVID-19,

normal and pneumonia elements in three classes.

Ref. Year Model Cases/Cov./No./Pn. COVID/Total Accu. F1
[1] 2020 Xception 1125/125/500/500 11.11% 97.40% 0.97
[2] 2020 Bayes-SqueezeNet 5949/76/1583/2839 1.28% 98.30% 0.98
[64] 2020 MobileNetV2 + SqueezeNet 458/295/65/98 64.41% 99.27% 0.97
[6] 2020 COVID-Net 13,962/358/8066/5538 2.56% 93.30% -
[9] 2021 EfficientNet 16634/5634/6000/5000 33.87% 93.48% 0.93
[10] 2021 EDL-COVID 15477/573/8851/6053 3.69% 95.00% -
[11] 2021 EfficientNetB4 2878/219/1341/1345 7.61% 98.04% 0.98
[28] 2021 ULNet 2878/219/1314/1345 7.61% 95.25% 0.93
[14] 2021 DenseNet 15498/590/8851/6057 3.81% 92.00% -
[30] 2021 MFBCNNC-II 6939/2313/2313/2313 33.33% 94.37% -
[65] 2021 Fuzzy based VGG16 +Xception+InceptionV3 3975/752/1639/1584 18.92% 93.81% -
[66] 2021 The Exemplar model (fuzzy tree transform) 435/135/150/150 31.03% 97.01% -
[671 2021 xViTCOS 8214/2358/1583/4273 28.71% 96.00% 0.96
[68] 2021 Fuzzy model with 9 layers 1551/224/504/700 14.44% 93.53% 0.93
[31] 2022 SARS-Net 15254/358/6045/8851 2.34% 97.60% -
[69] 2022 CMTNet 33951/2513/10270/21168 7.40% 98.79% 0.74

accurate and larger datasets to provide reliable results. In [1,6,14,
28,30,31], transfer learning has been used to deal with the lack of
X-ray images in the dataset. In [2], SqueezeNet was used as a pre-
trained model. Different offline augmentation was used to deal with
the lack of images in the dataset. In [64], MobileNetV2 and SqueezeNet
models were introduced. The Support Vector Machine (SVM) method
was used for multi-class classification. Nigam, B., et al. [9] used VGG16,
DenseNet121, Xception, NASNet, and EfficientNet models. NASNet per-
formed with the highest accuracy, with 93.48%. In [14] three pre-
trained models named DenseNet, InceptionV3, and Inception-ResNetV4
were used, with DenseNet providing the highest accuracy in multi-
class classification with 92%. Similarly, [30] used the LeNet-5, VGG-16,
and ResNet-18 models. Okolo, G.I., et al. in [11] examined eleven

deep convolutional neural network architectures under three different
approaches.

Imbalanced datasets and the presence of noise in images are two
major challenges for classification [6,10,28,68,69]. In [6], a dataset
with 13975 images was used. Nevertheless, this dataset was so im-
balanced that only 2.56% of the images were related to COVID-19.
Tang, S., et al. in [10,14] used a combination of multiple models as
an ensemble learning architecture to overcome data-related problems.
Malhotra, A., et al. in [69] used two different datasets with a total of
33,951 images. Although an accuracy of 98.7% was achieved, only 7%
of dataset images were related to COVID-19, and the precision value
was only 64.12%. In [70], on the one hand, the problems caused by
the small number of dataset elements for learning were investigated.
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Fig. 3. The proposed model for multi-class classification of CXR images which has four steps, dataset merging, data preprocessing, fine-tuned Xception, and softmax and classification.

On the other hand, with the help of conditional generated adversarial
networks, it was tried to reduce the effect of undesirable effects. It
is shown that the lack of accurate data can lead to the extraction of
uninformative features so that the model shows unrealistically high
accuracy. In [68], fuzzy logic was used to improve the pixel intensity
and reduce background noise. By doing so, two problems of deficiency
and the quality of datasets were considered. In [11], a new model,
which is a combination of CNNs and graph convolutional networks was
proposed with an accuracy of 97.60%. Bhowal, P., et al. in [65] also
used ensemble learning by use of three different sets of fuzzy measures
to leverage the classification accuracy. In [66] a three-level fuzzy-
tree is constructed, which acts like convolution. In [67], a multi-stage
transfer learning technique was used to deal with the problem of data
scarcity. Since uncertainty and imprecision are integral to image data
in datasets, some literature proposes fuzzy classifiers. Some examples
are presented in [71-74]. It is shown in [72] that similar images can
be classified into similar classes using the fuzzy classifier.

3. Proposed approach

The proposed model is depicted in Fig. 3, which has four steps. In
the first step, CXR images of two datasets are received, including images
of COVID-19 disease, normal images, and images of various types of
pneumonia. Then, some damaged and noisy data are removed in the
preprocessing data stage. The BRISQUE plays the role of a preliminary
stage to enhance the quality of care and reduce the dimensionality
of the dataset, which can decrease the probability of overfitting and
improve model accuracy [75-77]. In the third step, an Xception learn-
ing model is used, which is fine-tuned using fuzzy pooling. Among the
various CNN models, Xception is chosen as a representative model in
this paper. In addition, the Xception model provides some separable
and optional parts that ease max pooling replacement by fuzzy pool-
ing [58]. In the fourth stage, the usual softmax operation is applied to
the output of the Xception model to prepare the model for classifying
images into three categories. Then the selection of one of the categories
entered from the softmax is performed. Afterward, in case of a false
positive or false negative occurrence in any of the classes, based on
the frequency of that class in the dataset, the weight of classification in
cross-entropy is changed for the next stage of learning. In the following
sections, each step is discussed in detail. In addition, Table 2 lists the
all used notations throughout this section.

3.1. Data merging

In the data merging step, CXR images are obtained from two dif-
ferent datasets. One of the datasets includes normal images and images
related to types of pneumonia [78]. The second dataset contains normal
CXR and COVID-19 images [79]. By performing this integration, multi-
class classification between normal images, COVID-19, and types of
pneumonia becomes possible.

Table 2

Nomenclatures and their respective description.
Symbol Description
7. Fuzzy sets
U All output values for activation functions of the

convolution layer

x Replaces softmax values
14 Number of fuzzy sets (f,)
me, Membership functions for fuzzy sets
T Volume of feature maps
™ A spatial feature map
z The total number of feature maps
n Depth of a certain feature map
k Pooling window size (kxk)
d, The number of elements (CXR images) in class ¢
p Volume of patch
P A spatial patch
P A set of volume patches at depth n and location i and j
ol Fuzzy patch
S Fuzzy algebraic sum
fr The highest value of S;pv'
pr Defuzzification
C The number of classes (in this case, 3)
a, cth element of the estimated vector for the class ¢(1,2,3)
b, cth element of the normalized ground truth vector
c Is an integer ¢ € [1,C]
Zi The elements of the input vector to the softmax function
L(a,b) Cross-entropy loss function
LW (a,b) Weighted cross-entropy loss function
We Cross-entropy loss function weight for class ¢
Inp(i, j) Image intensity in pixel (i, j)
I/rﬁu(i, ) Image luminance in pixel (i, j)
N Width and Height of an image
H Local mean field of original image
c Local variance field of original image
Hor(i, j) MSCN horizontal coefficient
Ver(i, j) MSCN vertical coefficient
Dial(i, j) MSCN left-diagonal coefficient
Dia2(i, j) MSCN right-diagonal coefficient

3.2. Data preprocessing

A summary of the steps in the preprocessing stage is presented in

Algorithm 1.

Algorithm 1 Steps related to the preprocessing stage

Receive image from Dataset
if image format= .png then

Convert to .jpg
end if

Change image dimensions to 299 x 299 pixel
Call BRISQUE (Figure 6)
if BRISQUE index > 38 then

Delete image
end if

Send the image to Fine-tuned Xception stage
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Fig. 4. Different types of noise in CXR images. From left to right, salt and pepper, Poisson, speckle, and Gaussian noises, respectively.
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Fig. 5. Distribution of BRISQUE scores on a sample of 1544 CXR images. Values greater than 38 means that those images have much more noises in comparison to others, which

are shown in red color.
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Fig. 6. Different steps of the BRISQUE algorithm, extracting Natural Scene Statistics (NSS), feature vector calculation, and predicting the quality score.

In the preprocessing stage, images are first received from the
dataset. Different formats were converted to .jpg. The size of the images
is then reduced to 299 by 299 pixels. The next issue is dealing with
noisy images. As shown in Fig. 4, four common noises in CXR images
include salt and pepper, Poisson, speckle, and Gaussian noise are
deleted. In order to remove noises, the BRISQUE filter which is a noise
detection and quality measurement tool without a reference image has
been applied. The evaluation index between zero for images without
noise and up to one hundred means the strongest possible amount of
noise. Fig. 5 shows the distribution of BRISQUE scores on a sample
of 1544 images used in this article. Images with a BRISQUE index
above 38, which were obtained with trial and error that accounted for
about 10% of all images, are removed. By doing this, the scattering
of noisy images is reduced. Fig. 6, shows the three main steps of
the BRISQUE algorithm, which are: extracting Natural Scene Statistics
(NSS), feature vectors, and quality scores, respectively [52]. In Fig. 7,
pseudocode of the BRISQUE algorithm is depicted, which includes steps
and computational complexity. Images that pass through the BRISQUE
filter are taken to the next (Fine-tuned Xception) stage. In the following
sections, each of these steps, extracting NSS, feature vector calculation,
and quality score prediction is explained.

Step 1: Extracting Natural Scene Statistics The intensity distribution
of pixels for a noiseless image is different from a noisy or distorted im-
age. This difference in distributions becomes more apparent when pixel
intensities are normalized. According to Fig. 8, after normalization,
the noiseless image pixel intensity distribution follows the Gaussian
distribution. In the BRISQUE algorithm, Mean Subtracted Contrast
Normalization (MSCN) is used for normalization. As shown in Eq. (1),
in order to calculate the MSCN coefficients, the intensity of the image
Inp(i, j) in pixel (i, j) must be converted to the luminance of the image
fn\p(i,j) in pixel (i, j) [52].

. . Inp(i,j)— uG,j)

1 = 1
np(i, j) o)+ ] M

where i=1, 2, ..., N and j=1, 2, ..., N. N is the height and width of

an image.

The u and ¢ functions are the local mean field and the local variance
field of the original image, respectively. “Local” means that calculations
are performed at any moment for a specific pixel and its adjacent
pixels. Through MSCN, the normalized intensity of pixels is measured.
However, the comparison between noiseless and noisy images is not
limited to the intensity distribution of pixels, and the relationship
between a pixel and its neighboring pixels should also be considered.
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n(i, j):
for(i=0;i<n;i++)
forG=0; j<n; j++)
Mu = conv2d(Inp)

o(i.j):
for(i=0;i<mni++)
forG=0;j<mn; j++)
Sigma =+/conv2d(Inp; ;) — Muy j))?
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Inp i jy—Mugi.j
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Pair-wise Products:
int shift = {(0,1),(1,0),(1,1),(-1,1)};
for(int itr_shift = 1; itr_shift <=4; itr_shift++){
int* reqshift = shifts[itr_shift - 1] :
for(i=0;i<n;i++) itom®)
forG=0; j<n; j++)
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}
}
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-

Fig. 7. The pseudocode of the BRISQUE algorithm includes steps and their computational complexity related to extracting natural scene statistics (step1), feature vectors calculation
(step2), and BRISQUE score calculation (step3).
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Fig. 8. Comparison between Mean Subtracted Contrast Normalization (MSCN) of an image and the Gaussian distribution. (a) example of CXR image with minimal noise; (b) with
added noise.

The statistical relationships between neighboring pixels are computed Hor (i, j) = Inp(i,j) Inp (i, j + 1)
using the empirical distributions of pairwise products of neighboring Ver(i,j) = Inp(i,j) InpGi+1,J))
MSCN coefficients. For this purpose, four directions can be considered: Dial (i, j) = Inp G, ) TnpGi + 1,/ + 1) @

horizontal, vertical, left diagonal, and right diagonal. In Eq. (2), the

Dia2(i,j)=Inp(i, /) Inp(i+1,j — 1
relevant equations of each of the orientations are presented [52]. (@0 p(Q.J) Inp( i=b
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Fig. 9. The extended version of the Xception model which already mentioned in Fig. 2, where four max poolings are replaced by fuzzy poolings.

Fuzzification
§ | Input T |
i ! Aggregation
: | Extract P from T | b :
H H Forv=1..V H
H v H H
: For each p from : Forn=l..z H
: Forv=1..V g Calculate Eq.5 § ‘ Defuzzification ‘
§ For n=1...z H v H H H
: Calculate Eq.4 ‘]:> | Calculate Eq.6 | ’ﬂ d | Calculate Eq.7 §

-

Fig. 10. Three steps of fuzzy pooling in which fuzzification decomposes inputs into fuzzy sets, aggregation starts pooling operations, and defuzzification assigns a fixed value to

the aggregated fuzzy set.

Step2: Feature vectors calculation

In this step, five images that have been obtained using Egs. (1)
and (2) are received and a feature vector is produced, which contains
an array of elements. The first element is obtained by matching the
MSCN image with the Generalized Gaussian Distribution (GGD), for
the variance. The other elements include matching each of the images
related to orientations with Asymmetric Generalized Gaussian Distribu-
tion (AGGD). Each orientation consists of four parameters: shape, mean,
left variance, and right variance.

Step3: Predict image quality score using SVM

In the third step, the trained LIBSVM package which is an integrated
software for support vector classification, [80] is used to predict the
score. In this case, feature vectors are first scaled to values between —1
and 1. Then these values are mapped to numbers in the range of 0 to

100. Zero represents images without noise, and as the numbers go up,
the amount of noise also increases.

3.3. Fine-tuned Xception

Fig. 9 shows a fine-tuned model of the original Xception model. A
simple design of this model has already been shown in Fig. 2. In the
fine-tuned Xception stage, the data is entered into an Xception model.
In this model, instead of max pooling, fuzzy pooling is used to prevent
the propagation of uncertainty (due to the presence of various noises in
the images) in different layers of the model. As shown in Fig. 10, the
fuzzy pooling operation can be divided into three main parts, which
include fuzzification, aggregation, and defuzzification. Fig. 11 shows
the fuzzy pooling architecture. A fuzzy set is a class of objects. This
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Fig. 11. Fuzzy pooling architecture includes volume patch with Z feature map, membership functions, fuzzy patches, algebraic sum, and select the highest score patches.

class consists of a sequence of degrees of membership. A fuzzy set is
characterized by a membership function (characteristic) so that each
element in a patch is assigned a membership degree in the range of 0—
1. To extract a set of patches from the input volume, a sliding window
with dimensions K by K (here K = 3 and stride 2) is applied to the
features. Fuzzy Pooling function is based on fuzzy c-means idea. In
fuzzy c-means, the dataset is divided into clusters and each data point
in a cluster is assigned a certain degree. But in fuzzy Pooling, clusters
are formed in patches, and a set of patches form a volume.
Operations are performed on feature maps extracted from a con-
volution layer. Uncertainty in the values of these feature maps can be
modeled with a fuzzy set. This model is presented in Eq. (3) [60].

fu=((x.me, (x)|x € U)),

v=1,...,V, )

In Eq. (3), U is equal to all output values for activation functions of
the convolution layer and x € R replaces softmax values. Variable V'
represents the number of fuzzy sets (7v) and me, is equal to member-
ship functions for fuzzy sets, that is used to represent small, medium,
and large values of fuzzy patches. The calculation method of me, is pre-
sented in [60]. T represents a set of z-features, T = {T"|n = 1,2,..., z}.
Each T input volume can contain a set of specific p"” patch volumes
extracted from 7" feature maps, so that: p = {p"|n = 1,2,..., z}. Now, if
we consider P} to be a set of volume patches at depth n and location

iand j,i=1.. k j =1..k, n = 1...z. In this case, for each p" patch, the
fuzzy patch fp! is defined as Eq. (4) [60].

me,, (p’l"l) me, (p’l’,k>
me,, (p;"k> me,, (pzyk)

The pooling operation begins with the aggregation of the fuzzy
patch values. A fuzzy algebraic sum (Eq. (5)) is used for this pur-
pose [60].

kK
n —_ 7 —
5tp, —2 Efpvi./ , n=12.,z
i= Jj=

fr' (Eq. (6)) is used to select patches with the highest degree of
confidence that obtains the highest value of s?p [60].

fp) =me, (p") = (C)]

)

fr= {fp"':fp |v—argmax(sfp ), n= 1,2,...,2}. (6)

In the last step, the dimensions must be reduced. Dimensions on
each patch are reduced by defuzzification (Eq. (7)) [60].

k

k 'n .n
’ M’ n=12..,z
fp @

p"= T
where p' = {p"ln: 1,2,...,2}.

B Pneumonia

Normal

H Covid-19

Fig. 12. Distribution of COVID-19, normal and pneumonia classes in the non-filtered
dataset.

3.4. Softmax and classification

As mentioned earlier, one of the problems with COVID-19 image
datasets is data imbalance, which can lead to overfitting, and reducing
model performance and accuracy. As shown in Fig. 12, the dataset is
used to learn the diagnosis of COVID-19 disease from normal conditions
or pneumonia samples including imbalance classes. The imbalance
in data classes can make a negative impact on the learning process.
Although two datasets are combined to solve the imbalanced data
problem, it is still not sufficiently balanced. Meanwhile, fuzzy pooling
increases the complexity of the model [60], which can lead to an
increase in the probability of overfitting. Weighted multi-class cross-
entropy can reduce the effect of overfitting [73]. To deal with the
data imbalance problem, we use weighted multi-class cross-entropy. In
softmax, a set of values are generated for classes (Eq. (8)). In this case,
the loss value is calculated as Eq. (9). In these equations, C represents
the number of classes, b, is equal to the cth element of the normalized
ground truth vector, and q, is equal to the cth element of the estimated
vector for class c¢(1,2,3). Since learning means weight change and can
be done in the cross-entropy loss function, a value of W is added to
the equation of cross-entropy loss function Eq. (10) [63]. As shown
in Eq. (11), the value of W is directly related to the inverse of the ratio
of the number of elements in a class to the total data elements.

Zin
SoftmaxZ;, = 3exp ®
o expie
L(a,b)==Y>_ b, xlog (a,) ©)
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(a)

Fig. 13. Samples of three different image data categories from CXR-related datasets. (a) COVID-19 samples, (b) Normal samples, and (c) Pneumonia chest images.

Table 3
The number of COVID-19, normal, and pneumonia samples in two datasets, covidx-cxr2
and chestXRAy2017, before and after their combination.

covidx-cxr2 dataset

COVID-19 Normal Pneumonia
Non-Filter 16690 13793 0
Filtered 14270 12796 0
ChestXRAy2017 dataset
COVID-19 Normal Pneumonia
Non-Filter 0 1534 4273
Filtered 0 1412 3788
Overall
COVID-19 Normal Pneumonia
Non-Filter 16690 15327 4273
Filtered 14270 14208 3788
3
LW (a,b) ==Y \W, x b, xlog (a,) (10)
c=1
- Vd, +1 an
€T 24

c

4. Experimental results and evaluation
4.1. Datasets

As shown in Fig. 13, our experiment involves the separation of
three different classes of CXR images. Since there was no single dataset
that had a significant volume of all three COVID-19, normal and
pneumatic classes at the time of writing, we used the combination of
two datasets [78,79]. By combining two datasets and applying filtering
operations we improved our dataset with three classes. In Fig. 14 our
dataset is compared with some other datasets in terms of the number
of samples in each category that have been used in various literature.
The BRISQUE operations have been applied to our dataset for removing
noisy images. Table 3 shows the details of two datasets, covidx-cxr2 and
ChestXRAy2017 and their merging before and after applying filtering
operations. As can be seen in this table, some noisy images have been
removed in each category.

4.2. Environmental setup and criteria

Experiments have been performed on the Keras API and the Google
colab-notebook. The number of image samples in the training, val-
idation, and test phases for both non-filtered and filtered combined
datasets are depicted in Table 4. We use the confusion matrix to

Ours (36290)

DI5 (33951)

D5 (16634)

D11 (435) «
D3 (458) «

DI (1125)
DI3 (1428)

D8 (15498)

D7 (2905)
pIET D6 (15477)
D2 (4498)

D9 (6939)
D14 (15254)

DI2 (8214)

D4 (113962)

Covid-19 Normal S0 Pneumonia (I

Fig. 14. A comparison between the used dataset in this paper with some other datasets
which have been used for multi-class classification of COVID-19, from the number of
all images and the ratio of classes point of view D1: [1], D2: [2], D3: [64], D4: [6],
D5: [9], D6: [10], D7: [11], D8: [14], D9: [30], D10: [65], D11: [66], D12: [67],
D13: [68], D14: [31], D15: [69].

evaluate the proposed techniques using criteria of precision, recall, F1-
Score, and accuracy which their equations are represented in (12), (13),
(14), and (15).

TP

Precision = ———— (12)
TP+ FP
Recall = _TIr 13)
TP+ FN
F1 - Score = 2.Recall.Prec1bs1'on (14)
Recall + Precision
Accuracy = TP+TN (15)

TP+TN+FP+FN
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Fig. 15. Confusion matrix for four test experiments, non-filtered dataset, filtered dataset, fuzzy pooling, and weighted cross-entropy.

Table 4
Number of training, validation and test samples in each class, COVID-19, normal, and
pneumonia in non-filtered and filtered dataset.

Table 5
Details of precision, recall, F1-Score and accuracy values for four experimental tests
for three classes.

Non-filtered combined dataset Steps Class Precision | Recall | F1-Score | Accuracy ‘
" COVID-19 0.83 0.83 0.83 0.84
Class # of images Training Validation Test Non-filtered Normal 0.82
dataset (1) . .
COVID-19 16690 11685 1667 3338 Pneumonia 0.55 0.81
Normal 15327 10732 1530 3065 ‘
Pneumonia 4273 2994 425 854 . COVID-19
Filtered N 1
Filtered combined dataset dataset (2) orma
Pneumonia
Class # of images Training Validation Test
COVID-19 14270 9991 1425 2854 COvVID-10
Normal 14208 9947 1420 2841 Fuzzy Normal
Pneumonia 3788 2656 375 757 pooling (3) Pneumonia
Weighted COVID-19
cross-entropy Normal
4.3. Evaluation results (&) Pneumonia
In order to compare the performance of the proposed techniques 100 Test 4
with the baseline model and datasets, we have divided our experimen- Test 2 Test 3
tal results into four test categories which are as follows. 2 95
<
) . . 5 90 Test 1
1. Non-filtered dataset: Experimental results have been obtained 3
for non-filtered combined datasets and classification has been < 85 l
performed by the softmax function. 80
2. Filtered dataset: Experimental results have been obtained for Non-filt Filtered  Fuzzy Pooling Weighted
filtered combined datasets and classification has been performed ered Dataset cross-entropy
by softmax function. Model Tests
3. Fuzzy pooling: Experimental results have been obtained for

filtered combined dataset and four max pooling in the Xception
model are replaced with fuzzy pooling.

4. Weighted cross-entropy: All operations are the same as the
third test and weighted cross-entropy is also used.

The confusion matrices for four test categories are depicted in
Fig. 15. In the second test, by applying the BRISQUE filter to the data,
the false positive value is reduced by half. A detailed comparison of
the four mentioned tests using precision, recall, F1-Score, and accuracy
criteria is depicted in Table 5. In addition, the overall accuracy of
applying different proposed techniques is depicted in Fig. 16. The
overall accuracy has been improved in each test in comparison with
the first test, the baseline model. As can be seen in these results, using
fuzzy pooling instead of max pooling improves the accuracy in the
experimental test 3 in compared to tests 1 and 2. One of the main
reasons for this behavior is that in the max pooling, most features are
ignored and only one feature with the highest value is considered. As
a result, the information provided by the feature map is distorted and
uncertainties and noises will be able to propagate to other layers. While
using fuzzy pooling we deal with uncertainties in feature values which
lead to better preservation of the original feature map information.
The best performance has been achieved in experimental test 4 where
results have been obtained for filtered combined datasets and applying
both fuzzy pooling and the weighted cross-entropy in the model.

10

Fig. 16. Overall accuracy for four experimental tests, non-filtered dataset, filtered
dataset, fuzzy pooling, and weighted cross-entropy.

The accuracy of training and validation as well as the amount of loss
in training and validation for tests 3 and 4 which had the best results
among other tests are shown in Fig. 17. After using weighted multi-class
cross-entropy, the gap between training and validation is reduced. In
addition, the probability of overfitting is also reduced. Moreover, by
looking closely at both graphs, it can be seen that in the absence of
weighted multi-class cross-entropy, the learning process requires more
than 80 epochs to achieve stability. While by using weighted multi-class
cross-entropy, after about 45 epochs, the learning process stabilizes.

5. Conclusions

In the medical field, automatic diagnosis of diseases with the help of
computer tools has led to increased accuracy and reduced costs. Among
its practical applications is the automatic diagnosis of lung diseases
such as COVID-19.

In order to diagnose COVID-19 disease through medical images
related to the chest, features must be extracted from the image. The
presence of other lung diseases, such as various types of pneumonia,
has made the diagnostic operation time-consuming, error-prone, and
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Training and Validation Loss for Test 3
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Fig. 17. Training and validation accuracy and loss for experimental tests, fuzzy pooling (3) and weighted cross-entropy (4).

requires specialized people. To overcome these limitations, a fine-tuned
convolutional neural network-based model using fuzzy operations was
proposed in this paper. By replacing max pooling with fuzzy pooling
in the Xception CNN model, noise propagation in different layers of
the model was countered. To improve the performance of pre-trained
Xception model, two tasks were performed before entering the data into
the model. First, two large datasets were combined to provide a dataset
with 36290 cases with more class diversity. The combination of these
two datasets allowed multi-class classification between normal, COVID-
19, and other types of pneumonia. Second, a referenceless filtering
tool (BRISQUE) was used to remove some of the noisy images in the
combined dataset. In addition, a weighted multi-class cross-entropy
was used at the end of the model to further address this problem. By
combining all these techniques and tools, the accuracy of the proposed
model reached 96.60%. After using weighted multi-class cross-entropy,
the training process stabilized in fewer epochs. In addition, the gap
between training and validation, which may lead to overfitting, was
narrowed.
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