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An  optimization  model  is proposed  to  redesign  the  supply  chain  of  spare  part  delivery  under  demand
uncertainty  from  strategic  and  tactical  perspectives  in  a planning  horizon  consisting  of  multiple  periods.
Long term  decisions  involve  new  installations,  expansions  and  elimination  of  warehouses  and  factories
handling  multiple  products.  It  is  also  considered  which  warehouses  should  be  used  as repair  work-shops
in  order  to store,  repair  and  deliver  used  units  to  customers.  Tactical  planning  includes  deciding  inven-
tory levels  (safety  stock  and  expected  inventory)  for each  type  of  spare  part  in  distribution  centers  and
customer  plants,  as  well  as  the  connection  links  between  the  supply  chain  nodes.  Capacity  constraints  are
also taken  into  account  when  planning  inventory  levels.  At the  tactical  level  it is  determined  how  demand
of failing  units  is  satisfied,  and  whether  to use  new  or used  parts.  The  uncertain  demand  is  addressed
ixed integer non-linear programming by  defining  the  optimal  amount  of  safety  stock  that  guarantees  certain  service  level  at  a customer  plant.
In addition,  the  risk-pooling  effect  is taken  into  account  when  defining  inventory  levels  in distribution
centers  and  customer  zones.  Due  to  the  nonlinear  nature  of  the  original  formulation,  a piece-wise  linear-
ization  approach  is  applied  to  obtain  a  tight  lower  bound  of the  optimal  solution.  The  formulation  can  be
adapted  to  several  industry-critical  units  and  the  supply  chain  of  electric  motors  is provided  here  as  an
example.
. Introduction

The integration of supply chain redesign and tactical decisions
uch as defining inventory levels and how supply chain nodes are
onnected is a challenging problem that can greatly impact the
nancial performance of a company. Rising transportation costs
re key factors in decisions about where to place factories and
istribution centers, and how much inventory to store. In addi-
ion, optimal inventory management has become a major goal in
rder to simultaneously reduce costs and improve customer service
n today’s increasingly competitive business environment (Daskin,
oullard, & Shen, 2002). For that reason, over the last few years,
here has been an increasing interest in developing enterprise-
ide optimization (EWO) models to solve problems that are broad

n scope and integrate several decision levels (Grossmann, 2005).
WO  involves optimizing the operations of supply, manufacturing

nd distribution activities of a company to reduce costs, inventories
nd environmental impact, and to maximize profits and respon-
iveness.
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Given a supply chain where some plants and distribution cen-
ters are already installed, the redesign problem consists of deciding
on new investments as well as eliminating installed assets that are
not profitable. Considering these types of decisions as an isolated
problem, without taking into account certain tactical and opera-
tional decisions, could have a negative impact on the performance
of the supply chain. Investment decisions in a supply chain directly
affect transportation and inventory costs. Therefore, an integrated
approach is required to obtain a more flexible and efficient supply
chain.

In the particular case of the electric motors industry, the rel-
evance of this problem is given by some key issues. On the one
hand, electric motors are expensive products, so keeping them in
inventory means tying a significant amount of capital. On the other
hand, a motor malfunction may  block the entire production of a
customer’s plant, and therefore obtaining a spare motor as soon as
possible is critical. The same applies for instance to wind genera-
tors, where energy is the only product.

Another special characteristic of this type of industry is given

by the type of product. Most contributions in the literature assume
that products are only moved forward in the supply chain, and only
the demand of new products is considered. In this case, the situa-
tion is more complex. As usual, demand can be originated by new

dx.doi.org/10.1016/j.compchemeng.2013.10.007
http://www.sciencedirect.com/science/journal/00981354
http://www.elsevier.com/locate/compchemeng
http://crossmark.crossref.org/dialog/?doi=10.1016/j.compchemeng.2013.10.007&domain=pdf
mailto:grossmann@cmu.edu
dx.doi.org/10.1016/j.compchemeng.2013.10.007
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Nomenclature

Sets
c criticality levels of motors
i factories
j warehouses
k end customers
p standard units
s special units
t time periods
CTks set that relates customers k with the special units s

that they allow to satisfy with used repaired units
JF subset of warehouses j that are already installed

(fixed) at the beginning of the horizon planning
KSCksc set that relates customers k with the order special

units s of criticality c they order
KTks set that relates customers k with the tailor made

units s they order
PSps set that define the special units s belonging to

standard unit p

Binary variables
uikst if factory i produces and delivers tailor made unit s

to end customer k in period t
vjkst if repair workshop j repairs special units s from cus-

tomer k in period t
wit if factory i is installed in period t
we

it
if factory i is expanded in period t

wu
it

if factory i is uninstalled (eliminated) in period t
xijpt if factory i produces and delivers standard units p to

warehouse j in period t
yjt if warehouse j is installed in period t
ye

jt
if warehouse j is expanded in period t

yu
jt

if warehouse j is uninstalled (eliminated) in period
t

zjkt if warehouse j delivers units to customer k in period
t

Positive variables
cejt capacity expansion of warehouse j in period t
cefit capacity expansion of factory i in period t
lksct net lead time of customer k for special unit s of crit-

icality c in period t
l′
jksct

net lead time of customer k if special unit s of criti-
cality c is provided by factory i in period t

mksct net lead time of customer k for tailor made unit s of
criticality c in period t

m′
iksct

net lead time of customer k if tailor made unit s of
criticality c is provided by factory i in period t

njpt net lead time of warehouse j for standard unit p in
period t

qjt capacity of warehouse j in period t
qfit capacity of factory i in period t
sjpt guaranteed service time of warehouse j to its suc-

cessive nodes in the supply chain for standard unit
p in period t

ssjpt safety stock of warehouse j for standard unit p in
period t

ucjt capacity eliminated from warehouse j in period t
(when the warehouse is uninstalled)

ucfit capacity eliminated from factory i in period t (when

�used
jkst

amount of demand of special units s from cus-
tomer k satisfied with used units from repair
workshop j

�new
ikst

amount of demand of tailor made units p from cus-
tomer k satisfied with new units from factory i

�used
jkst

amount of demand of tailor made units s from
customer k satisfied with used units from repair
workshop j

Parameters
b1ks unit annual lost sales cost for special units at cus-

tomer k
c1ij unit transportation cost from factory i to warehouse

j
c2jk unit transportation cost from warehouse j to cus-

tomer k
c3ik unit transportation cost from factory i to customer

k
dks fraction of demand that is back ordered or lost

(customer disservice) for special unit s from end
customer k

ecj expansion investment cost for warehouse j
ecpi expansion investment cost for factory i
fj investment cost for installing warehouse j
fpi investment cost for installing factory i
gj variable handling cost of warehouse j
GIis guaranteed service time of factory i for tailor made

units
gpi variable production cost of factory i
grjp variable repairing cost of repair workshop j for

standard unit p
gr′

js
variable repairing cost of repair workshop j for tailor
made units

h1jp unit safety stock cost for standard unit p in ware-
house j

h2k unit safety stock cost at customer k
ICj initial capacity of warehouse j
ICFi initial capacity of factory i
ir interest rate
ofcj operational fixed cost for warehouse j
pfci operational fixed cost for factory i
Qks reorder quantity for special unit s from end cus-

tomer k
QDCUP

j
maximal capacity expansion in each period for
warehouse j

QPUP
i

capacity of factory i
Rksc guaranteed service time expected by customer for

special units of criticality c
rpks repairing probability of special unit s from customer

k
SIip guaranteed service time of factory i for standard unit

p
t1ijp order processing time of warehouse j for standard

unit p if it is served by plant i, including mate-
rial handling time in j, transportation time from
plant i to j, and inventory review period in the
warehouse

t2jkp order processing time of customer k for standard
unit p if it is served by warehouse j, including mate-
rial handling time in k, transportation time from
the factory is uninstalled)
�new

ijkpt
amount of demand of standard units p from cus-
tomer k satisfied with new units from factory i and
warehouse j
warehouse j to k, and inventory review period in
the customer site
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t3iks order processing time of customer k for tailor made
units if it is served by plant i, including material
handling time in k, transportation time from plant
i to k, and inventory review period in the customer
site

tsujp average time that used standard units p are kept in
storage in warehouse j

ttujs average time that used tailor made units s are kept
in storage in warehouse j

ucJ investment cost if warehouse j is uninstalled
ucpi investment cost if factory i is uninstalled
˛p production factor rate for standard unit p
ˇp size factor for standard unit p
ˇ2s size factory for special units
�jp safety factor of warehouse j for standard unit p
�2ks safety factor of customer k for special units
�ksct mean demand of special units s of criticality c from

customer k in period t
�1jp unit inventory cost for standard unit p in warehouse

j
�2kp unit inventory cost for standard unit p in customer

k
�ksct demand standard deviation of special units s of crit-

icality c from customer k in period t
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ustomers or new investments at customer sites. However, in addi-
ion, motors or other units that are already in use can fail. In this
ase, clients require replacing the failed component. An important
ecision in this context is whether to replace failed parts with new
nits or with repaired products. The latter give rise to reverse flows
ince failed units must be shipped from the customers to the service
enters for repair. An efficient inventory management of new and
sed units in the supply chain warehouses is another challenge of
his problem.

Customer plants typically have tens or more different types of
otors or other units in their production processes, and identi-

al units can be used for a variety of purposes. According to the
ype of unit and its application, the criticality of a given unit can be
ery different so the time a customer can wait for a replacement is
ase dependent. If the time requirement is very tight, it might be
ecessary to have some emergency stock at the customer sites.

Taking into account that a motor demand is uncertain and that
t depends on the failure rate, a responsive supply chain can only
e guaranteed when an effective inventory management, as well
s an appropriate distribution and storage structure are planned
ogether. Furthermore, demand uncertainty might also have a rel-
vant influence on the warehouse capacities. In that sense, if the
lan for storage capacity does not consider demand uncertainty, it
ight be infeasible to provide the spare parts as required.
You and Grossmann (2010) propose an optimization model to

esign a multi-echelon supply chain and the associated inven-
ory systems under demand uncertainty in the chemical industry.
he original model is a Mixed Integer Non-Linear Programming
roblem (MINLP) with a non-convex objective function for which
hey develop a spatial decomposition algorithm to obtain near
lobal optimal solutions with reasonable computational expense.
he supply chain involves one product, and design decisions con-
ider the installation of new distribution centers, but no expansions

r elimination of installed warehouses are considered since the
odel assumes only one planning period. Our approach extends

his previous work introducing new considerations regarding the
articular industrial context for electric motors and other similar
ical Engineering 62 (2014) 194– 210

parts, and complexities from the modeling point of view and novel
concepts that were not considered before.

We develop an optimization model to redesign the supply chain
of spare parts or units under demand uncertainty from strategic and
tactical perspectives in a planning horizon consisting of multiple
periods. The main objective is to redesign an optimal supply chain
for the spare parts minimizing costs and deciding where to place
assets, which installed warehouses and factories should be elimi-
nated, what are the stock capacities and safety stocks required, as
well as how to connect the different echelons of the supply chain
in order to satisfy uncertain demand of spare parts.

The uncertain demand is addressed by defining the optimal
amount of safety stock that guarantees certain service level at a
customer plant. In addition, the risk-pooling effect described by
Eppen (1979) is taken into account when defining inventory levels
in distribution centers and customer zones. One additional consid-
eration is given by the inclusion of lost sales costs in the objective
function, which was extended from the work by Parker (1964). Due
to the nonlinear and large size nature of the original formulation, a
piece-wise linearization algorithm is applied to obtain the optimal
solution.

This article is organized as follows. In Section 2, a brief litera-
ture review is presented showing different approaches to represent
demand uncertainty as well as the analysis of inventory systems
under deterministic and uncertain contexts. The major objective
of Section 3 is to characterize and describe the problem addressed
in this article, giving some details regarding the challenges, indus-
try issues and main decisions considered. Section 4 presents the
approach applied in this work to handle demand uncertainty and
some new considerations related to lost sales. The model formula-
tion is presented in Section 5 while Section 6 describes the solution
approach. Sections 7 and 8 show results and conclusions, respec-
tively.

2. Literature review

2.1. Previous works

Some previous work from the literature address similar prob-
lems as the one in this paper. Daskin et al. (2002) introduce an
inventory-location model in which supply chain design decisions
integrate inventory considerations in order to minimize invest-
ment and logistic costs under demand uncertainty. It is assumed
that the connection between plants and distribution centers is
given. No limitation in storage and production capacity is consid-
ered and all delivery times from supplier to distribution centers are
the same. Given these assumptions and since storage decisions at
customer sites are disregarded, the inventory structure is consid-
ered as a single echelon system. A similar approach can be found in
Shen, Coullard, and Daskin (2003). Extending this approach, You
and Grossmann (2008) formulate an MINLP model and develop
effective algorithms for large-scale instances.

Santoso, Ahmed, Goetschalckx, and Shapiro (2005) propose a
stochastic programming model and solution algorithm for solving
supply chain network design problems of realistic size. Their solu-
tion methodology integrates the sample average approximation
(SAA) scheme, with an accelerated Benders decomposition algo-
rithm to compute high quality solutions to large-scale stochastic
supply chain design problems with a large number of scenarios.
The model decides which facilities to install, and how different
nodes should be linked in order to minimize investment, operating
and transportation costs. However, inventory management and the

associated costs are neglected. Since design decisions are assumed
over one period, no expansion or elimination of processing facilities
are considered. Bossert and Willems (2007) extend the guaranteed
service modeling framework in order to optimize the inventory
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Fig. 1. Stock evolution with (a) deterministic demand, (b)

olicy in a supply chain. Although they address numerous real
orld complexities regarding inventory management, no design
ecisions are considered since the supply chain configuration is
efined a priori.

.2. Approaches to model demand uncertainty

In order to cope with demand uncertainty, there are two  main
pproaches to consider. The first one uses a stochastic program-
ing model where uncertainty is considered directly using a

cenario based approach (Sahinidis, 2004). Each scenario is asso-
iated with certain probability of occurrence and represents one
ossible realization for the uncertain parameter. In general, there
re two or more stages in the decision process. In the first stage,

here and now’ decisions have to be made before the uncertain
arameter realization is known. In the second stage, ‘wait and
ee’ decisions are considered which are associated with a recourse
ction because they can be made after the random parameter is
nown. The main disadvantage of this method is that the model
ize tends to increase rapidly with the number of scenarios consid-
red. In addition, it is not always feasible to explicitly enumerate
ll possible discrete values of the uncertain parameter.

The second approach is to use a chance constraint approach in
hich each uncertain parameter is treated as a random variable
ith a given probability distribution (Charnes & Cooper, 1963),
hich is applied in several cases to model demand uncertainty

Gupta & Maranas, 2003; Rodriguez & Vecchietti, 2011; You &
rossmann, 2008). Applying this approach the demand uncertainty

s considered by specifying a demand level above the mean that
ust be satisfied. In this way, one strategy proposed by You and

rossmann (2008) is to define the safety stock as a decision variable

n the model and a guaranteed service level to reduce the short-
ge in the inventories. Even though this approach does not involve
cenarios, the model gives rise to non-linearities in the formulation.
rtain demand and (c) uncertain demand and safety stock.

Given the type of problem considered, if a two-stage stochastic
approach were used, the design decision would be selected in a
first stage, before demand is realized, and inventory levels would
be determined after demand is known. However, since the product
under consideration can be critical to a customer, the lead time
that the customer has to wait until the unit is ready to be used is an
important variable. In fact, the lead time accepted by the customers
might be rather short when a spare part fails, so a recourse action
would not be a feasible option in all cases. The second approach is
chosen because it defines a safety stock level at customer sites and
warehouses in order to guarantee the customer requirements.

2.3. Inventory evolution vs. demand in the deterministic and the
uncertain cases

From the inventory management point of view, one traditional
strategy to handle inventory is to consider a base stock policy,
which is also called order-up-to-level policy (Zipkin, 2000). Using
this method, the inventory is reviewed in every time period, and
the amount ordered is determined by the difference between the
base stock level and the inventory level at the time of review. If the
demand is deterministic, a constant demand rate is assumed so that
in every period the same amount is ordered, which is exactly the
total demand expected during the lead time period. This situation
does not hold when there is uncertainty. Uncertain demand means
that the exact amount that will be ordered by customers during
the inventory period is not known in advance even though some
probabilistic information regarding the demand can be assumed.
If the inventory level is not properly planned, and the demand is
greater than expected, lost sales or back-orders will take place. On

the contrary, if the demand is lower than forecasted, there will be
an excess in the inventory level. Fig. 1a and b shows different stock
evolutions in time horizon, considering deterministic and uncertain
demand, respectively. In our approach, we determine a minimum
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Fig. 2. Supply ch

evel of products to keep in stock (safety stock) in order to guaran-
ee that certain demand increase will be satisfied. In this case, stock
volution is shown in Fig. 1c.

. Supply chain redesign for spare parts

.1. Traditional supply chain redesign decisions

A three echelon supply chain with a given set of factories and
arehouses that produce and deliver multiple spare units to end

ustomers is considered.
Long term decisions involve new installations, expansions, and

limination of factories and warehouses. It is also decided which
arehouses should be used as repair work-shops in order to store,

epair and deliver the used (repaired) units to customers. In addi-
ion, the links between factories, warehouses and end customers

ust be selected. We  assume that several factories can provide one
arehouse with the same spare part, while each end customer is

ssumed to be served by only one warehouse. Fig. 2 represents the
ain design decisions in the supply chain structure, while Fig. 3

hows two capacity profiles for warehouse j1 which is fixed, mean-

ng that it is already installed at the beginning of the planning
orizon, and warehouse j2 which is installed in period 1.

Fig. 3 shows the following decisions for warehouses j1 and j2
see Nomenclature section):

Fig. 3. Comparison of capacity profiles for war
esign decisions.

• Warehouse j1 is already installed in the supply chain and the ini-
tial capacity is given by ICj1 . It is expanded in the first period which
is indicated by binary variable ye

j1t1
= 1. Capacity expansion is

given by cej1t1
. The same decision is made in period 3.

• Warehouse j2 is installed in period 1 which is indicated by yj2t1
=

1. This capacity expansion is given by cej2t1
. This warehouse is

expanded again in period 3. Therefore, total capacity in period
3 is given by qj2t3

= cej2t1
+ cej2t3

. In period 4 this warehouse is
eliminated from the supply chain, this is decided by yu

j2t4
= 1 and

the capacity uninstalled is given by ucj2t4
.

3.2. Types of products

Considering motors as a concrete example, these units can be
separated into two types. Motors produced in factories and han-
dled in warehouses are considered standard, i.e. they can be used
for multiple purposes. In most cases, some modifications need to
be applied to standard units in the warehouses in order to meet
end customer requirements. After this modification the motor is
considered a special one and can be shipped to the end customer.
This process is shown in Fig. 4 and can be also applied to other type

of products.

In  addition to the previous process, tailor made parts are spe-
cial units which cannot be related to the standard ones. They are
directly produced at the factory according to the end customer

ehouses j1 and j2 where j1 ∈ JF and j2 /∈ JF.
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made motors
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equirements. In this case, they are delivered from the factory to
he end customer, so the main decision is which factory will pro-
uce and deliver a given tailor made unit for an end customer, as
hown in Fig. 5.

Some end customers allow that when some special units fail,
hey can be replaced by used (repaired) units instead of new ones.
t is also assumed that some of the warehouses can act as repair

orkshops. As an example, Fig. 2 shows that warehouses j3 and j4
an repair spare parts and deliver them to end customers. For cus-
omers that accept used parts, the model decides what part of the
otal demand is satisfied with new units, and what part with used
nes, considering an upper bound which is given by the probability
hat a given special unit from a given end customer can actually be
epaired.
Deciding whether a customer order is satisfied with new or
epaired units has also an impact on the required delivery route.
ig. 6 shows that when new units are needed, the typical route
s from factories to warehouses, and then from warehouses to

i1
j1

j2

k1
standard p1 

k2

special s1 

Factories i Warehou ses j End Customer k

i2
standard p2 

NEW UN ITS

Fa

U

Fig. 6. Spare pa

Fig. 7. Demand probab
Factories i End Customer k

Fig. 5. Tailor made motors decision.

customers. When used repaired parts are selected the route is from
customers to repair workshops (which are also warehouses), and
after the repair the unit goes back to the customer. Transportation
costs, times and stock management are different according to the
route selected.

4. Demand uncertainty in the supply chain

4.1. Mean and target demand, safety stock and lost sales

As previously mentioned, current motors or other units installed
at end customers may  fail during operation. Spare part demand due

to failure rate is considered uncertain assuming it is a random con-
tinuous parameter with Poisson distribution, where the mean is
given by the average failure rate �year (parts/year). As an example,
assume that a spare part demand with failure distribution of mean

i1
j1

j2

k1

tailor  made s3 

k2

special s1 

special  s4 

special  s5 

ctories i Workshops j End Customer k

i2

SED REPAIRED UNITS

rts route.

ility distribution.
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Fig. 8. Demand uncertainty and safety stock.

year = 2000 parts/year, which is equivalent to a daily spare part
emand (�) of 5.4795 parts/day. Since a Poisson distribution is con-
idered, the standard deviation of the demand is given by � = √

�,
hich in this example is equal to 2.34. As shown in Fig. 7, if the stock

evel is placed to satisfy the mean value of spare part demand, two
ossible situations could occur when spare part demand realiza-
ion is known. On the one hand, if the actual spare part demand is
ower than the mean forecast, unnecessary stock is held meaning
n increase in inventory cost. On the other hand, if the demand is
igher than the mean, lost sales or backorders take place.

If instead of simply satisfying the mean spare part demand, the
upplier company is willing to satisfy some extra demand level,
dditional stock is needed. This safety stock is defined according to
he target demand the company wants to assure and the standard
eviation of the distribution. The target demand D can be calculated
s follows:

 = � + ss

here � is the mean demand and ss the safety stock.
The safety stock is defined using parameter � which is called

afety factor, and represents the level of variability (�L) the com-
any is willing to handle. Fig. 8 shows the role of the safety stock
nd the safety factor. The larger the safety factor is, the larger the
afety stock, and as safety stock increases, fewer back-orders are
xpected.

s = � · �L

The end customers choose a service level for each unit, which
s directly correlated with the maximum time the end customer
xpects the provider company to have a unit ready to be installed
fter a failure has occurred. This time is called guaranteed service
ime that is given in days (or a fraction of it). In order to achieve
hat target, in general it is necessary to have some safety stock at
he end the customers’ sites and warehouses.

Tactical decisions include deciding inventory levels (safety stock
nd expected inventory) for each type of unit at distribution centers
nd customer plants. Capacity constraints are also considered when
lanning inventory levels. At the tactical level, it is determined how
he demand of failed spare parts is satisfied, and whether to use new
r used spare parts.

.2. Guaranteed service time approach for the multi-echelon
upply chain

You and Grossmann (2010) apply the guaranteed service time
pproach in order to estimate the amount of safety stock in each

ode of the supply chain. As it was pointed out in the previous
ection, safety stock is calculated considering the safety factor as
ell as the standard deviation of demand over the lead time. When

 single-stage inventory is considered this lead time is simply the
Fig. 9. Net lead time in warehouse.

inventory review period plus the replenishment time. However,
when a multi-stage inventory is assumed, we need to account for
the different times involved in each node of the supply chain.

The main idea of the guaranteed service time approach is that
each node guarantees certain service time Tj, in which the demand
of products or materials will be satisfied. This is the maximum time
the node commits to satisfying it. In the case of warehouses (inter-
nal customers), the guaranteed service time is a decision variable,
while it is a parameter (external input) for end customers. In addi-
tion to this time, we also have to consider the order processing time
required in each node after a new order is placed by a downstream
customer. In principle, we assume that this time is independent
from the order size including material handling time, transporta-
tion time from upstream node and inventory review period.

In Fig. 9, an example of this approach is shown. The guaranteed
service time by the factory is SI (parameter), and the guaranteed
service time by the warehouses is s (decision variable). Parameter t1
represents the order processing time from factory i1 to warehouse
j1.

If a new demand order is placed above the mean expected
level, the warehouse must have this order ready by the guaran-
teed service time s. Considering that if the warehouse places a new
order at the same time the customer order is received, it will take
t1 + SI units of time until the order is ready for the customer. There-
fore, the net lead time defines the time span for which safety stock
is required to cover demand variation. Net lead time in warehouse
j1 is shown in Fig. 9.

4.3. Expected lost sales

The aim of this section is to introduce the incurred costs asso-
ciated to lost sales. Even if safety stock is determined, demand
uncertainty cannot be completely avoided. Therefore, there is
always certain potential demand level that might be lost. In order
to take into account this situation, we introduce the approach pro-
posed by Parker (1964) who  presents a general equation for lost
sales costs.

The first step is to determine the expected demand fraction
which is lost in each inventory cycle, dksct. Considering the nomen-
clature of our problem (see Nomenclature section), this equation is
redefined as shown Eq. (1):

dksct = �ksct ·
√

lksct · LFks

Qksct
∀k, ∀s, ∀c, ∀t (1)

where �ksct is the standard deviation of the demand of customer k

for spare part s of criticality c in period t; lksct is the net lead time
of customer k for spare part s of criticality c in period t; Qksct is the
order size of customer k for standard unit s of criticality c in period t;
LFks represents the loss function of the demand random variable. If
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e estimate this function with the normal distribution, the formula
f LFks is given by

Fks =
∫ ∞

�2ks

(x − �2ks) · p(x)dx ∀k, ∀s (2)

here �2ks is the safety factor (which limits the safety stock as
ell as the lost sales cost as shown in Fig. 10) and p(x) is the normal
robability function (mean zero and standard deviation 1).

Parker (1964) estimates the loss function, as presented in the
ollowing equation:

Fks = � · e�2ks/ı ∀k, ∀s (3)

Parameters are determined by Parker (1964) as follows: � = 0.45
nd ı = −0.59.

According to Parker (1964), the annual cost due to lost sales
CBksct) for a given customer k and special spare part s is defined by
q. (4):

Bksct = b1ks · dksct · �ksct · � ∀k, ∀s, ∀c, ∀t (4)

here �ksct corresponds to the daily demand of spare part s of crit-
cality c from customer k in period t; � are the days per period
; b1ks is the lost sales unit cost for customer k and unit s. Then,
kst · �ksct · � represents the quantity of lost sales in the year t for
he customer k, special spare part s of criticality c.

Replacing LFks and dksct into CBksct, the annual costs due to lost
ales are given by Eq. (5),

Bksct = b1ks · �ksct ·
√

lksct · 0.45 · e�2ks/−0.59

Qksct
· �ksct · �

∀k, ∀s, ∀c, ∀t (5)

ote that:

b1ks is a parameter which is the unit cost (penalty) for each unit
lost of special spare part s from customer k.
�ksct ·

√
lksct · 0.45 · e�2ks/−0.59 represents expected lost for spe-

cial spare part s of criticality c from customer k in each inventory
cycle of period t.

hile:

� ·�
ksct
Qksct

represents the number of cycles in the year.

Even though the safety factor �2ks is fixed (meaning that it is a
arameter in the formulation), since standard deviation during the
afety stock and lost sales.

net lead time is a variable (�LT = �ksct ·
√

lksct), the cost of lost sales
is a variable as well. However, there is a difference between our
model and the approach proposed by Parker (1964) because the
number of cycles per year is not given by (�ksct · �)/Qksct, mainly for
two  reasons:

• First, the order size Qksct is not a variable in our problem.
• Second, the inventory policy assumed is the periodic-review

(order-up-to policy, base stock level policy), which means that
no equal amount is ordered in each cycle Qksct. On the contrary,
in each cycle the quantity ordered depends on the inventory posi-
tion at the time the order is placed.

Therefore, we  propose to consider the number of cycles as fol-
lows:

�

t2jkt
· zjkt ∀k, ∀j, ∀t (6)

where � indicates the number of days in the year, t2jkt indicates
the total processing time (in days) for a given standard spare part p
in customer site k if the spare part is provided by warehouse j  and
zjkt is a binary variable which is one if warehouse j provides spare
parts to customer k in period t. This formula gives us the number
of cycles per year.

Therefore, the annual cost of lost sales is given by Eq. (7).

CBksct = b1ks · �ksct ·
√

lksct · 0.45 · e�2ks/−0.59 · � ·
∑

j

zjkt

t2jkt

∀k, ∀s, ∀c, ∀t (7)

5. Model formulation

5.1. MINLP multi-period problem

Given the supply chain structure presented in Fig. 2, the fol-
lowing equations are applied to solve the redesign problem. First,
every customer k must be served by one warehouse j in each period
t according to Eq. (8).∑

zjkt = 1 ∀k, ∀t (8)
j
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Regarding used repaired units, at most one repair work-shop j
an be selected to repair unit s from customer k in each period t, as
hown in Eq. (9).

 ∈ SC

vjkst ≤ 1 ∀k, ∀s, ∀t (9)

As shown in Fig. 5, tailor made units are directly supplied from
actories to customers. Eq. (10) determines that only one factory i

ust produce and deliver tailor made spare parts s to each customer
 in period t.

i

uikst = 1 ∀k, ∀s, ∀t (10)

Eq. (11) determines that standard spare part p can be deliv-
red from factory i to warehouse j in period t if the warehouse was
nstalled and never uninstalled in period t or before.

ijpt ≤
∑
t′≤t

yjt′ −
∑
t′≤t

yu
jt′ ∀i, ∀j, ∀p, ∀t (11)

Eq. (12) determines that standard spare part p can be delivered
rom factory i to warehouse j in period t if the factory i was installed
nd never uninstalled in period t or before.

ijpt ≤
∑
t′≤t

wit′ −
∑
t′≤t

wu
it′ ∀i, ∀j, ∀p, ∀t (12)

Eq. (13) determines that tailor made unit s can be delivered from
actory i to end customer k in period t if the factory i was installed
nd never uninstalled in period t or before.

ikst ≤
∑
t′≤t

wit′ −
∑
t′≤t

wu
it′ ∀i, ∀(k, s) ∈ KTks, ∀t (13)

According to Eq. (14), warehouse j in period t can be expanded
f the warehouse was previously installed.

e
jt ≤
∑
t′≤t

yjt′ ∀j, ∀t (14)

Warehouse j in period t can be eliminated or uninstalled in Eq.
15) if the warehouse was previously installed.

u
jt ≤
∑
t′≤t

yjt′ ∀j, ∀t (15)

Eq. (16) establishes that factory i in period t can be expanded if
he factory was previously installed.

e
it ≤
∑
t′≤t

wit′ ∀i, ∀t (16)

According to Eq. (17), factory i in period t can be eliminated or
ninstalled if that factory was previously installed.

u
it ≤
∑
t′≤t

wit′ ∀i, ∀t (17)

As shown in Eq. (18), a customer k can be served by a warehouse j
n period t if that warehouse has been previously installed, and was
ever uninstalled before and during that period.

≤
∑

y ′ −
∑

yu ∀j, ∀k, ∀t (18)
jkt

t′≤t

jt

t′≤t

jt′

Similar to the previous constraint, Eq. (19) allows that a repair
ork-shop serves a customer k with used units s in period t if that
ical Engineering 62 (2014) 194– 210

work-shop has been previously installed, and was  never uninstalled
before and during that period.

vjkst ≤
∑
t′≤t

yjt′ −
∑
t′≤t

yu
jt′ ∀j ∈ SC, ∀k, ∀s, ∀t (19)

As it was previously mentioned, demand of units due to failure
rate can be satisfied with new and repaired used units. Constraint
(20) establishes that total mean demand �ksct must be satisfied
either with new (�new

ijkpt
) or with used parts (�used

jkst
).∑

i

∑
j

�new
ijkpt +

∑
j ∈ SC

∑
s ∈ (KSCksc ∩ PSps ∩ CTks)

s /∈ KTks

∑
j

�used
jkst

=
∑

s ∈ PSps

s /∈ KTks

∑
c  ∈ KSCksc

�ksct ∀k, ∀p, ∀t (20)

In case the customer does not allow repaired parts, Eq. (21)
establishes that the total demand must be satisfied with new units.
Variable �new

ijkpt
is needed in order to determine from which factory

i and warehouse j demand of customer k in period t is satisfied.∑
i

∑
j

�new
ijkpt =

∑
s ∈ PSps

s /∈ (KTks ∪ CTks)

∑
c ∈ KSCksc

�ksct ∀k, ∀p, ∀t (21)

In the case of tailor made parts, Eq. (22) is applied. The total
demand for tailor made parts must be satisfied either with new or
used units. The main difference between standard and tailor made
units regarding model formulation is that tailor made spare parts
are delivered directly from plants, while standard spare parts are
delivered from warehouses.∑

i

�new
ikst +

∑
j ∈ SC

�used
jkst =

∑
c ∈ KSCksc

�ksct ∀(k, s) ∈ KTks, ∀t (22)

In the case that the customer does not allow repaired spare parts
to satisfy tailor made units demand, Eq. (23) determines that all
units expected to fail are replaced by new units.∑

i

�new
ikst =

∑
c ∈ KSCksc

�ksct ∀(k, s)|(k, s) /∈ CTks ∧ (k, s) ∈ KTks, ∀t (23)

Eq. (24) is a bilinear inequality that represents an upper bound
for variable �new

ijkpt
, where binary variables xijpt and zjkt represent

the selected links in the supply chain. The first variable is one if
factory i produces and delivers standard unit p to warehouse j in
period t, while the second is one if warehouse j delivers units to
end customer k in period t. Only if both variables are positive, then
demand of customer k can be satisfied with new units.

�new
ijkpt ≤

∑
s ∈ PSps

s /∈ KTks

∑
c ∈ KSCksc

�ksct · xijpt · zjkt ∀i, ∀j, ∀k, ∀p, ∀t (24)

Eq. (25) has the same purpose as Eq. (24); it is an upper bound
for mean demand level in each node of the supply chain according
to the selected links, in this case, for tailor made units.

�new ≤
∑

� · u ∀i, ∀(k, s) ∈ KT , ∀t (25)
ikst

c ∈ KSCksc

ksct ikst ks

Eq. (26) determines that if repair workshop j (also warehouse j)
is selected to repair special unit s of end customer k in period t, given
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y binary variable vjkst , then the total amount of used spare parts
equired is given by the expected demand level �ksct multiplied by
he repairing probability rpks.

used
jkpt =

∑
c ∈ KSCksc

∑
s ∈ (PSps ∩ CTks)

s /∈ KTks

�ksct · vjkst · rpks ∀j ∈ SC, ∀k, ∀p, ∀t

(26)

Some customers might also allow tailor made spare parts to be
epaired. If that is the case, the total amount of units satisfied with
sed repaired units is given by the total demand due to failure rate
ultiplied by repairing probability. This constraint is given in Eq.

27).

used
jkst =

∑
c ∈ KSCksc

�ksct · vjkst · rpks ∀j ∈ SC, ∀(k, s) ∈ KTks, ∀t (27)

The net lead time of warehouse j, standard unit p in period t
s determined in Eq. (28). As mentioned, a safety stock level is
efined in order to prevent a shortage in stock due to uncertain
emand increase. As explained in Section 4.2, this safety stock level

s calculated according to the net lead time determined in Eq. (28).

jpt≥(SIip + t1ijp) · xijpt − sjpt ∀i, ∀j, ∀p, ∀t (28)

Net lead time of tailor made unit s and customer k in period t is
alculated in Eq. (29). Similarly, the net lead time of special spare
arts s for each k in period t is determined in Eq. (30). While Eq.
29) is linear, Eq. (30) involves a bilinear product of variable sjpt by
.

ksct≥(GIis + t3iks) · uikst − Rksc ∀i, ∀(k, s, c) ∈ (KSCksc ∩ KTks), ∀t

(29)

ksct≥
∑

i

sjpt · zjkt +
∑

j

t2jkp · zjkt − Rksc

∀i, ∀(k, s, c) ∈ KSCksc, ∀(k, s, c) /∈ KTks, ∀t (30)

The safety stock of standard spare part p in warehouse j for each
eriod t is determined by Eq. (31). This variable is calculated multi-
lying the safety factor �jp, standard deviation �ksct and the square
oot of the net lead time of warehouse j, standard spare part p in
eriod t.

sjpt = �jp

√√√√√√
∑

k

∑
s ∈ PSps

s /∈ KTks

∑
c ∈ KSCksc

njpt · zjkt · �ksct ∀j, ∀p, ∀t (31)

As shown in Fig. 3, the capacity profile evolves during the plan-
ing horizon according to investment decisions. In the case of
arehouses, this variable is established in Eq. (32) as the capacity

evel in the previous period, plus the expansion cejt in the present
eriod minus the uninstalled capacity ucjt in period t. It should be
oted that expansions and elimination of warehouses cannot be
ade simultaneously as shown later in Eq. (39). Note that when
 = 1, qjt−1 = ICj.

jt = qjt−1 + cejt − ucjt ∀j, ∀t, where qj0 = ICj (32)
ical Engineering 62 (2014) 194– 210 203

Eq. (33) determines that the maximum capacity expansion of
warehouse j in each period t, cejt, is given by QDCUP

j
when ware-

house j is installed (yjt = 1) or expanded (ye
jt

= 1).

cejt ≤ QDCUP
j · (yjt + ye

jt) ∀j, ∀t (33)

In case a warehouse is already installed in period 1, Eq. (34)
determines that the maximum capacity expansion of warehouse j,
cejt, is given by QDCUP

j
when warehouse j is expanded (ye

jt
= 1).

cejt ≤ QDCUP
j · ye

jt ∀j ∈ JF, t = 1 (34)

Maximum capacity in each period for warehouse j is given by Eq.
(35). This upper bound is given by the initial capacity, ICj, plus the
maximum capacity expansion per period, QDCUP

j
, multiplied by the

number of periods t. Note also that if this warehouse is eliminated
(yu

jt
= 1), then capacity qjt = 0.

qjt ≤ (QDCUP
j · t + ICj) · (1 − yu

jt) ∀j, ∀t (35)

Similarly, Eq. (36) determines an upper bound for the capacity
that is uninstalled if warehouse j is eliminated.

ucjt ≤ (QDCUP
j · t + ICj) · yu

jt ∀j, ∀t (36)

According to Eq. (37), warehouse j can be installed only once in
the time horizon.∑

t

yjt ≤ 1 ∀j (37)

Also, warehouse j can be uninstalled only once in the time hori-
zon determined by Eq. (38).∑

t

yu
jt ≤ 1 ∀j (38)

Eqs. (39) and (40) establish that a warehouse j cannot be
installed, uninstalled and expanded in the same period. Only one
decision at a time can be made. This constraint is applied for all
warehouses j that are not installed in the supply chain in period
1 (Eq. (39)), or for warehouses j in any period greater than 1 (Eq.
(40)).

yjt + yu
jt + ye

jt ≤ 1 ∀j /∈ JF, t = 1 (39)

yjt + yu
jt + ye

jt ≤ 1 ∀j, ∀t > 1 (40)

Eq. (41) establishes that a warehouse j cannot be uninstalled
and expanded in period 1 if the warehouse is already installed in
the supply chain (j ∈ JF). Only one decision at a time can be made.

yu
jt + ye

jt ≤ 1 ∀j ∈ JF, t = 1 (41)

Capacity of factory i is defined in Eq. (42) as the capacity in
the previous periods, plus the capacity expansion minus capacity
elimination in the same period. Note that for t = 1, qfit−1 = ICFi.

qfit = qfit−1 + cefit − ucfit ∀i, ∀t, where qfi0 = ICFi (42)

Eq. (43) determines that the maximum capacity expansion of
factory i in each period t, cefit, is given by QPUP

i
when factory i is

installed (wit = 1) or expanded (we
it

= 1).

cefit ≤ QPUP
i · (wit + we

it) ∀i, ∀t (43)

If the factory is fixed at the beginning of the horizon planning
(∀i ∈ IF), Eq. (44) determines that the maximum capacity expansion

UP
of factory i in period 1, cefi1, is given by QP
i

only if i is expanded
in that period (we

it
= 1).

cefit ≤ QPUP
i · we

it ∀i ∈ IF, t = 1 (44)
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(TUPt) is calculated in Eq. (61).∑
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Eq. (45) defines the maximum capacity in each period for factory
. This upper bound is given by the initial capacity, ICFi, plus the

aximum capacity expansion per period, QPUP
i

, multiplied by the
umber of periods t. Note also that if this factory is eliminated (wu

it
=

), then capacity qfit is set to 0.

fit ≤ (QPUP
i · t + ICFi) · (1 − wu

it) ∀i, ∀t (45)

Similarly, Eq. (46) determines an upper bound for the capacity
hat is uninstalled when factory i is eliminated.

cfit ≤ (QPUP
i · t + ICFi) · wu

it ∀i, ∀t (46)

Factory i can be installed only once in the time horizon given by
q. (47).

t

wit ≤ 1 ∀i (47)

Also, factory i can be uninstalled only once in the time horizon
ccording to Eq. (48).

t

wu
it ≤ 1 ∀i (48)

Eqs. (49) and (50) establish that only one decision regarding
nstallation, elimination or expansion can be made in each period
or a factory i. This constraint is applied for all factories i which are
ot installed in the supply chain in period 1 (Eq. (49)) or for any

actory i in any period greater than 1 (Eq. (50)).

it + wu
it + we

it ≤ 1 ∀i /∈ IF, t = 1 (49)

it + wu
it + we

it ≤ 1 ∀i, ∀t > 1 (50)

Eq. (51) establishes that a factory i that is already installed in the
upply chain (i ∈ IF) can be uninstalled or expanded in period 1 but
nly one of these decisions can be made.

u
it + we

it ≤ 1 ∀i ∈ IF, t = 1 (51)

Eq. (52) determines that the maximum number of stock-keeping
nits (SKU) in a warehouse j in period t cannot exceed the capac-

ty qjt, which is the total amount of units that can be stored in the
arehouse j. This amount is calculated considering both pipeline

nventory and safety stock. In order to calculate the number of new
nits in stock due to mean level inventory (Little, 1961), the daily
emand �new

ijkpt
is multiplied by the processing time t1ijp in ware-

ouse j if the unit is delivered from factory i. This amount is then
ultiplied by a size parameter ˇp indicating the portion of stock

apacity a given standard unit p uses when it is stored. Similarly, in
he case of used spare parts, the number of them in stock is calcu-
ated as the product of the daily demand satisfied with used spare
arts (�used

jkpt
in the case of standard spare parts and �used

jkst
in the case

f tailor made units) multiplied by the time they are stored in aver-
ge in the warehouse before they go back to the customers, tsujp
nd ttujs, respectively. Both quantities are then multiplied by the
orresponding size factors (ˇp in the case of standard units and ˇ2s

or tailor made). The portion of capacity used by the safety stock
s calculated in the last term multiplying the safety stock ssjpt (in
nits of spare parts) by the size factor ˇp.

k

∑
p

(∑
i

�new
ijkpt · t1ijp + �used

jkpt · tsujp

)
· ˇp

+
∑

k

∑
s ∈ (KTks∩CTks)

�used
jkst · ttujs · ˇ2s

∑

+

p

ssjpt · ˇp ≤ qjt ∀j, ∀t (52)
ical Engineering 62 (2014) 194– 210

Eq. (53) determines that daily demand satisfied with new units
�new

ijkpt
multiplied by capacity factor ˛p cannot exceed the capacity

of this factory.∑
k

∑
p

∑
j

�new
ijkpt · ˛p ≤ qfit ∀i, ∀t (53)

The following equations, Eqs. (54)–(71), introduce the different
cost terms used in the objective function.

Eq. (54) indicates total investment cost in new warehouses for
each period, TIt. It should be noted that if a warehouse is already
installed (j ∈ FJ) at the beginning of the horizon planning then fj is
zero.

TIt =
∑

j

fj · yjt ∀t (54)

Similarly, Eq. (55) indicates total investment cost per period in
new factories, TPIt. If a factory is already installed (i ∈ FI) at the
beginning of the horizon planning then fpi is zero.

TPIt =
∑

i

fpi · wit ∀t (55)

Total operational fixed costs TOFt are given by Eq. (56). This fixed
cost ofcj must be paid while a warehouse is installed, from the
moment it is installed until it is eliminated. Therefore, if a ware-
house was  uninstalled in any previous or present period this cost is
no longer paid. This cost will prevent to keep opened a warehouse
which is not used.

TOFt =
∑

i

ofcj ·
(∑

t′≤t

yjt′ −
∑
t′≤t

yu
jt′

)
∀t (56)

Similar to the case of warehouses, there is an operational fixed
cost for factories. The total cost TPFt is considered in Eq. (57). This
fixed cost pfci must be paid while the factory is installed, from the
moment it is installed until it is eliminated. This cost will prevent
to keep opened a factory which is not used.

TPFt =
∑

i

pfci ·
(∑

t′≤t

wit′ −
∑
t′≤t

wu
it′

)
∀t (57)

Total investment expansion costs in each period TEt are deter-
mined in Eq. (58). This investment cost ecj must be paid whenever
an expansion is decided (ye

jt
= 1).

TEt =
∑

j

ecj · ye
jt ∀t (58)

Total investment costs in each period for expansion of facto-
ries TEPt are determined in Eq. (59). This investment cost ecpi is
considered in the period the expansion is decided (we

it
= 1).

TEPt =
∑

i

ecpi · we
it ∀t (59)

If a warehouse is uninstalled, then the fixed costs ucj have to be
paid. Total elimination cost in each period (TUt) is calculated in Eq.
(60).

TUt =
∑

j

ucj · yu
jt ∀t (60)

As for warehouses, when a factory is uninstalled there is a fixed
cost ucpi to be paid. Total elimination cost of factories in each period
TUPt =
i

ucpi · wu
it ∀t (61)
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Eq. (62) determines the total variable costs per period in the
arehouses. It is calculated as the product of the unit variable cost

j, the daily demand �new
ijkpt

and the number of days per period �.

OVt =
∑

i

∑
j

∑
k

∑
p

gj · �new
ijkpt · � ∀t (62)

Similarly, Eq. (63) determines the total variable costs per period
n the factories. It is calculated as the product of the unit variable
ost gpi, the daily demand �new

ijkpt
and the number of days per period

.

PVt =
∑

i

∑
j

∑
k

∑
p

gpi · �new
ijkpt · � ∀t (63)

Repair cost in each period t, is given by Eq. (64). This cost is
etermined for standard and tailor made units.

Rt =
∑
j ∈ SC

∑
k

∑
p

grjp · �used
jkpt · � +

∑
j ∈ SC

∑
k

∑
s ∈ KTks

gr′
js · �used

jkst · � ∀t

(64)

Transportation costs from factories are determined in Eq. (65).
nit transportation cost from factories i to warehouses j c1ij are
ultiplied by standard daily demand �new

ijkpt
and the number of days

. In the case of tailor made spare parts, unit transportation cost
rom factories i to customer site k c3ik is multiplied by the daily
emand �new

ikst
and days per period �.

TFt =
∑

i

∑
j ∈ SC

∑
k

∑
p

c1ij · �new
ijkpt · �

+
∑

i

∑
k

∑
s ∈ KTks

c3ik · �new
ikst · � ∀t (65)

Transportation costs from warehouses are determined in Eq.
66). Unit transportation cost from warehouses j to customers k c2jk
re multiplied by standard daily demand �new

ijkpt
and the number of

ays �. In the case of repaired standard and tailor made spare parts,
he same unit transportation cost is multiplied by 2 to consider the
ouble route, from customers to workshops, and from workshops
o customers. This cost is multiplied by the daily demand satisfied
ith repaired used spare parts (�used

jkst
in the case of tailor made and

used
jkpt

in the case of standard spare parts) and by the days per period
.

TWt =
∑

i

∑
j

∑
k

∑
p

c2jk · �new
ijkpt · � +

∑
j  ∈ SC

∑
k

2 · c2jk

·�

⎛
⎝∑

p

�used
jkpt +

∑
s ∈ KTks

�used
jkst

⎞
⎠ ∀t (66)

Mean inventory costs in warehouses are calculated in Eq. (67) as
he unit inventory cost per day �1jp multiplied by the daily demand

new
ijkpt

and the processing time t1ijp.

Min  C

C  =
∑

t

TIt + TPIt + TOFt + TPFt + TEt + TEPt + TUt + TUPt + TOVt +
(1 
PWt =
∑

i

∑
j

∑
k

∑
p

�1jp · �new
ijkpt · t1ijp ∀t (67)
ical Engineering 62 (2014) 194– 210 205

Similarly, mean inventory costs at customer sites are calculated
in Eq. (68) for special and tailor made units. This cost is determined
multiplying the unit inventory cost per day, �2kp and �3kp, multi-
plied by the daily demand, �new

ijkpt
and �new

ikst
, and the processing time,

t2jkp and t3iks, respectively.

TPCt =
∑

i

∑
j

∑
k

∑
p

�2kp · �new
ijkpt · t2jkp

+
∑

i

∑
k

∑
s ∈ KTks

�3kp · �new
ikst · t3iks ∀t (68)

Safety stock costs are determined by Eq. (69). The first term
indicates safety stock cost at warehouses for standard units, the sec-
ond term calculates safety stock cost at customer sites for standard
units, while the third term determines the safety stock cost at cus-
tomer sites for tailor made parts.

TSSt =
∑

j

∑
p

h1jp · ssjpt +
∑

k

∑
s/∈KTks

∑
c ∈ KSCksc

h2k · �2ks · �ksct ·
√

lksct

+
∑

k

∑
s ∈ KTks

∑
c ∈ KSCksc

h2k · �2ks · �ksct ·
√

mksct ∀t (69)

As it was  explained in Section 4.3, lost sales costs are also
included in the objective function. Eq. (70) determines the lost sales
cost for standard parts while Eq. (71) calculates this cost for tailor
made units.

TBTt =
∑

k

∑
s/∈KTks

∑
c ∈ KSCksc

b1ks · 0.45 · �ksct ·
√

lksct · e�2ks/−0.59

·� ·
∑

j

zjkt

t2jks
∀t (70)

TBSt =
∑

k

∑
s ∈ KTks

∑
c ∈ KSCksc

b1ks · 0.45 · �ksct ·
√

mksct · e�2ks/−0.59

·� ·
∑

i

uikst

t3iks
∀t (71)

Including all these costs, the objective function is given by Eq.
(72).

+ TRt + TTFt + TTWt + TPWt + TPCt + TSSt + TBTt + TBSt
t

(72)

Finally, the original problem P0 is given by Eqs. (8)–(72). This is
an MINLP formulation due to bilinear terms in Eqs. (24) and (30),
and square root terms in Eqs. (31) and (69)–(71).

5.2. Problem reformulation as an MILP

In this section, non-linear equations from problem P0 are trans-
formed to obtain a linear relaxation. In the case of bilinear term
(products of binaries or continuous times binary variable) exact
reformulations are used, while a linear approximation is used for
the square root terms which yields a lower bound of the original
functions.

Considering that xijpt and zjkt are binary variables, the nonlinear

term appearing in Eq. (24) can be replaced by a new variable xzijkpt
adding the following equations:

xzijkpt ≤ xijpt ∀i, ∀j, ∀k, ∀p, ∀t (73)
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zijkpt ≤ zjkt ∀i, ∀j, ∀k, ∀p, ∀t (74)

zijkpt≥zjkt + xijpt − 1 ∀i, ∀j, ∀k, ∀p, ∀t (75)

here 0 ≤ xzijkpt ≤ 1.
Eq. (24) can be now replaced by:

new
ijkpt ≤

∑
s ∈ PSps

s /∈ CTks

∑
c ∈ KSCksc

�ksct · xzijkpt ∀i, ∀j, ∀k, ∀p, ∀t (76)

Similarly, the bilinear term from Eq. (30) involving continu-
us variable sjpt and binary variable zjkt, can be replaced by a new
ariable szjkpt. Auxiliary variable sz1jkpt is also introduced in the
ormulation as follows:

zjkpt ≤ zjkt · sUP
jpt ∀j, ∀k, ∀p, ∀t (77)

zjkpt ≤ (1 − zjkt) · sUP
jpt ∀j, ∀k, ∀p, ∀t (78)

jpt≥szjkpt + sz1jkpt ∀j, ∀k, ∀p, ∀t (79)

Eq. (30) is now replaced by (52):

ksct≥
∑

j

szjkpt +
∑

j

t2jkp · zjkt − Rksc

∀i, ∀(k, s, c) ∈ KSCksc∀(k, s) /∈ KTks, ∀t (80)

In the case of Eq. (31), since a bilinear term and a square root
re involved, then the linearization is given in two steps. First the
ilinear term of zjkt · njpt is replaced by a new variable nzjkpt. Also an
uxiliary variable nzjkpt is added.

zjkpt ≤ zjkt · nUP
jpt ∀j, ∀k, ∀p, ∀t (81)

zjkpt ≤ (1 − zjkt) · nUP
jpt ∀j, ∀k, ∀p, ∀t (82)

jpt≥nzjkpt + nz1jkpt ∀j, ∀k, ∀p, ∀t (83)

Then, we define a new variable nzvjpt in order to transform the
ight hand side of Eq. (31) into a univariate square root term.

zvjpt =
∑

k

∑
s ∈ PS

∑
c ∈ KSCksc

�2
ksct · nzjkpt ∀j, ∀p, ∀t (84)
s /∈ CT

Now, Eq. (31) can be rewritten as a linear equation as follows:

sjpt = �jp · nzvjpt√
nzvUP

jpt

∀j, ∀p, ∀t (85)

It is worth to note that Eq. (85) provides a lower bound of the
riginal Eq. (31).

Eq. (69) calculates safety stock costs and can be reformulated
pplying also a lower bound. In this case, since in general the lower
ound of the variables involved (lksct and mksct) is greater than zero,
e can obtain a tighter approximation of the original equation, as
ical Engineering 62 (2014) 194– 210

proposed by Nyberg, Grossmann, and Westerlund (2013).

TSSt =
∑

j

∑
p

h1jp · ssjpt +
∑

k

∑
s/∈CTks

∑
c ∈ KSCkcs

h2jp · �2ks · �ksct

·

[
lksct ·

(√
lLO
ksct

−
√

lUP
ksct

lLO
ksct

− lUP
ksct

)
+
√

lUP
ksct

− lUP
ksct

·

(√
lLO
ksct

−
√

lUP
ksct

lLO
ksct

− lUP
ksct

)]

+
∑

k

∑
s ∈ CTks

∑
c ∈ KSCkcs

h2jp · �2ks · �ksct ·

[
mksct ·

(√
mLO

ksct
−
√

\mUP
ksct

mLO
ksct

− mUP
ksct

)

+
√

mUP
ksct

− mUP
ksct

·

(√
mLO

ksct
−
√

mUP
ksct

mLO
ksct

− mUP
ksct

)]
∀t (86)

Regarding the square root in Eq. (70) we  can regroup the sum-
mation over set j as follows:

TBTt =
∑

k

∑
s/∈KTks

∑
c ∈ KSCksc

b1ks · 0.45 · �ksct · e�2ks/−0.59

·� ·
∑

j

√
lksct · zjkt

t2jks
∀t (87)

Since zjkt ∈ {0, 1},
√

lksct · zjkt =
√

lksct · zjkt , then we can intro-
duce variable l′

jksct
to replace the bilinear product:

TBTt =
∑

k

∑
s/∈KTks

∑
c ∈ KSCksc

b1ks · 0.45 · �ksct · e�2ks/−0.59

·� ·
∑

j

√
l′
jksct

t2jks
∀t (88)

Note that since
∑

jzjkt = 1 in Eq. (8), then:∑
j

l′jksct = lksct ∀k, ∀s, ∀c, ∀t (89)

l′jksct ≤ lLO
ksct · zjkt ∀j, ∀k, ∀s, ∀c, ∀t (90)

l′jksct ≤ lUP
ksct · zjkt ∀j, ∀k, ∀s, ∀c, ∀t (91)

Then, the linear approximation is applied to Eq. (70) as shown
in Eq. (92):

TBTt =
∑

k

∑
s/∈KTks

∑
c ∈ KSCksc

b1ks · 0.45 · �ksct · e�2ks/−0.59

·� ·
∑

j

l′
jksct

/
√

lUP
ksct

t2jkp
∀t (92)
Similarly, for Eq. (71), variable m′
iksct

can be introduced to replace
the bilinear product of mksct by uikst. Eqs. (93)–(95) are added to the
formulation and Eq. (71) can be replaced by (96).

Table 1
MINLP model performance for example 1.

Objective function Equations Binary
variables

Continuous
variables

CPUs

$19,517,593.7a 1974 368 917 2.08

a Integer gap 0.00%.
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Table  2
Proposed approach performance for example 1.

Iterations Objective function Equations Binary variables Continuous variables CPUs (UB  − LB)/UB

MILP 1 $19,402,074.4 1974 368 917 0.500
0.17%NLP  1 $19,434,386.9 815 0 541 0.094

MILP  2 $19,422,685.7 2406 530 1349 3.475
0.09%541 0.109

1403 2.621
0.04%541 0.094

∑

m

m

n

T

i
(

6

l
p
(
l
v
p
t
t
P
i

k5

i1

i2

j1

j2

j3

k1

k2

k3

k4

Fixed ini�al 
loca�ons

Poten�al  
loca�on s

k6

Poten�al  
conn ec�on s Factories i

Warehouses j
NLP  2 $19,439,604.4 815 0 

MILP  3 $19,425,657.0 2514 584 

NLP  3 $19,434,138.6 815 0 

Note that since
∑

iuikst = 1 in Eq. (10), then:

i

m′
iksct = mksct ∀k, ∀s, ∀c, ∀t (93)

′
iksct≥mLO

ksct · uikst ∀i, ∀k, ∀s, ∀c, ∀t (94)

′
iksct ≤ mUP

ksct · uikst ∀i, ∀k, ∀s, ∀c, ∀t (95)

Then, the same linear approximation applied to Eq. (70) can be
ow implemented for Eq. (71) as shown in Eq. (96):

BSt =
∑

k

∑
s ∈ KTks

∑
c ∈ KSCksc

b1ks · 0.45 · �ksct · e�2ks/−0.59

·� ·
∑

i

m′
iksct

/
√

mUP
ksct

t3iks
∀t (96)

Then, the MILP reformulation (P1) of the MINLP model (P0)
s given by Eqs. (8)–(23), (25)–(29), (32)–(68), (72)–(86) and
89)–(96).

. Solution approach

Due to the non-convex nature of P0, solving this MINLP formu-
ation is not always straightforward. For that reason, we solve the
roblem applying a set of steps described in You and Grossmann
2010). First, we solve the MILP model P1 which provides an initial
ower bound to the original formulation. Next, we fix the integer
ariables of P1 into P0 obtaining P0′. This model is now a nonlinear
rogramming (NLP) formulation which provides an upper bound

o the original model. It is solved using the solution of P1 as ini-
ial values for the continuous variables. The solution obtained from
0′ is used to provide a piece-wise linearization of the variables
nvolved in the square root terms. The aim of this procedure is to

k5

i1

i2

j1

j2

j3

k1

k2

k3

k4

k6

Factories i

Warehou ses j

End Customers k

F

Conn ec�ons with new 
motors

Conn ec�ons with 
used repaired motors

Period 1

Fig. 12. Supply chain in period
End Customers k

Fig. 11. Small supply chain example.

find a tighter lower bound at each MILP iteration. The solution of
this MILP is again used to formulate an NLP model and provide the
initial values to the continuous variables. This procedure is repeated
until the gap between the lower and upper bounds is sufficiently
small.

7. Results

Three examples are presented in this section in order to
illustrate the model formulation and approach proposed. These
examples are executed in GAMS 23.7 using DICOPT for the MINLP
models, CONOPT 3.14A for the NLP models and CPLEX 12.3 for the
MILP models, on a CPU Intel Core i7, 3.40 GHz with a 8 GB of RAM.
7.1. Example 1: small supply chain

In order to illustrate the problem, the first example is given by a
small supply chain with two potential factories, three warehouses

k5

i1

i2

j1

j2

j3

k1

k2

k3

k4

k6

actories i

Warehouses j

End  Cust omers k

Period 2

 1 and 2 for example 1.
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Table  3
Safety stock at warehouses for example 1.

Warehouse ID t1 t2 t3

j1

p1 69.0 74.2
p2 55.0 62.7
p3 25.6 29.2 33.2

j2
p1 58.8
p2 77.3

j3

p1 6.7
p2
p3 16.2 35.0 39.6

Table 4
MINLP model performance for example 2.

Objective function Equations Binary
variables

Continuous
variables

CPUs

t
s
h
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t
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w
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r

7

h

Fig. 13. Capacity profile for warehouses.

Fig. 14. Capacity profile for factories.

k5

i1

i2

i3

j1

j2

j3

j4

k1

k2

k3

k4

Factories i

Warehouses j End  Customer k

Fixed

Pote n�al

i3

j5

j6

j7

j8

j9

j10

k10

k6

k7

k8

k9

k19

k11

k13

k15

k17

k20

k12

k14

k16

k18

T
P

$50,243,744.6a 113,556 8843 57,238 10,000

a Integer gap 1.57%

hat can be also used as repair work-shops and six customers as
hown in Fig. 11. In this case, three units are considered and the
orizon planning is given by three years.

This example is solved applying the original MINLP formulation
P0) and the procedure explained in Section 5. The computational
erformance from the first approach is presented in Table 1, while
he performance of the second is shown in Table 2. The last col-
mn  of Table 2 shows the relative gap, between the upper bound
UB) given by the MILP model and the lower bound (LB) pro-
ided by the NLP, which decreases in each iteration. Comparing
oth alternatives, the proposed procedure is more efficient due to
he final solution obtained. For instance, the proposed approach
chieves a better solution in the first iteration requiring 0.594 s. It
s worth to mention that the MINLP model is initialized according
o solution obtained in P1 (MILP 1 in Table 2).

For the solution at $194,434,138.6 from NLP 3, Fig. 11 shows that
actory i1 is already installed at the beginning of the horizon plan-
ing. However it can be uninstalled if necessary. According to the
odel solution from the last iteration of the proposed approach,

he supply chain in period one and two is given by Fig. 12. Note
hat factory i2 is installed in period 1, and the three potential ware-
ouses are also selected in the same period. In period 2, factory i2
nd warehouse j2 are expanded. No investment decision is made
n period 3, and the connections between the nodes of the sup-
ly chain are the same as the ones in period 2. From Fig. 12, it is
lso shown that the warehouses j1 and j2 are also used as repair
ork-shop while j3 is dedicated to store and deliver new units.

Figs. 13 and 14 show the capacity profiles for warehouses
nd factories, respectively, in the horizon planning. Safety stock
equired in warehouses is presented in Table 3.
.2. Example 2: larger supply chain

This example considers a supply with four factories, ten ware-
ouses, twenty customers, five standard units, ten special units

able 5
roposed approach performance for example 2.

Iterations Objective function Integer gap Equations B

MILP 1 $48,413,413.3 0.000% 113,556 88
NLP  1 $48,632,001.4 37,318 0 

MILP  2 $48,591,510.7 0.298% 119,996 11
NLP  2 $48,679,436.9 37,318 0 

MILP  3 $48,614,142.9 0.267% 121,606 12
NLP  3 $48,627,740.0 37,318 0 
Fig. 15. Initial supply chain for example 2.

and one tailor made units. Eight warehouses can be used as repair
workshops. The horizon planning is given by five time periods. The
factories are installed at the beginning of the horizon planning, but
they can be expanded or eliminated if this is convenient. Also three
warehouses are already in operation, but these decisions (expan-
sion or elimination) can be made. The initial supply chain is shown

in Fig. 15.

Table 4 shows the MINLP model (P0) size and performance
where the stopping criterion is given by 10,000 s of execution. The
proposed approach yields better results as shown in Table 5.

inary variables Continuous variables CPUs (UB − LB)/UB

43 57,238 12.710 0.45%
22,951 2.36

,258 65,033 29.33 0.18%
22,951 12.36

,063 65,838 57.99 0.03%
22,951 21.84
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capacity. 
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of the five periods, and three of them can be repair workshops. A
demand for 50 different motor types is included in the model.

In this case, due to the large model size, it is not possible to find
the optimal solution applying the procedure proposed in this part.

j1

j2

k11

k8

k13

k6Period 1
Warehouses j End Customer k

Fig. 16. Supply chain configuration for

Fig. 16 shows the supply chain design in periods one and two. In
he first period, warehouses j6, j8 and j9 are installed. The first one
s not used to store new units. In period two, factory i2 is expanded
nd i4 is uninstalled. Now factory i2 can serve more warehouses
ue to the increased capacity.

The links between the warehouses and customers remains in the
econd period as in the first one. Regarding used repaired units, j2
nd j6 are dedicated to this activity. The connections between these
hops and the end customers in period one are shown in Fig. 17. The
afety stock required in the warehouses is presented in Table 6.

.3. Example 3: electric motors supply chain case study

This case study considers the supply chain of electric motors
ver a five-year planning horizon. The data has been generated

or testing the applicability of the optimization on a real-life test
ase. In this example case, all installed and potential warehouses
re located in Sweden, while factories are located in Europe and

able 6
afety stock at warehouses for example 2.

Warehouse ID t1 t2 t3 t4 t5

j1

p1 20.5 20.9 33.0 29.4 28.8
p2  35.7 36.4 51.6 44.6 44.7
p3  21.0 21.6 37.0 30.0 35.7
p4  52.8 54.5 69.5 67.4 68.2
p5  24.5 25.0 39.6 33.2

j3

p2 32.8 33.2 48.4 47.4 51.6
p3  34.5 34.2 55.6 51.8 56.8
p4  47.6 48.6 72.4 65.6 76.5
p5  46.6 48.6 68.7 65.1 72.5

j8

p1 25.8 27.0 15.9
p2  36.2 37.5 59.0 46.1
p3  22.5 23.7 36.1 37.2 31.1
p4  46.8 48.2 6.6 69.0 56.2
p5  32.2 32.8 49.3 47.0 41.4
Warehouses j End Cu stomer k

units in periods 1 and 2 for example 2.

Asia. The initial supply chain is given by seven factories, one ware-
house, which is not a repair workshop (j1) and 27 customers (k). No
investments in new factories are allowed and lost sales costs are
disregarded. Four additional warehouses can be installed in any
i1

i2

i3

j3

j4

k1

k2

Fact ories i

Warehouses j End Customer k

Selected

Not selected

i4

j5

j6

j7

j8

j9

j10

k10

k15

k17 k20

k12 k14

k16k3

k18

k19

k9

k5

k4

k7

Not used for 
repair 
motors

Fig. 17. Supply chain configuration for used repaired units in period 1 for example
2.
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Fig. 18. Supply chain de

Table 7
MILP model performance and objective function in example 3.

Objective
function

CPU time (integer
gap 1.73%)

Equations Positive
variables

Binary
variables

$16,881,715.9 10,000 s 212,407 115,064 12,639

Table 8
Safety stock at warehouses in example 3.

Warehouse ID t1 t2 t3 t4 t5

j1

p1 1.812 2.066 2.066 2.066 2.167
p2  2.030 2.316 2.316 2.316 2.429
p3 1.737 1.980 1.980 1.980 2.077
p4  2.689 3.066 3.066 3.066 3.216
p5  2.082 2.375 2.375 2.375 2.491

p1 0.501 0.572 0.572 0.572 0.600
p2  0.562 0.641 0.641 0.641 0.672

F
w
p
t
t
i
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t
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u
i

T
w
h

8

s
c
s
n
f
d
t

j3 p3  0.542 0.619 0.619 0.619 0.649
p4  0.873 0.996 0.996 0.996 1.044
p5  0.574 0.655 0.655 0.655 0.687

or that reason the problem is solved applying the MILP model P1
hich provides a lower bound to the original MINLP. Part II of this
aper overcomes this issue applying a decomposition algorithm
o solve large instances in reasonable execution time. The solu-
ion indicates that two new warehouses (j3 and j4) are installed
n period 1 as shown in Fig. 18. The left side of Fig. 18 shows the
onnections in the supply chain nodes for new motors, while the
ight side shows the links between repair workshops and end cus-
omers for used motors. In this solution, one of the warehouses is
nly used for storage of new motors, while the other is exclusively
sed as a repair workshop. Neither expansions nor eliminations are

mplemented.
The performance and size of this model is presented in Table 7.

he termination is given by the solver after 10,000 s of execution
ith a 1.73% optimality gap. The safety stock required at the ware-
ouses is shown in Table 8.

. Conclusions

We  have developed an MINLP model to determine the optimal
upply chain structure over a multi-period horizon planning
onsidering demand uncertainty. Network decisions include the
election of new locations, and the links that connect the different

odes in the supply chain in each period. Special characteristics

rom the electric motors industry are considered, such as the
emand of failing units that are at customer plants, and how
his demand can be satisfied with new or used spare parts by the
sign of example 3.

company. However, this model is generic and can also be applied to
other type of industries. Model decisions such as new investment,
capacity expansion and elimination of assets allow not only the
design, but also the evaluation and re-design of a supply chain
that is already in operation. From the inventory management
perspective, safety stock, mean stock levels, capacity constraints
and lost sales costs are also taken into account to satisfy customer
orders according to the company commitments. Part II of this paper
presents a decomposition approach for solving larger instances,
and for obtaining a lower gap in reasonable computational
time.
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