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Abstract—Sharing cloud resources between groups of users is a challenge. Cloud providers do not commonly support 

users in sharing their spare dedicated resources with others. In developing countries, it is often too expensive for people 

to acquire a virtual machine of their own. Users may, therefore, wish to manage costs and increase computational 

resource usage by sharing their instances with others. This paper presents a container based Cloud Resource Bartering 

(CRB) model for sharing user’s computational resources through a social network. In our approach, we have integrated 

a Facebook account with the computational cloud to enable tenants to share their unused cloud resources with other 

users. The performance of the proposed prototype is evaluated under different workloads. Based on our experimental 

results we conclude that the proposed model is well suited for the creation of a low-cost social cloud in developing 

countries. 
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1. INTRODUCTION 

Developing countries face many social and economic challenges. Education is often seen as a key means of reducing the 

levels of poverty and re-enforcing economic growth in such countries. Unfortunately, due to a lack of funding, governmental 

and non-profit charitable institutes are not able to provide sufficient learning resources to students. Many institutes have limited 

access to basic research and development resources. This often significantly compromises the educational progression of 

students in developing countries. Emerging technologies tend to be expensive, at least initially and therefore may require 

considerable funding to be put in place before students can even begin to benefit from working with them. Cloud computing is 

one such technology that requires significant investment. It is increasingly becoming a vital part of the research infrastructure 

in many data-intensive fields. In developing countries specifically in most educational institutes, Cloud resources are not 
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commonly made available to students and researchers because of the associated costs. If such countries are to develop and 

grow, then new ways of providing access to emerging technologies need to be found.  

This paper focuses on how cloud resources can be made available to students in developing countries using an existing 

Facebook account. The major contribution of this paper is to present a container based cloud resource bartering (CRB) model 

for sharing cloud resources among users in emerging economies. The main aim is to break down several barriers that currently 

prevent students and small-scale communities from accessing the latest technology in such regions.  To solve this problem, we 

have designed a cloud resource bartering (CRB) model that supports container based resource sharing among users. The 

proposed CRB model has been implemented and deployed on Facebook. Linux container (LXC) based sharing in EC2 may 

help the user to share a part of the complete resource with other tenant users. This is likely to also help the landlord users to 

manage the cost of renting their computational resources. 

 In this paper, we employ a range of different workloads to test the stability of container-based virtualization which enables 

the social community to share virtualized containers with each other. In addition to this, we have evaluated the implemented 

model and examined the stability and performance of shared cloud resources. For this purpose, we installed different workloads 

in LXC containers created in EC2 instance and observed its stability among a shared community. Our results show satisfactory 

performance of shared instance under different workloads. A community-based survey was carried out to gather qualitative 

feedback from real end users of the system. The result of this analysis confirms that social networks can play a vital role in 

cloud resource bartering and such approaches can work well in developing countries. 

The contribution of the paper is twofold; firstly, the CRB creates a trusted community environment on Facebook, where 

users can share their idle compute resources with others. Secondly, CRB requires the sharer and the tenant to both view and 

accept the Social service level agreement (SSLA) before sharing. It also keeps a list of SSLA violation details and black list 

the users who have not followed the terms and conditions mentioned in SSLA. Both of these features have a novelty with 

respect to sharing resources on a social network according to the understanding of the author. To the best of our knowledge, it 

is the first effort in this direction. 

The paper is organized as follows. Section 2 provides a comprehensive related review. Section 3 presents the methodology 

and implementation details of the CRB model. Section 4 demonstrates the effectiveness of the system through a detailed 

performance evaluation. Finally, section 5 concludes the discussion and provides some pointers to future work. 
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2. RELATED WORK 

The importance of social networking has been observed in various scientific domains as a means of facilitating teamwork 

across different locations. Increasingly social networks are being used to synchronize research communities as well. One such 

example is MyExperiment [1] a platform for biologists, that creates a virtual research environment for sharing scientific 

workflows among collaborators. Similar scientific projects are Kepler [2] and Galaxy [3]. There are many projects that are 

integrating Grid computing and social networking technologies. For example, PolarGrid [4] shares polar ice sheet information 

and resources amongst members by using a web portal. This portal extracts data and shares information in multiple social 

networks to support global collaborations with the help of OpenSocial [5]. In the context of social networking, a number of 

techniques have been proposed for resource sharing. For example, the Automated Service Provisioning Environment (ASPEN) 

[6] is one such system that provides an integration of Web 2.0, social networking and cloud computing technologies. ASPEN 

exposes applications and shares data within an enterprise using a social network.  

The models described previously focus on the specific research communities they serve and on the social aspects of 

collaboration between researchers. We can, therefore, suggest that existing social networks are potentially suitable platforms 

for sharing cloud resources in a more general way. There are many good examples of cloud and social networks working 

together, but in most cases, the cloud is simply hosting the applications of social networks, for example, a user can develop a 

Facebook application hosted by Amazon’s AWS service.  

There is some literature related to creating a Cloud infrastructure leveraging Social networking. A prototype is proposed in  

[7] for an economics based posted price model in a social cloud and an auction-based model in the computing cloud. The 

proposed model is for the storage of resources in the cloud, but this work is not implemented for any commercial cloud platform 

at present. The cloud offers far greater prospects in terms of shared processing power but there is a clear need for an application 

that can help users to share their resources with their friends by using a sharing model (e.g. resource bartering). 

For scientific projects which require large-scale computing resources, one useful aspect of collaboration is the sharing of 

resources among project members. Social Cloud [8] represents a framework for Social Cloud computing with a focus on 

collaboration and resource sharing within a scientific community. The Social Cloud supports individuals or institutions by 

allowing them to contribute spare capacity by means of virtual machines leased through the social network. Members of the 

Social Cloud can contribute, request, and use virtual machines from other members. A Virtual Organization is formed among 

groups of members. Current work on the social cloud does not, however, support an established economic model for resource 

sharing. Such models might, for example, include an incentive mechanism that encourages a more diverse group of participants. 
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Previously, however, a range of different economic models have been created for Grid and Cloud resource sharing [9][10][11] 

as a means of encouraging interaction among producers and consumers. 

Numerous computing platforms including distributed databases, clusters and grids are using market-based resource 

management systems. These systems adopt economic models such as an auction, bartering, commodity, and price based 

models. Economic models can be divided into two important categories based on whether the exchange methods use pricing1or 

bartering2. The industry has successfully adopted many pricing methods for resource sharing [12] but bartering models have 

not been popular because of lack of trust among rational users3 (Cloud provider or Grid resource providers). In large distributed 

systems various computation efficient resource bartering techniques are proposed in the presence of rational users. The 

proposed CRB model, therefore, may help a community of friends to barter cloud resources without money necessarily 

changing hands. 

Bartering models are classified into three different categories known as TiT for TaT (BitTorrent (2003) [13]),Volunteer 

Computing Seti@Home (2004)  [14] and Network of Favors (OurGrid (2003) [15]). OurGrid is a network of favors that 

supports the community in site sharing. A site donates its idle resources as a favor based on a centralized priority. However, 

the proposed CRB model is providing this prioritization in a completely decentralized manner similar to systems like the Grid 

Architecture for Computational Economy (GRACE) [16] and the Compute Power Market [17]. In a similar way to BitTorrent, 

the CRB model may help to decrease the load on congested cloud providers by tracking the actions of users as a user is not 

anonymous in the proposed system. In our work, we have decided therefore to create a model that tracks the activities of users. 

It can be observed in the literature that many of the currently proposed models are not practically implemented whereas the 

proposed CRB Model is indented for use in a commercial cloud provider Amazon EC2. 

There are many cloud-based applications that help service providers to support users and ensure that the cloud services 

offered are secure, reliable, and available. In [18] Provision, Assurance, and Auditing (PAA) provides such support in creating 

a highly dynamic cloud-based application that can respond to the new requirements without the need for recording and 

republishing the application. These kinds of models are considered to be adaptable for cloud-based social network applications 

and enable highly reliable and secure applications . 

                                                           
 
1The exchange value of resources is computed relative to a common form of currency 
2 Bartering allows users to exchange resources without money changing hands 
3 A rational user can be a buyer or seller of resources. 
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Cloud computing has fundamentally changed the concept of how services are built and delivered via a network. It has 

introduced a new paradigm known as cloud service engineering [19], that is providing a systematic approach for value-added 

services on the top of cloud computing infrastructure. In the past, many applications have been proposed that focus on 

supporting cloud service engineering. One of such applications is eternal cloud computation application development [20], that 

is about helping end users to manage cloud systems dynamically. It introduces a cloud intention layer that separates the cloud 

source code and services and helps the software application to adopt user’s requirements at runtime. Many other user-focuused 

service-oriented applications such as [21] and [22] have also been proposed in the literature. Thus, cloud service engineering 

has opened new doors for applications to provide services to the end users. Similarly, in our approach, we are building a service-

oriented application to enable sharing on top of the Amazon EC2 infrastructure.  Service cost is not associated but the value is 

given based on the trust of social networks. 

As compared to existing application-specific models, the CRB model is more generic and flexible. In future, it can be 

extended to various social platforms for sharing cloud resources. It allows communities to make their own set of policies and 

supports an open and ad-hoc bartering model for sharing resources. Our strategy may reduce the costs associated with assessing 

cloud services and may also encourage resources to be utilized well. In the literature, social models are found, that are adopting 

similar approaches [23]  but we aim to deliver a flexible system that is specifically designed for the needs of those in developing 

countries.  

3. METHODOLOGY 

 

It has been observed from the literature review that a resource bartering strategy may help social communities to share and 

save money, as bartering is a mechanism that does not involve direct costs. For this purpose, we describe a new container based 

cloud resource bartering (CRB) model which is explained in this section. This can be thought of as a sub-letting process in 

which the landlord user rents computing resources from the cloud provider and then sublets excess capacity to tenants who in 

turn agree to abide by a specific bartered agreement. Figure 1 shows high-level service-oriented architecture that supports cloud 

resource bartering among Facebook users. The system eases cross-domain capabilities integration for flexible cost efficient and 

trust-based sharing of container-based virtual instances. A cloud Resource bartering (CRB) application is hosted by an 

application server. 

We targeted a commercial Amazon EC2 platform for seamless integration with proposed CRB model because of its wide 

availability and stability level. Figure 1 shows the layered architecture of cloud resource bartering (CRB).  
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Figure 1. Layered architecture of CRB-model 

In Figure 1, the first layer represents the Facebook API which provides the community with a means of communication through 

which they can share their Amazon EC2 instances over the internet. The landlord is able to negotiate with, manage and select 

their tenants using this social context.  

The second layer represents the CRB Application that has three submodules. The User Activity Manager (UAM) is one sub-

module of the CRB application. It shows the log of the shared activities of the community, and it also keeps a track of landlord 

users and their corresponding shared virtual machines details. The Social Service Level Agreement SSLA is another submodule 

of CRB application and it is offered by a resource owner (landlord) which is agreed with the tenant before they may share a 

resource. Via the creation of a SSLA agreement, the landlord can release resources to their tenants. The third layer shown in 

Figure 1 assists tenants in accessing EC2 instances remotely. The CRB application is a client that makes a request for 

establishing a remote connection with an Amazon instance. After verifying a client’s credentials, a remote desktop web service 

allows access to EC2 instance or container-based virtual instance which results in successful resource sharing of CRB 

application. In the following section, the functions of cloud recourse bartering are explained in detail. 
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3.1 Functions of Cloud Resource Bartering (CRB) 

The proposed system consists of two main functionalities. The first One of these is the user registration process which will be 

discussed in the following section. 

1) The Landlord User Registration Process 

 

The workflow for sharing cloud resources is explained in figure 2. Facebook provides an interface to the landlord for 

registering the resources that will be available for bartering. The owner’s information and shared resource details are recorded 

in a database by the application server.  

 

 

 

 

 

 

 

                                    Figure 2. User’s registration process 

The registration process provides the following functionalities in terms of registering a resource. A landlord can state the terms 

and conditions for sharing a resource in (SSLA).  

• The landlord can then share a resource in exchange for a favor from the tenant which satisfies the bartering mechanism.  

• A user activity manager (UAM) will ensure that all tenants are following a suitably signed SSLA.  

• The landlord may also share resource voluntarily without requiring the signing of a SSLA. 

Would-be tenants can view the resources that are available and make requests for them only after successfully completing 

the registration process. A landlord has the right to grant or to take the shared instance back at any time, although a warning 

period should be given to tenants before access is revoked.  

2) The Resource Sharing Process 

The tenant will install the Facebook application in order to begin resource bartering as shown in following figure 3. 
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Figure 3. Resource sharing process with a user 

• The application server provides a list of shared EC2 instances to the prospective tenant. 

•  A user can request access to a resource by establishing SSLA with the landlord of a given virtual machine. 

• The application server establishes a remote connection with the Amazon EC2 server to share the complete instance or 

an LXC of that instance. 

• The landlord keeps the administrative rights to grant access to the resource or to end the sharing agreement at any time. 

• LXC containerization is used to keep the tenant’s virtual machine usage separate from that of the landlord and other 

tenants and to manage the resources that they consume. This provides a reasonable level of security for all the 

participants in the system whilst at the same time being light-weight enough not to seriously affect system performance. 

3.2 Implementation Details: 

The implemented CRB application is an Active Server Pages (ASP) based web application that provides an interface to 

users through which they can trade resources. The bartering application is integrated with Facebook to encourage sharing 

between social community members. A Guacamole web service is embedded within the CRB application to make a remote 

connection with Amazon EC2. An LXC container is installed in the Amazon EC2 instance to allow users to benefit from 

container-based virtualization. The following Figure 4 provides an overview of implemented CRB application. This application 

keeps a track of complete details of user’s trading activities, for this purpose a complete list of resources that a user has shared 

is maintained. The record of resources acquired by a user from others is also maintained. The CRB application also provides 

details about Amazon EC2 instance which includes the instance type, RAM, and state of instance whether it is running or 

terminated. 
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Figure 4 Resource bartering marketplace 

A tenant can access a cloud resource by requesting an account from its owner. Before a tenant can acquire a cloud resource 

they need to accept a social service level agreement (SSLA). Following this the bartering application establishes a connection 

with the Amazon remote instance and grants access to the tenant. The owner can share the same instance with multiple friends 

at the same time with the help of implemented container-based virtualization (LXC).  

The user activity manager (UAM) monitors all the behavior of users. It keeps track of all the SSLA’s and provides details 

regarding whether a tenant has fulfilled all the terms and conditions of their SLA's or has violated them. The user activity 

manager (UAM) thereby helps the user to view the complete status of resource bartering and their respective details. 

4. EVALUATION  

Based on the inspiration from the literature, the testing of the proposed model has been carried out in two phases. 

Evaluation Phase I collects qualitative feedback from the users, which is then used in order to determine the usefulness of CRB 

model for a social community in a practical situation.  Evaluation Phase II presents the quantitative analysis of CRB model. In 

this phase, the performance of the cloud resources is tested within a shared community environment. We believe that together 

these two phases will provide evidence that can be used to understand the effectiveness of the model. 
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4.1 Evaluation Phase I: Experimental Results and Analysis  

The CRB-Model focuses on the social aspect of resource sharing and as such the social community plays a central role in 

evaluating its performance. To gather practical feedback regarding this aspect of the system, a qualitative testing technique has 

been adopted. Common feedback capturing techniques include contextual inquiry, interviews with a focus group, 

questionnaires, surveys, self-reporting logs and journalized sessions. Such methods collect information from the users while 

they use the system in question. Among all these feedback choices, a questionnaire was felt to be the most appropriate option 

as it provides a standardized and relatively simple way to collect information in a structured way. Our study was designed for 

basic statistical analysis to ascertain how a community of users might feel about using the system. A group of Facebook users 

was chosen to execute a real-time resource bartering scenario using the system. The targeted group used the CRB-Model to 

share and acquire Cloud resources via a social network. Their feedback was then recorded using a web-based questionnaire. 

The sample data4 from this survey and its analysis5 is available on the given links in footnotes. 

The feedback regarding the CRB-Model is assessed using different evaluation parameters. The results highlight that the 

major part of the community successfully grasped the concept and understood the system. It also indicates that the CRB-Model 

is deployed on a well-recognized social platform and users are already familiar with this environment. It was observed that all 

users are familiar with Facebook and a major part of community easily adopted the appearance of the system. In this context 

the questionnaire feedback taken from a social group is acceptable. This is because they are already familiar with the Facebook 

interface, so they did not find it difficult to learn the CRB application interface. Furthermore, it has been seen that pre-built 

trust relationships in Facebook encourage users to share their resources with their friends. For this purpose, the feedback of 

social community seems acceptable. This testing approach presented a detailed feedback taken from the community-related to 

the proposed CRB-model. The overall opinion was quite positive regarding the system. Users easily get started with the 

application as it was deployed on a social network. By analyzing the feedback from the social community, it was found that 

the CRB application provides a convenient way of sharing Amazon EC2 instances with other trusted users. Details regarding 

the second evaluation phase and the results from it are presented in the next section. 

4.2 Evaluation Phase II: 

The focus of evaluation phase II is to determine the feasibility of CRB application in different workload scenarios. It is 

important to measure the Amazon EC2 instance performance relative to the number of users accessing it through containers. 

                                                           
4https://docs.google.com/a/seecs.edu.pk/spreadsheet/ccc?key=0Am4V3taJ3KwLdE9xb1NDRW9mSjNkSkpUTHdjVTd1Mmc#gid=0 
5http://apps.facebook.com/339352909494540/?fb_source=bookmark_apps&ref=bookmarks&count=0&fb_bmpos=3_0 
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The CRB-Model enables sharing the Amazon EC2 virtual machines (from here on ‘host’); hence the goal in this phase is to 

analyze the performance impact on shared containers when the host runs different heavy workloads. We also study the 

performance impact on other containers as well as on the host machine, when only some containers are heavily loaded. A range 

of testing techniques could be adopted for this purpose, however, two different scenarios have been designed with various test 

cases, to evaluate the relative performance of host and containers under different conditions. In the following section, the 

experimental setup and quantitative testing tools are explained in detail for system assessments. Consequently, conclusions are 

drawn from the results.      

4.2.1 Experimental Design: 

In this testing approach, an Amazon EC2 M1 large instance was used with 7.5 GB memory, 4 EC2 Compute Units (2 virtual 

cores with 2 EC2 Compute Units each), 850 GB instance storage and a 64-bit platform. For the M1 large instance, I/O 

performance is high. A performance analysis tool was required to monitor the host virtual machine’s performance relative the 

containers running in it and vice-versa, with a variety of workloads and scenarios. There is a range of testing tools available 

for this purpose. These include Copperegg6, Amazon CloudWatch [24], RevealCloud for Amazon EC2 monitoring and the 

Free EC2 Health Monitor [25]. The Phoronix7 testing tool was chosen for this evaluation due to its robust analysis and open 

benchmarking aspect. This open benchmarking testing suite was installed in the Amazon EC2 large instance in order to analyze 

its performance under different workload conditions. A number of nested LXC instances were created in the Amazon EC2 

large instance and configured to run Phoronix.  

A stress8 package was installed in the host as well as in the containers. It enabled a configurable I/O, CPU and disk workload 

to be placed on the systems. Phoronix test suite supports a number of performance tests such as PyBench9. It presents a 

standardized way to measure the overall performance of the system and is also used to see the performance of host machine 

and of Linux containers installed in it. 

4.2.2 Design of the Test case scenario: 

Two scenarios were tested under the environment described previously. While designing the test cases, the focus was to 

monitor the performance of the Amazon EC2 host machines and Linux containers installed in it. Thus, the goal of this 

evaluation phase was to understand how CRB Model-based resource sharing in the social community affects the performance 

                                                           
6 http://copperegg.com 
7 http://www.phoronix-test-suite.com/ 
8 http://www.stresslinux.org/sl/ 
9http://openbenchmarking.org/test/pts/pybench 
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of host and containers, so two test scenarios were designed. In the first scenario, the host machine is put under different 

workload conditions, and the effect is observed on the containers running in it. In the second scenario, the performance of the 

host machine is measured with reference to nested machines by executing test PyBench in nested machines. PyBench 

categorizes and mentions different workloads with the terminology of Workload 0, 1, 8 and so on. Workload 0 means a 

workload with no stress or heavy workload, and Workload 1 comes with a certain stress weight. 

4.2.3 Scenario 1: 

Five Linux containers named C0, C1, C2, C3, and C4 were created in an Amazon EC2 large instance. Table 1 shows that 

C0 runs a task in just 25% of the time when the host machine was running Workload 0, as compared to when it was running 

Workload 64. Similar is the case with other containers. Hence it can be deduced that the performance of containers/ nested 

machines is relative to the performance of the host machine. The average task execution time for all containers with no workload 

is 4301 ms and with a workload 64, it increases to 16875 ms. This indicates that the overall performance of the host machine 

decreases by a quarter. 

Table 1. Performance measurement of containers, with host machine under various workload  

Host C0 C1 C2 C3 C4 

Workload  0 4301 ms 4284 ms 4299 ms 4309 ms 4290 ms 

Workload  1 4291 ms 4303 ms  4299 ms 4294 ms 4307 ms 

Workload  6 5802 ms 5811 ms 5710 ms 5818 ms 5814 ms 

Workload  8 7950 ms 8014 ms 10083 ms 10053 ms 9995 ms 

Workload 16 12193 ms 12303 ms 12346 ms 12399 ms 12419 ms 

Workload 32 14700 ms 14463 ms 14545 ms 14640 ms 14776 ms 

Workload 64 16875 ms 16881 ms 17132 ms 16841 ms 16750 ms 

 

Finally, a comparison of all nested instances’ PyBench task execution time obtained by each test run is shown in Figure 5. The 

graph shows that the performance of the host machine is directly proportional to the performance of the nested instances and 

inversely proportional to the workload weight added to the system. The figure 5 also highlights that the trend of task execution 

time is almost same for all the containers and it heavily depends on the host machine’s resource utilization. Therefore, we can 

conclude that workload weight on the host machine affects all the users sharing it through containers.  



13 

 

 

Figure 5. Observing the performance impact on containers by stressing the host machine 

4.2.4 Scenario 2: 

In this scenario, the host machine and the containers/ nested machines are evaluated under different workload conditions. 

The focus here is to find out the effect on host and containers when some of them run the heavy workload. The following table 

2 gives an insight that the performance of the host machine does not vary too much whether only two containers (C0 and C1) 

are heavily loaded or all of them. It is quite obvious that the stressed containers take more time to execute PyBench, however, 

the containers under stress do not significantly affect the performance of other containers. The nested containers under stress 

have a local performance decrease when compared to the other containers with no stress.   

Table 2. PyBench task execution times of host and containers with different workload weights 

 
C0,C1  

under stress 

C0,C1,C2 

under stress 

C0,C1,C2,C3 

under stress 

C0,C1,C2,C3,C4 

under stress 

Host 3570 ms 3570 ms 3590 ms 3569 ms 

C0 4640 ms 8883 ms 11748 ms 15946 ms 

C1 4717 ms 8858 ms 11688 ms 16441 ms 

C2 3838 ms 8971 ms 11559 ms 16056 ms 

C3 3823 ms 4679 ms 11598 ms 16293 ms 

C4 3826 ms 4742 ms 5513 ms 16222 ms 

 

Figure 6 gives a graphical depiction of the results and highlights that the performance of the host machine stays almost 

same irrespective of the load in the nested containers. It also explains that for the test run 1, C0 and C1 take a little more time 

in executing the PyBench task, as compared to C2, C3, and C4. In a test run 2, the performance of C3 and C4 remained almost 
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unchanged, while the stressed containers performed poorly. It shows that the stressed containers do not affect the performance 

of the other containers. A similar trend can be noticed in a test run 3. In a test run 4, all the containers performed equally while 

the host machine’s performance remained unchanged. It shows that even if all the containers are heavily stressed, the host 

machine will still be able to perform reliably well. The results support our claim that through CRB model the cloud resources 

(i.e. virtual machines) can be effectively shared with other users. 

 

Figure 6. The performance impact on host machine and containers by stressing a few of them 

4.2.5 Result Analysis: 

The results show that although the performance of a container may decrease due to a heavy workload, it has a very small 

impact on the other nested instances. The following figure 7 gives consolidated results to show that the performance of the host 

machine stays same no matter how heavily the containers are loaded. It also shows that the containers under stress do not affect 

the performance of the other containers running on the same host. Hence it can be concluded that the CRB system performed 

effectively well under different workloads, and demonstrated its feasibility. The results provide evidence that resource sharing 

between multiple users works effectively after deploying the CRB Model. The environment set up with containers helps to 

insulate users from each other’s workloads. This confirms that resources can be effectively and fairly shared between users 

through the CRB application. 
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Figure 7. Systems’ performance with reference to nested Linux containers with different workload weights 

The performance of the prototype has been assessed during two evaluation phases. In the first stage, feedback was gathered 

from a group of end users within a social community. This confirmed that existing social networks can provide a solid trust 

foundation for the sharing of Cloud resources. This analysis gave evidence that in developing countries, especially within the 

research or student communities; users can effectively utilize the Cloud resources by adopting this kind of model. The 

evaluation was extended by a quantitative approach to observing the performance of the Amazon EC2 instance under various 

sharing environments. In evaluation phase - II it was found that multiple users can share Amazon EC2 resources using the 

CRB-Model. The impact of sharing resources was evaluated, and conclusions were made regarding this aspect of the system. 

Results demonstrated that the EC2 instances kept stable and worked effectively under a range of different test conditions and 

sharing scenarios.  

5. CONCLUSION AND FUTURE WORK 

In developing countries, it is often too expensive for people to acquire a virtual machine from public clouds. Users may, 

therefore, wish to manage costs and increase computational resource usage by sharing the virtual instances with others. This 

work provides a Cloud resource bartering platform to help users share their cloud resources through Facebook-based social 

network, just like they would share other content. Based on this idea, this work presents a system to help users to share their 

dedicated resources without the need for money changing hands in different social communities, in a fair trust-based 

environment. The results provide a clear confirmation that under different workload conditions, cloud resources can be 

effectively shared within a social community. This indicates the successful resource sharing using the proposed CRB Model 
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and confirms that the prototype shows great promise in terms of helping users in developing countries access resources which 

they couldn’t otherwise afford. This may help users to save money whilst accessing the latest technology.  

Cloud resource sharing in a social network does bring some security considerations. In future, we aim to propose several 

different security techniques to make sharing more secure using a social network. Furthermore, the presented CRB model is 

set to be extended for other social networks (such as Google+, Twitter etc.) to enable cloud resources to be shared between 

users. In future, we intend to deploy CRB in a generic social environment such as OpenSocial. The CRB-Model can be extended 

for a variety of applications. This might include, for example, helping the scientific community to manage and share their 

computing resources. A large social group can work on a single project simultaneously using the CRB-Model which might be 

of benefit to the open source community. 
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