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Abstract

We present a new open source software package CellSim3D for computer
simulations of mechanical aspects (that is, biochemical details are not ac-
counted for) of cell division in three dimensions. It is also possible to use the
software in the mode with cell division and growth turned off which allows
for simulations of soft colloidal matter. The code is based on a previously
introduced two dimensional mechanical model for cell division which is ex-
tended to full 3D. CellSim3D is written in C/C++ and CUDA and allows
for simulations of 100,000 cells using standard desktop computers.
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PROGRAM SUMMARY
Program Title: CellSim3D version 1.0
Licensing provisions: GPLv2
Programming language: C/C++, CUDA, Python
Nature of problem: Mechanical 3-dimensional model for cell division and soft col-
loidal matter.
Solution method: Representation of cells as elastic three dimensional spheres with
elastic forces, friction, repulsion, attraction and osmotic pressure. Integration of
the equations of motion using the velocity-Verlet method from dissipative particle
dynamics. Cells with volumes higher than a threshold can divide. Cell division
can also be turned off thus allowing for simulations of soft colloidal matter.
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Additional comments: Software web site: https://github.com/SoftSimu/CellSim3D

1. Introduction

The behavior of cells, their influence on their own environments, and the
feedback of the environment onto the cells themselves have been of extreme
interest and importance in biology and biophysics. In addition, there is
strong evidence that suggests that the mechanical properties such as texture
and stiffness can affect cell function and development1–11. Cellular migra-
tion, a vital part of many biological processes12,13 such as embryonic mor-
phogenesis14–16, is yet another example of a mechanically affected aspect of
cell behavior. Another beautiful example of the importance of mechanical
forces in cell division is provided by Burton and Taylor who measured trac-
tion forces and showed how they localize during cell division in an elegant
experiment17.

Many experimental techniques have been used to study the cellular re-
sponse to mechanical stimuli18–20. One needs to understand how the mech-
anism of mechanical stimulus is transformed into biochemical responses and
vice versa18 which requires the measurement of the distribution of forces
at the molecular level. This is not possible to do with current experimental
techniques. Furthermore, simulations allow testing many different conditions
at a much lower cost. Finally, it is difficult to separate mechanical stimuli
from biochemical stimuli in the lab. Computational methods eliminate the
biochemical noise that exists in these types of systems. There has been a
considerable effort to develop computational models21–25 that can focus on
the mechanical behavior of cells without adressing any of the complex bio-
chemical processes that occur during cell division and growth. This is also
the case with the current model: it focuses purely on mechanical behavior.
We would also like to note that there are mathematical and computational
models that focus on the biochemical aspects (and ignore mechanical as-
pects). Such models include phase field-based approaches such as the one
by Howard et al.26 and coupled partial differential equations, e.g., the recent
one by Shtylla27.

In general, mechanical models can be at the continuum level, where in-
teraction functions are used to approximate bulk properties, or discrete cell
based (or agent based) two and three-dimensional models. Continuum mod-
els use local interaction functions to simulate tissue, rather than collections
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of cells. In these kinds of models, cell behavior is abstracted into functional
forms containing expressions for density, growth rate, death rate, and inter-
cellular interaction strength28,29. Continuum models have been used to suc-
cessfully study tissue growth and topological rearrangements28–31. Unfortu-
nately, due to their macroscopic nature, information regarding inter-cellular
interactions is lost.

Numerous agent based methods, based on particle and lattice models,
have also been proposed to address the mechanical aspects of cell divi-
sion at a more detailed level. Examples include Delaunay Object Dynamics
(DOD)32–35, Vertex models36–40, and lattice based models such as the cellular
Potts Model41–45, which itself can be extended to phase-field models24,46.

It is surprising that despite the fundamental importance of cell division,
and the influence of mechanics on it, there are very few software packages
available to study it. This is drastically different from fields such as mate-
rials and biomaterials research. To the best of our knowledge, there are
no freely or commercially available packages comparable to the one pre-
sented in this paper. Current free software packages are mostly based on
the cellular Potts model, such as CompuCell3D47 and CompuCell48. There
is also the two dimensional Cellular Potts Model Library called Tissue Sim-
ulation Toolkit based on the work of Graner and Glazier42 (available at
https://sourceforge.net/projects/tst/), and cellGPU by Sussman49. Other
methods are also available, for example LBICell that uses elastic polygons
and the immersed boundary method50, and the agent-based package CellSys
by Hoehme and Drasdo51 that is available as a free binary executable for
non-commercial use. Commercial software includes the so-called Cell Divi-
sion Program based on the work of Pyshnov52. Interested readers are referred
to several recent reviews of computational models53–55.

In this work, we present a software package named CellSim3D for simu-
lating the mechanical aspects of cell division computationally. Our fully three
dimensional approach is based on the 2D models originally described in22,56.
The mechanical properties of cells can be related to the model parameters
as discussed in Section 2. In our previous work using the 2D cell division
model22, the details of the parameter mapping between the model and real
experimental systems were shown and verified. In particular, we showed that
the model can accurately and spontaneously reproduce cell packing topolo-
gies similar to that in the Drosophila 57 wing disc, thus providing a proof
of correctness of the general approach. Importantly, the user can easily
change these parameters if a different mapping is required. In addition to
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the simulation code, the software package includes a number of analysis tools
as described in Section 3.1.5.

CellSim3D is able to simulate the organic growth of tissue from a single
cell (starting from more than one cell is supported as well) into tissue with
up to approximately 106 cells in 3D. Since the focus be on the mechanical
aspects of cell behavior, the CellSim3D force-field, detailed below, assumes
that all biochemical parameters are kept the same for all cells. Other terms
that account for biochemical differences can be added later.

In brief, the CellSim3D code enables the simulation of the following,
purely mechanical aspects of cell behavior and cell division:

1. The manner in which, and the strength with which, cells interact with
each other and their environment mechanically. The physical origin of
this is their membranes with inter-membrane interactions.

2. The mechanical effects of a cell’s growth and division on its neighbors.

3. The mechanical response of a cell to external stimuli (the external stim-
ulus itself need not be mechanical).

4. Cell migration: the mechanical basis within the cell, and the mechanism
used to move on a substrate or in an external matrix.

5. The interplay between all of the above, including between cells of dif-
ferent type with different mechanical parameters.

2. Model and Methods

The model presented here extends the model introduced in Ref.22 from
2D to 3D. Each cell is modeled as a connected network of nodes, see Fig-
ure 1(A). This model was proposed to simulate a variety of cell behaviors.
Intracellular forces are modeled with simple damped Hookean springs, each
node being connected to three nearest neighbors, and an internal pressure.
Inside the tissue, each node experiences forces that arise from intercellular
interactions: adhesion and repulsion between cells, friction between cells,
and friction between cells and the intercellular medium. The shapes of the
simulated cells evolve according to the interplay between internal pressure,
contractile forces along cell boundaries, and inter-cellular interactions. This
allows for studying the dynamics of cell membranes, and their interactions,
with higher spatial and temporal resolution.

With the above, the force field used in the simulations is given by

4



(A) C180 fullerene structure used in CellSim3D.

  

(B) CellSim3D force-field.

(C) Cell growth and division

Figure 1: (A) The geometry of the cell, which is taken from the C180 fullerene. (B)
Schematic showing the parts of the force-field used in this model. Bonded forces are defined
between nearest neighbor nodes within the cell (fullerene), the black dot is the node being
considered and the gray are its neighbors. Non-bonded interactions are between nodes
belonging to different cells, the black dot represents a node in the cell being considered
and the gray dot a node belonging to another nearby cell. Cell growth is modeled by an
internal pressure normal to the surface of the cell FP . (C) The various stages of division.
The figures show snapshots from a simulation of a single cell. Cell division is done with a
division plane oriented randomly and such that the cell is divided symmetrically, to model
mitotic division58.
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F = mr̈ = FB + Fθ + FP + FR + FA + FF , (1)

where FB is the damped Hookean bonding force between neighboring nodes
and is related to the elasticity of cellular membranes. Fθ is the angle force
which preserves curvature, FP is the force due to the cell’s internal pres-
sure coming from the osmotic pressure within cells. FR is the repulsive force
between different cells, FA is the attractive force between different cells,
together they approximate the inter-membrane interaction between mem-
branes. FF is the friction term, which itself is decomposed into viscous drag
due to the medium (e.g. water) and inter-membrane friction.

For simplicity, harmonic potentials are used to approximate both the
bonded interactions between nodes of the same cell and non-bonded inter-
actions between nodes of different cells. This leads to simple definitions of
the various forces in Equation 1. If necessary, these may be changed to other
terms in a straightforward manner. Each node is bonded to three neighboring
nodes with a bonding force given by

FB
i =

3∑
j=1

kBb̂ij (Rij −Ro)− γintvij,

where kB is the bonding spring constant, Ro is the equilibrium bond length,
and γint is a term that damps the oscillation of the bonds. The angle force
is given by

Fθ = −∇
(

1

2
kθ(θ − θo)2

)
, (2)

which is summed over the contributions due to all of the angles that the node
is a part of. kθ is the angle spring constant and θo is the equilibrium angle
(taken from a C180 fullerene structure) formed by the bond vectors between
bonded neighbors.

The interactions between different cells are governed by short-range non-
bonded interactions. The repulsive part is given by

FR =

{
kR
(
R−RR

o

)
r̂j if R < RR

o ,

0 if R ≥ RR
o

(3)

and

FA =

{
−kA

(
R−RA

o

)
r̂j if R < RA

o ,

0 if R ≥ RA
o

(4)
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defines the attractive component of intermembrane interactions. RR
o and

RA
o are cutoff lengths. Together, FA and FR approximate inter-membrane

interactions. KR, KA are the repulsive and attractive spring constants re-
spectively, and RR, RA are the attractive and repulsive spring equilibrium
lengths. Normally, RR < RA and KR � KA. Cell-cell repulsion forces pre-
vent a cell from occupying the space occupied by another cell, while adhesion
forces maintain the integrity of tissues. In real cells, adhesion forces originate
from adhesive bonds formed between Cell Adhesion Molecules (CAMs) on
the surface of neighboring cells59–62. There is a wide variety of such adhesion
molecules including Integrins, Selectins, Cadherins, and other proteins cat-
egorized in the IgSuperfamily61,62. In the simulated cells, each node on the
boundary is an adhesive site, meant to approximate average CAM behavior.
We would also like to add that it would be possible to make adhesion dy-
namic. For that, the functional form for adhesion needs to be determined.
This is likely to be included in a future update.

Finally, the growth force is defined as

FP = PSn̂, (5)

n̂ is the normal to the surface of the cell at the node in question. The surface
is defined as the plane in which the three bonded neighbors lie. P is the
internal pressure of the cell and S is a unit element of the surface area, PS is
the magnitude of the force causing growth in the cell volume, while ∆(PS)
is the growth rate.

Living cells are known to regulate their shape, growth and movement by
modulating their internal pressure63; movement is regulated in combination
with modifying cell cortex properties64,65. Internal hydrostatic pressure is
balanced by inward forces generated by contractile forces in the actomyosin
cortex on the periphery of cells63. Stewart et al.63 showed that this pressure
may be a result of changes in osmolyte concentrations in the cytoplasm and
the contractility of the cell cortex. Animal cells are known to have a rounded
shape in mitosis due to this pressure57,66. It is theorized that roundness of
mitotic cells is a necessary geometric requirement for division67–69. In the
model presented, each model cell is subjected to the same internal pressure
P (Figure 1).

The internal pressure force FP = PSn̂ is balanced by spring forces FB

and angle forces Fθ. Combined, the spring-like forces represent contractile
forces in the cell’s cortex. The simulated cell is homogeneous in the sense
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that all nodes and corresponding spring constants are identical, kθ. This
makes cells roughly spherical at equilibrium, which agrees with experimental
characterizations of cells during mitosis63,66–71.

The friction forces FF consist of two components:

FF = FF,m + FF,e.

Cells in the current model move past each other while the tissue develops. As
they move, they experience friction forces due to the medium and resistance
of the cytoplasm. It is defined as

FF,m = −γmv.

Cells also experience an effective friction due to the interactions with
other cells. Specifically, when cells move past each other, the ith node of one
cell slides along jth node of another with the relative velocity vij = vi − vj.
If vτij is the component of the relative velocity tangential to the surface of
the cell containing i, then the force on i is approximated as a damping force
acting on the node i given as

FF,e
ij = −γextvτij (6)

for Rij < RA
o . The magnitude of the friction coefficient γext can be related

to the extent of cellular rearrangement during tissue growth. This term was
borrowed from the DOD model32–35.

2.1. Demonstration: Simulation of tissue growth

Simulated tissue starts as a single cell, or a collection of cells, which grow
due to an increase in cellular pressure. Energy enters the system this way.
See Figure 2 for simulation snapshots showing the formation of 3D tissue and
an epithelium. A gradual increase in the internal pressure ∆(PS), leads to
an increase in cell volume V = Vo + ∆V . Once a cell exceeds the threshold
value, V div, it is divided into two new cells by a division plane and new nodes
are introduced on both sides of the plane such that they form two deformed
new cells. Thus, mass is input into the system. As an initial approximation,
cytokinesis is assumed to be instantaneous and always such that symmetric
daughters are formed to simulate mitosis. Figure 3 shows how new cells are
created.
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Simulation time
Figure 2: Snapshots from a simulation of tissue growth. The top panel shows the growth
of three dimensional tissue and the bottom panel is the growth of an epithelium. The
epithelium is created by adding confining walls above and below the system and making
the cells divide in a plane perpendicular to the confining walls.

Figure 3: Sketch of the cell division algorithm. Left: The cell division algorithm shown
in 2D for simplicity. First a cell large enough for division is chosen, and its nodes are
copied (black and red). Then a randomly oriented division line is chosen (cyan) such that
it divides the cell in half symmetrically. The corresponding nodes of the two new cells are
deformed such that the nodes that would be in contact are laid along the division line.
This leaves two new cells. Right: The same procedure is carried out in 3D, except using
a division plane instead of a line. New cells are shown in dark red and black, the division
plane is in cyan.
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3. CellSim3D Software

The CellSim3D full source code is available under the GNU General Pub-
lic License version 2 (GPLv2)72 at https://github.com/SoftSimu/CellSim3D.
The software is written in standard C/C++ and is accelerated with CUDA73

to run on a single NVIDIA GPU. The algorithms are easily portable to
OpenCL and/or MPI. The current limitation of a single GPU is not a prob-
lem since modern GPUs have enough memory to simulate up to 100,000 cells
easily. Purely from a memory use standpoint, most modern mid-range GPUs
can store up to 105 cells (such as the GTX 970 or the GTX 980) and high
end GPUs (such as the GTX 1080Ti, GTX TITAN, or TESLA devices) can
easily handle 106. As more and more global memory becomes available on
hardware, even larger systems can be simulated in the future. 100,000 cells
can be stored in the memory of a computer configured with the a GTX980
GPU (4GB of RAM); simulating a system of up to approximately 12,000
cells required approximately 2.5 hours.

CellSim3D has been tested on the following GPUs: GTX 760, GTX 780,
GTX 980, GTX 1080Ti, GTX Titan Xp, GTX 960M, on systems configured
with Intel CORE i7 and i5 CPUs (CPU architecture is of no consequence).
The software has been successfully compiled with CUDA versions 5.5 to 9.1
— with the corresponding supported gcc versions (see the CUDA Toolkit
Documentation73).

Communication and synchronization are known to be bottlenecks when
accelerating any kind of computations with GPUs due to the higher latency
of communication between host RAM (Random Access Memory) and GPU
RAM. Therefore, as much of the computations as possible are done entirely
on the GPU. The CellSim3D force field (Eq. 1) contains only short-range
potentials. Thus, the entire potential and force calculations can be done on
the GPU only, greatly minimizing the need for communication. Neighbor
node list generation and most of the cell division algorithm are also carried
out entirely on the GPU. Neighbor lists are generated with a simple algorithm
that subdivides the simulation box into sub-boxes in parallel. Which cells
are in which sub-boxes are also calculated in parallel. This information is
then used to calculate a per-node neighbor list on the fly. The latter is done
in parallel on the GPU.

Thanks to the above optimizations, most of the computations are done
in CUDA only, with minor host code in C/C++ that controls execution and
handles data input and output. Therefore, normal workstations with modest
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mid-range CPUs may be used with CellSim3D.

3.1. Implementation

3.1.1. Core Simulator and system requirements

Since most of the heavy computations are carried out on the GPU, the
requirements on the rest of the hardware configuration is not stringent. These
modest hardware requirements allow the study of interesting systems with
relative ease on a single node with a single GPU. Support for multiple nodes
or multiple GPUs is not implemented currently. Multiple GPU support is
planned for future releases.

The memory use is constant over the simulation and can be configured
with the input JSON file, see Fig. 4. This is to avoid repetitive alloca-
tion/deallocation of memory on the host and on the GPU. Memory is al-
located for a maximum number of cells for the simulator. This number is
typically much bigger than needed in the actual simulation. One can allo-
cate enough memory for 100,000 cells on a single modern GPU such as the
GTX 980, even low-end GPUs such as the GTX 960M can hold 50,000 cells.
100,000 cells take about 4GB of memory. As an example, systems of 10,000
cells can be safely simulated on GPUs with less than 1GB of memory and
typically take less than 45–60 minutes of wall clock time.

The simulator code supports any version of CUDA newer than 5.0. That
is, it can take advantage of optimizations in newer versions of CUDA (up to
CUDA 9.1 is supported) while still being more-or-less compatible with most
NVIDIA GPUs today. CellSim3D can be easily compiled with the makefile

provided. Only Linux is supported. Any corresponding gcc compiler that
is required by the CUDA version may be used. For example, CUDA 9.1
requires gcc 5.3.1 on Ubuntu 16.04 running on x86 64 systems. Refer to the
CUDA Toolkit Documentation for details73.

CellSim3D only depends on the jsoncpp library, which is pre-packaged
with CellSim3D for ease of use. No other libraries are needed by the sim-
ulator. Some Python libraries are required for the analysis tools, which are
outlined in Section 3.1.5.

Minimum System Requirements:

• NVIDIA GPU of compute capability of 3.5 or higher

• 1 GB of GPU memory (4GB recommended)

• CUDA 5.5 or higher (later versions recommended)
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• Python 3.5, with required libraries

• Blender 2.7 or higher (only needed for visualization)

3.1.2. Software Structure and Use

3.1.3. Source files

There are two main types of files that are included in the package. The
first, and most vital, are the source files that contain all the code. The second
are data files that contain information such as cell geometry and bonding.

Below are short summaries of some of the source files.

• GPUBounce.cu is the main source file that outlines the flow the simu-
lation.

• Propagate.cu contains all the code pertaining to calculating and inte-
grating the forces in the system.

• Volume.cu calculates cell volumes in parallel on the GPU, and flags
them for division if needed.

• CellDivision.cu performs the actual cell division. A simple geomet-
rical argument is made when dividing the cells, see Figure 3.

Figure 4 shows a flowchart of the basic algorithm implemented in the
simulator. Once compiled, the simulator is configured with a input JSON file,
see Fig. 4. This file follows the standard JSON format, with some additions
for C-style comments. It contains all the force field parameters. A sample
input file named inp.json, which contains many informative comments, is
included with the software package.

The bounding box of the simulated cells is subdivided into a number
of smaller sub-boxes on the GPU, which are used to quickly calculate the
cells that are within the same sub-box. This is done efficiently and in par-
allel on the GPU. Then, during force calculation, the nodes from other cells
within range of each node are calculated in parallel for the inter-membrane
interactions.

3.1.4. Integration of the equations of motion

The force field outlined in Section 2 contains a friction term. After test-
ing different approaches, a modified velocity-Verlet integrator, the so-called
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Program Start
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cells
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Parse JSON for 
Parameters

Set initial conditions
(cell positions, 
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Allocate Host &
 GPU Memory
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Calculation

Force 
Integration
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Cell Pressure 
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Trajectory Output 
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Running on GPU

Figure 4: Simulation flowchart. All of the parameters used in the simulation are set in
a JSON (JavaScript Object Notation) file that is given as an argument to the simulator
(the program distribution includes a sample file). The GPU id (assigned by the system)
and the initial number of cells are also program arguments.
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DPD-VV (Dissipative Particle Dynamics velocity-Verlet) of Besold et al.74

turned out to be stable and fast. DPD-VV has been described and tested in
detail in Refs.74,75. The algorithm is listed in Table 1.

(1) vi ← vi + 1
2m

(
FC
i ∆t+ FD

i ∆t+ FR
√

∆t
)

(2) ri ← ri + vi∆t
(3) Calculate FC

i {r}, FD
i {r,v}, FR

i {r}
(4a) voi ← vi

1
2m

(
FC
i ∆t+ FR

i

√
∆t
)

(4b) vi ← voi + 1
2m

FD
i ∆t

(5) Calculate FD
i {r,v}

Table 1: DPD-VV integration algorithm74. FC are the conservative parts of the force-
field, these include the bonded and non-bonded interactions, FD is the dissipative part —
the friction part, and FR is the random component of the force-field, which is zero in the
current CellSim3D force-field (Eq. 1). The positions and velocities are given by ri and vi,
respectively, m is the particle mass and ∆t the time step.

3.1.5. Input/Output and Analysis Tools

The only input required for the simulation is a simple JSON76 file with
extensions allowing for C-style comments. The input file is parsed with the
jsoncpp library77. This file sets the initial conditions for the system.

The simulator writes the output of the simulation to ASCII files, and
the trajectories of the nodes are written to a custom binary format that
is flexible enough to allow for a variable number of nodes in a single time
step. The binary file can be read and processed in python with a packaged
module named celldiv.TrajHandle. This is a simple interface between the
trajectory output from the simulator and NumPy78 arrays in python3. In this
way, all the power of the numerical libraries available through Python can be
applied easily on any of the data. All the tools, including a movie renderer,
are wrappers around this interface. Some other data, such as cell volumes
and counts, is output in ASCII format for ease of use. Future releases will
be using the HDF579 format for efficient, consistent Input/Output.

This software also comes with other tools, in the form of python3 scripts,
that can be used to easily analyze the data produced. python2 is not sup-
ported.These tools require the latest versions of the following python li-
braries: NumPy78, Scipy80, matplotlib81, tqdm82, and pandas83. A brief
summary file called requirements.txt is provided for easily building a suit-
able python environment.
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3.1.6. Scaling

The scaling of this simulator is complicated to measure as the number
of nodes in the simulation increases non-linearly in time. However, we can
measure the time consumption as a function of growth rate ∆(PS). Figure 5
shows a measurement of the time it took to run a simulation of 150,000 time
steps.

3.2. Limitations

The simulator only supports a currently hard-coded cell geometry, shown
in Figure 1. This geometry is that of the C180 fullerene. It was chosen
for ease of use and programming. However, this geometry may be changed
to suit the needs of the system of interest. More geometries can trivially be
added, however we find the default structure used for the moment is adequate
for most needs. The equilibrium shape of C180 is spherical.

The focus of this simulator is to study the symmetrical division of cells.
In biological terms, this corresponds to the production of two daughter cells
identical to each other and the parent cell. Therefore, only this kind of
division is currently supported. This is not the only kind of division that
occurs in living tissue84. Asymmetric division can occur as well. Other
modes of division are planned for future releases.

4. Summary

In this work, we have presented a new fully three dimensional software
package named CellSim3D for computer simulations of cell division. The
code is released under the GNU General Public License version 2 (GPLv2)72

at https://github.com/SoftSimu/CellSim3D. It is written in standard C/C++
and accelerated with CUDA73 to run simulations on a single NVIDIA GPU.
Systems sizes of 100,000 cells are easily reachable with standard desktop
hardware. The cell division model itself is an extension of the 2D mechanical
model originally described in22,56.

We would like to comment the formation of structures in terms of cell
deformations. Cells in real in vivo systems display large, often asymmetric,
deformations. This is also the case with the current model and was demon-
strated already in connection with both the two-dimensional model with22

and without56 cell division. In particular, in Ref.22 the polygonal distribu-
tions and mitotic index from simulations using the two dimensional model
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Figure 5: Scaling at different growth rates. Simulations were run for 150,000 time steps
in total, 100,000 with cell division enabled and 50,000 with cell division disabled (simu-
lates growth, then equilibration). (A) Final number of cells as a function of growth rate
(∆(PS)). (B) Simultion run time to reach the final number of cells shown in (A).
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were compared with experimental data57 and found to be in excellent agree-
ment. The default structure for a cell in the current implementation is the
fullerene C180, but this is can be easily changed by the user. This default
structure was chosen since it is robust with respect to both physical and
structural properties. In addition, it is possible to implement asymmetric
division and this will be included in a future update.

It is also possible to turn off cell division. By doing that, it can be used
to simulate three dimensional soft colloidal matter in spirit similar to what
was done in two dimensions with the predecessor of this model56. Both open
boundary conditions as well as confinement by walls can be used. A future
update will include generalized fullerene structures85 allowing for simulations
of tubular and other structures which may be useful in simulations of colloidal
matter. Growth of colonies of tubular bacteria is another example of such
systems.
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