
Analyzing survival curves at a fixed point in time for paired and 
clustered right-censored data

Pei-Fang Sua, Yunchan Chib, Chun-Yi Leea,*, Yu Shyra,b, and Yi-De Liaob

aDivision of Cancer Biostatistics, Department of Biostatistics, Vanderbilt University Nashville, TN 
37232, USA

bDepartment of Statistics, National Cheng Kung University, Tainan 70101, Taiwan

Abstract

In clinical trials, information about certain time points may be of interest in making decisions 

about treatment effectiveness. Rather than comparing entire survival curves, researchers can focus 

on the comparison at fixed time points that may have a clinical utility for patients. For two 

independent samples of right-censored data, Klein et al. (2007) compared survival probabilities at 

a fixed time point by studying a number of tests based on some transformations of the Kaplan-

Meier estimators of the survival function. However, to compare the survival probabilities at a fixed 

time point for paired right-censored data or clustered right-censored data, their approach would 

need to be modified. In this paper, we extend the statistics to accommodate the possible within-

paired correlation and within-clustered correlation, respectively. We use simulation studies to 

present comparative results. Finally, we illustrate the implementation of these methods using two 

real data sets.

Keywords

right-censored data; Kaplan-Meier estimator; pseudo-value approach; correlated survival data

1. Introduction

Right-censored survival data often arise in biometrical studies, reliability research, and many 

other fields. For comparing entire survival curves, many well-established methods have been 

proposed to test for equality of two survival functions, including weighted logrank tests 

(Gill, 1980) and weighted Kaplan-Meier tests (Pepe and Fleming 1989). However, rather 

than comparing entire survival curves, researchers may want to compare survival 

probabilities at specified time points (or at a single fixed time point). For example, in a 

chronic disease such as cancer, the 5-year survival rate is often used as an indicator of the 

severity of the disease and prognosis. Therefore, one may want to compare cancer survival 
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rates in two treatments with the thought that the 5-year survival is sometimes evidence of 

success against cancer (used to mean a “cure” of the cancer). Patients and physicians often 

want to know, “Are treatments different at a specified time point?” Therefore, it may be 

more meaningful to compare the survival probability at a fixed time point.

Moreover, dependent survival times may arise due to paired designs of experiments. In order 

to reduce the between-subject variability, a number of matched subjects, such as twins, are 

randomly assigned to different treatments to evaluate effect. Such data are called “paired” 

right-censored data, where the survival times are independent within groups but dependent 

between groups (Huster et al., 1989; Dallas and Rao, 2000; Huang and Wolfe 2002).

In some cases, it is difficult or impractical to administer different treatments to the same 

subject. Therefore, observations are taken from multiple sites or a group of subjects. For 

example, the failure times of dental implants contributed by each subject tend to correlate, 

while those from different subjects are independent. The data are considered as “clustered” 

right-censored data (Jung and Jeong, 2003; Huang and Wolfe, 2002).

To compare the differences between two survival functions for independent right-censored 

data, one approach is to construct confidence bands for the survival function. Bie et al. 

(1987), Borgan and Lestøl (1990) and Parzen et al. (1997) showed that the correct coverage 

probability of confidence bands for the survival function can be improved through the use of 

suitable transformation of Kaplan-Meier estimators (1958), or equivalently, cumulative 

hazard functions. An alternative approach to comparing the difference between two groups 

is to test if two treatment groups have the same survival functions. Pepe and Fleming (1989) 

used the weighted difference between two Kaplan-Meier estimators and chose a weight 

function that stabilizes the variance of the test statistic. For comparing two survival 

probabilities at a fixed point in time, Klein et al. (2007) studied a number of tests based on 

some transformations of the Kaplan-Meier estimators. They concluded that the tests based 

on transformed survival functions perform better than the untransformed ones.

For paired right-censored data, Murray (2001) extended the weighted Kaplan-Meier tests to 

compare the differences between two survival functions. For clustered right-censored data, 

O'Gorman and Akritas (2004) extended the statistics studied by Gu et al. (1999) to test 

treatment effect by using Kaplan-Meier estimators. Though Klein et al. (2007) proposed 

several transformation strategies to compare two survival probabilities at a fixed point in 

time, the testing methods for comparing paired right-censored data or clustered right-

censored data at a fixed time point have yet to be investigated. If we treat them as originating 

from independent samples, it could lead to misleading results. Therefore, in this paper, the 

methods described in Klein et al. (2007) are extended to paired right-censored data and 

clustered right-censored data, respectively. We present systematic studies of the choices of 

transformations and modify the standard error of their statistics to accommodate possible 

within-pair correlation and within-cluster correlation.

This paper is organized as follows: Section 2 extends the tests described in Klein et al. 

(2007) for testing the equality of two survival probabilities at a fixed point in time for paired 

right-censored data and clustered right-censored data, respectively. Section 3 investigates the 
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accuracy of the asymptotic distributions of the proposed tests and compares the power 

properties under various alternatives through simulation. In Section 4, we illustrate the 

implementation of the extended methods through two real data sets. Finally, we offer some 

concluding remarks.

2. The extended two sample tests

2.1 Paired right-censored data

To compare two survival probabilities for paired right-censored data, let Tik and Cik denote 

the survival and censoring times of the kth subject of group i for i = 1, 2 and k = 1, 2,…, n 
where n is the number of pairs. Note Tik is independent of Cik but a dependence is allowed 

between T1k and T2k and between C1k and C2k. The common marginal survival functions for 

Tik are denoted by Si (t). When there are some right-censored observations in a data set, one 

can only observe the random variables Xik = min(Tik, Cik) and δik = I(Tik < Cik), where I(A) 

is an indicator function of event A, taking value 1 if the event A occurs and value 0 

otherwise. Now, let t1 < t2 <… < tD be the distinct ordered failure times based on the pooled 

data, dij be the number of events at time tj, and yij be the number of subjects at risk in the ith 

group at time tj. With this notation, the Kaplan-Meier estimators (1958) are given by

If the lifetimes between any two observations are independent, the estimated variances of the 

Kaplan-Meier estimators are

where

(Greenwood's formula, 1926). In order to test the equality of two survival probabilities, the 

null hypothesis is specified as

(1)

and the alternatives can be specified as
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A natural statistic considers the difference between two Kaplan-Meier estimates at time t, 
that is Ŝ2(t) − Ŝ1(t). Therefore, Klein et al. (2007) studied a number of statistics based on 

some transformations of the survival function for two independent samples of right-censored 

data. The test statistic is defined as

where ϕ is a differentiable real-valued function. To accommodate the within-pair 

dependence, the denominator V(ϕ(Ŝ2(t)) − ϕ(Ŝ1(t))) can be derived as

(2)

The first and second terms in (2) correspond to the original variance used in Klein et al. 

(2007) for independent right-censored data. The third term characterizes the dependence 

between two Kaplan-Meier estimators. If the two samples are independent, the third term 

vanishes in this expression. Applying the delta method, the estimated variances can be 

expressed as

where ϕ′(t) = dϕ(t)/dt. Then, using the results in the Appendix of Murray (2001), an estimate 

for the covariance part can be represented as

where

where  count the number of complete correlated pairs still 

at risk at times tr and ts in treatment groups 1 and 2, respectively; 

 count the number of individuals from 
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complete pairs who failed at time tr for treatment 1 and failed at time ts for treatment 2; and 

 count the number of complete correlated pairs who 

failed at time ts for treatment 2 and who are still at risk for failure at time tr for treatment 1.

Since Klein et al. (2007) showed that each transformation of Ŝ2(t)−Ŝ1(t) performs better than 

the naive test in terms of type I error rates, the same transformations are considered in this 

study. The first test is based on the naive test, namely ϕ(Ŝi(t)) = Ŝi(t). In addition, testing the 

null hypothesis (1) is equivalent to the test H0: Λ1(t) = Λ2(t), where Λi is the cumulative 

hazard function of group i; hence, the second test is based on a logarithmic transformation of 

the survival function, that is ϕ(Ŝi(t)) = log(Ŝi(t)). The third test is constructed based on 

ϕ(Ŝi(t)) = log(−log(Ŝi(t))) transformation, since it has been found to be very useful in 

constructing confidence intervals and confidence bands for survival function (Kalbfeisch and 

Prentice, 1980). Further, Klein et al. (2007) showed that the test has the best performance in 

comparing difference for independent right-censored data. The forth test is based on an 

arcsine-square root transformation, ϕ(Ŝi(t)) = arcsin(Ŝi(t)), which has small sample coverage 

probabilities for confidence intervals similar to the log-log transformation (Nair, 1984). The 

final test is the logit transformation, ϕ(Ŝi(t)) = log(Ŝi(t)/(1 − Ŝi (t))) which was considered in 

Klein et al. (2007).

Under the null hypothesis (1), each of the mentioned tests with different transformations led 

to an asymptotic standard normal distribution. Therefore, at the α-level, one can conclude 

that the survival probability is better in the second group, if the test statistic is larger than 

z1−α, where z1−α is the 100(1 − α) percentile of the standard normal distribution.

As an alternative to the above tests, the pseudo-value approach can be used not only for 

hypothesis testing but also for obtaining estimates of the model parameters (Andersen et al, 

2003; Klein and Andersen, 2005; Klein et al. 2007). Define the pseudo-value by

where (Ŝp(t) is the Kaplan-Meier estimator of the pooled samples and  is the Kaplan-

Meier estimator of the pooled samples with the kth subject of group i observation removed. 

When there is no censoring, then θ̂ik is simply the indicator that the kth subject of group i 
was living at time t. When censoring is present, the pseudo-values are still defined for all 

individuals and at all times (Perme and Andersen, 2008). Intuitively, the definition of the 

pseudo-value implies that the pseudo observation can be treated as the individual 

contribution to the overall Kaplan-Meier estimate. Therefore, as shown in Andersen et al. 

(2003), these can be used in a generalized linear model to model the effects of covariates on 

outcome. We consider a generalized linear model with link function g(.) for the pseudo-

values, that is
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where βT stands for the transpose of β and Zik is a vector of covariates. In our case, Zik is an 

indicator covariate with value 1 if the patient is in the treatment group and 0 if they are in the 

control group. Therefore, to model the effects of covariates on outcome, testing the null 

hypothesis (1) is equivalent to test H0:β = 0 at a fixed time. To estimate regression 

parameters β, we shall use a generalized estimating equation (GEE) approach (see Liang and 

Zeger, 1986). Let sik = μ(βTZik) be the inverse function based on g(·) and dμik(β) be the 

vector of partial derivatives of μik(·) with respect to β. The estimating equation is given by

where Vik(β) is the working covariance matrix. The maximum likelihood estimator of β can 

be defined as the solution to U(β) =0. Let β̂ be the solution to this equation, using the results 

from Liang and Zeger (1986), it follows that √n(β̂ − β) is asymptotically normal with mean 

zero and a covariance that can be estimated consistently by a “sandwich” estimator

where . Therefore, a test based on β̂ and Σ̂ can be used to 

compare the equality of two survival functions at a fixed time point.

2.2 Clustered right-censored data

For clustered right-censored data, we added a subscript j to indicate the cluster from which 

each individual was chosen. Let Tijk and Cijk denote the survival and censoring times of the 

kth subject in cluster j of the ith sample for i = 1, 2, j = 1, 2, ⋯, ni, and k = 1, 2, ⋯, mij. 

Notice ni is the number of clusters in the ith sample, and mij is the number of subjects in the 

jth cluster of sample i. Let Tijk and Cijk be independent, and the common marginal survival 

functions for the subject Tijk in each cluster of the ith group be denoted by Si(t). When there 

are some right-censored observations, one can only observe the random variables Xijk = 

min(Tijk, Cijk) and δijk = I(Tijk ≤ Cijk). Now, let t1 < t2 < ⋯ < tD be the distinct, ordered, 

observed failure times based on the pooled data from the two samples, dijl be the number of 

failure events of the jth cluster in group i at time tl, and yijl be the number of subjects at risk 

of the jth cluster in group i at time tl, i = 1,2, j = 1,2, ⋯, ni, l = 1, 2, ⋯, D. The total number 

of clusters in the two samples is denoted by n.

Using this notation, the Kaplan-Meier estimators (1958) are given by
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(3)

Although the survival times are correlated in each cluster, Ying and Wei (1994) have shown 

that the Kaplan-Meier estimator (3) is still consistent and asymptotically normal. For testing 

the equality of two survival functions, we also considered the test

based on a transformation ϕ of S̃i(t). Since the survival times in the two samples are 

independent but correlated within each cluster, the variance of ϕ(S̃2(t)) − ϕ(S̃i(t)) is

Therefore, to consider clustered dependence, the martingale technique developed by Ying 

and Wei (1994) can be applied to derive the variance of S̃i(t). It follows that a valid estimator 

for the asymptotic variance is

where

,  and dNi(u) means the change 

in the process Ni(u) over a short time interval [t, t + dt) (detailed proof appears in Ying and 
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Wei, 1994). Then, using the delta method, ϕ(S̃i(t)) is asymptotically normal with mean 

ϕ(Si(t)), and the estimated variance is given by

In clustered right-censored data, we considered the same transformations as described in 

Section 2.1. Under the null hypothesis (1), each of the above tests has an asymptotic 

standard normal distribution. Therefore, at the α-level, one can conclude that the survival 

probability is better in the second group, if the test statistic is larger than z1−α.

Similarly, we discuss another test that is based on a pseudo-value regression technique. 

Define the j th pseudo-value by

where i = 1, 2, j = 1, 2, ⋯, ni, k = 1, 2, ⋯, mij, and  is the total number of 

observations. Here, S̃p(t) is the Kaplan-Meier estimator of the pooled samples and 

is the Kaplan-Meier estimator of the pooled samples with the kth subject in cluster j of 

group i observation removed. The generalized linear model for the pseudo-values is

where Zijk is a vector of covariates. In our case, Zik is an indicator covariate. Therefore, 

testing the null hypothesis (1) is equivalent to test H0: β = 0 at a fixed time. With clustered 

observations, the correlation for a given subject must be taken into account. Let sijk = μ(βT 

Zijk) be the inverse function based on g(·) and dμij(β) = [∂μij1(β)/∂β,…,∂μijmij(β)/∂β]T be the 

vector of partial derivatives of μij(·) with respect to β. The estimating equation (Liang and 

Zeger, 1986) is

where Vij(β) is the mij × mij working covariance matrix, θ̃ij = [θ̃ij1, ⋯, θ̃ijmij]
T and sij = [sij1, 

⋯, sijmij]
T. The maximum likelihood estimator of β can be defined as the solution to 

U(β)=0. Let β̃ be the solution to this equation. Using the results from Liang and Zeger 

(1986), it follows that √n(β̃ − β) is asymptotic normal with mean zero and a covariance that 

can be estimated consistently by
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where . Therefore, a test based on β̃ and Σ̃ can be used to 

compare the equality of two survival functions at fixed time point t.

3. Simulation results

To assess the performance of the extended tests, we carried out simulation studies under 

various scenarios for paired right-censored data and clustered right-censored data, 

respectively. We denoted NaiP, LogP, LlogP, ArcsP, LogitP as the tests of the naive 

transformation, the logarithmic transformation, the log-log transformation, the arcsine 

transformation and the logit transformation of the Kaplan-Meier estimator for paired right-

censored data. We denoted NaiC, LogC, LlogC, ArcsC, LogitC as the tests of the above 

mentioned transformations for clustered right-censored data. Moreover, we also presented 

the results from the tests proposed by Klein et al. (2007), who assume that data are 

independent and denoted the related tests as Nai, Log, Llog, Arcs, and Logit.

3.1 Paired right-censored data

To construct the paired right-censored data, we used bivariate exponential distribution to 

generate survival times through Moran's algorithm (Moran, 1967). Let (V1, V3) and (V2,V4) 

be mutually independent, but each pair has a bivariate normal distribution with a marginally 

zero mean, unit variance, and a correlation coefficient √ρ(ρ ≥ 0). We constructed the joint 

distribution of  and . Therefore, T1 and T2 have 

marginal exponential distributions with failure rates λ1 and λ2, respectively, and the 

correlation coefficient is ρ. Parameters λ1 were chosen so that in the first group the 

probability of survival at time point 1 was 0.75. Parameters λ2 were chosen so that λ1 = λ2 

for assessing the type I error rates, and the odds ratio of the survival function at time point 1 

was 2 or 3 for power comparison. The corresponding correlation between pairs was set as 

0.2, 0.5 or 0.7. In addition, the censoring times were also generated from bivariate 

exponential distribution and the overall censoring fraction in either setup was fixed at 10% 

and 40%. Total number of pairs was set as 30, 60, or 100. Moreover, for the pseudo-value 

regression, since an attractive property of the GEE is that the estimator is robust with respect 

to misspecification of working covariance matrix, we chose an exchangeable working 

covariance matrix. All tests with nominal level 0.05 were applied to each sample. Empirical 

rejection probability was obtained based on 2000 simulation runs.

Table 1 shows the empirical type I error rates. All the extended tests preserve reasonable 

type I error rates as the number of pairs becomes large (>60). As the dependency grows, the 

performances of the extended tests are much better (close to 0.05) than the tests proposed by 

Klein et al. (2007). This happens since the extended tests consider the positive within-pair 

correlation. Moreover, Table 2 shows the power comparison results. As expected, the power 
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of the extended tests increases as the correlation between pairs increase, the odds ratio 

increases, or the number of pairs increase. By contrast, the power of the tests decreases as 

the censoring proportion grows.

To summarize all the simulation results from Table 1 and Table 2, we followed Klein et al. 

(2007) and applied analysis of variance (ANOVA) techniques concerned with both type I 

and type II error rates. For the type I error rate, outcome variable, Y, was defined as the 

percent rejection rate minus the nominal level of 5. Therefore, good performance of the test 

is implied by numerically small estimates for the expectation E(Y). In addition, we 

considered four different factors, namely TEST, CORR, NUM, and CEN, which represent 

the test methods, the correlation, the number of pairs, and the censoring proportion, 

respectively. In such a setting, TEST has 6 levels, CORR has 4 levels, NUM has 3 levels, 

and CEN has 2 levels. We considered fitting models without an intercept as:

(4)

(5)

(6)

(7)

respectively. Table 3 shows the average deviations from the nominal 5 percent level of six 

tests. That is, we calculated the average estimated type I error rate and then subtracted 0.05. 

Table 4 shows the average rejection rates for six tests using ANOVA by using model (4)-(7).

From Table 3, we see that all the transformed tests seem better than the untransformed 

(naive) test based on our simulation. Moreover, the last row of Table 3 shows the marginal 

effects of TEST from model (7). It is evident that the test based on the arcsine-square root 

transformation (ArcsP) tends to have slightly elevated type I error rates while the other tests 

are slightly conservative. The pseudo-value regression performs best since the average 

deviations from the nominal 5 percent level are close to 0. In addition, from Table 4, we see 

that the power increases with the sample size and paired correlation. Conversely, the power 

decreases with the censoring proportion. In the last row of Table 4, we show the marginal 

effects of TEST from model (7). Although the naive test (NaiP) and the arcsine 

transformation (ArcsP) have higher power, they are anti-conservative. Consequently, in 

summary, pseudo-value regression is a satisfactory method for comparing paired right-

censored data at a fixed point based on the simulation.
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3.2 Clustered right-censored data

To assess the performance of the extended tests for clustered right-censored data, we 

conducted simulation studies under various scenarios. In each cluster, the Clayton-Oakes 

model (Clayton and Cuzick, 1985; Oakes, 1989),

was used to generate correlated survival times for the jth cluster of the ith sample, where 

Sijk(t) was the kth marginal survival function of the jth cluster in the ith group and parameter 

ζ was used to control the strength of the correlation among subjects in each cluster (details 

appear in Cai and Shen, 2000). Large ζ induces smaller intracluster correlation and ζ = 2.0, 

0.5, and 0.214 were employed corresponding to the Kendall tau (τ) of 0.2, 0.5 and 0.7, 

respectively. The total number of clusters of the two samples was set to be 30, 60, and 100. 

Cluster size mij was set to be 2.

Table 5 displays the empirical type I error rates. It is apparent that all the extended tests 

maintain reasonable type I error rates as sample size increases. However, the type I error 

rates of the tests developed in Klein et al. (2007) are anti-conservative when correlation 

exists. This happens because ignoring positive cluster correlation results in an 

underestimation of the true variance. Table 6 shows the power comparison results. The 

power of all of the tests considered here decrease as the correlation among subjects in each 

cluster increases. That's because the denominator of the test statistics considers the positive 

clustered correlation and has higher variance covariance estimate. As expected, the power of 

the extended tests increases as the sample size increases and odds ratio grows; and the power 

of extended tests decreases as the censoring proportion increases.

As follows, we also apply ANOVA techniques to summarize all the simulation results in 

Table 5 and Table 6. Table 7 shows the average deviations from the nominal 5 percent level 

of six tests and Table 8 shows the average rejection rates for the six tests using ANOVA by 

using model (4)-(7) for clustered right-censored data.

As shown in Table 7, comparison of the tests shows that all transformed tests seem better 

than the naive test based on our simulation. All the tests tend to be slightly anti-conservative. 

The tests based on the log and loglog transformation perform better in comparison. In 

addition, from Table 8, we see that the power increases with sample size but decreases with 

the correlation. In summary, considering both type I and type II error rates and given that the 

test based on the loglog transformation had a higher average rejection rate than log 

transformation. We suggest that using loglog transformation is a satisfactory method for 

clustered right-censored data.

4. Examples

For paired right-censored data, the extended tests are applied to the Diabetic Retinopathy 

Study (DRS) analyzed by Huster et al. (1989). Diabetic retinopathy is a complication 
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associated with diabetes mellitus consisting of abnormalities in the microvasculature within 

the retina of the eye. There are 1742 patients in this study. Huster et al. (1989) used a subset, 

50% sample of the high-risk patients as defined by DRS criteria, to demonstrate their 

proposed method. A total of 54 patients with juvenile diabetes are investigated in this study 

for purpose of illustration. Each patient had one eye randomized to argon laser treatment and 

the other eye received a xenon arc photocoagulator. Patients were followed in order to detect 

vision loss, with survival times defined as the initiation of treatment to blindness (i.e. visual 

acuity below 5/200 for two visits in a row). Since time to vision loss is positively correlated 

within individuals, paired right-censored data arise. In such a case, the primary goal is to 

understand the effectiveness of laser photocoagulation in delaying the onset of blindness in 

patients with diabetic retinopathy. We compare the survival probability at 36, 48, and 60 

months, respectively.

The sample censoring rate is 61%. The Kaplan-Meier estimates of the marginal survival 

functions for the treatment group and control group are displayed in Figure 1 and the testing 

results are listed in Table 9. The vertical dash lines mark the three time points, respectively. 

The plot shows a significant visual difference at 60 months. The p-values of the tests 

compared in Table 9 are all less than the pre-specified significance level of 0.05. This 

implies that for diabetic patients the laser treatment produced a higher 5-year (60-months) 

survival rate. In addition, the plot shows a less significant visual difference at 48 months. 

The extended methods consider within-pair correlation yield p-values that are less than 0.05. 

This implies that ignoring dependence deflates the significance level because of within-pair 

correlation.

Secondly, we applied the extended tests for clustered right-censored data to the otology 

study conducted by Le and Lindgren (1996). This study enrolled 78 children, aged 6 months 

to 8 years who had been diagnosed as having otitis media in both ears and who had received 

ventilating tubes as a surgical intervention. These children were randomized to either a no-

treatment group (n1 = 38) or a post-surgery treatment group (n2 = 40). They received regular 

follow-up care to determine if their tubes were functioning. The aim of the study was to 

determine whether the tube life in the post-surgery treatment group was longer than that in 

the control group. We compared the survival probability at 12 months, using the lifetimes of 

tubes noted in the original study to estimate the survival probability. The Kaplan-Meier 

estimates of survival functions for the two groups are displayed in Figure 2, and the testing 

results are listed in Table 9.

In this data set, the sample censoring rate is 7.7%. At the 0.05 significance level, the p-

values of these tests show that the lifetime of the post-surgery treatment is longer than the 

lifetime of the control group at 12 months. Although the test results are identical to the 

methods proposed by Klein et al. (2007), the p-values of each extended test is larger than the 

test proposed by Klein et al. (2007), since our tests considering the clustering effect.

5. Concluding remarks

In this paper, we extended the methods proposed by Klein et al. (2007) to compare the 

differences between two survival functions at a fixed time point for paired right-censored 
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data and clustered right-censored data, respectively. We derived the variance of the statistics 

to accommodate the possible within-pair correlation and within-cluster correlation. 

Moreover, the pseudo-value regression approach is also used to model the effects of 

covariates on the outcome for hypothesis testing. Note that for clustered right-censored data, 

the tests are valid under unequal intracluster correlation coefficients or an unequal number of 

units in each cluster. Overall speaking, for paired right-censored data, if there is a positive 

correlation within each pair, ignoring positive dependence leads to more conservative tests, 

while for clustered data, ignoring (the positive) dependence leads to more liberal tests. Other 

studies support this conclusion. For example, Wang and Fygenson (2009) demonstrate the 

importance of separately accounting for intra-subject factor effect and the between-subject 

factor effect for the framework of a semi-parametric quantile regression model. In addition, 

this paper also presents two examples of applications on a diabetic retinopathy study for 

paired right-censored data and an otology study for clustered right-censored data. Although 

there is no significant difference between the tests based on different transformations, we 

showed that the proposed test is applicable for testing the survival probabilities at a fixed 

time point.

Faced with the problem of including some other covariates to compare the survival curves at 

a fixed time, one approach is to base the test on a stratified version of one of the tests 

discussed in Section 2. Suppose the population can be divided into g strata. For paired right-

censored data, let Ŝig(t) be the Kaplan-Meier estimators in the g stratum for sample i, where 

g = 1,2,…, m, i = 1,2.; in this case, the stratified test can be defined as

(8)

Similarly, for clustered right-censored data, simply change Ŝ1g(t) to S̃ig(t) in (8), and the 

variance part can be computed as describe in Section 2.

Computer codes written in FORTRAN for this type of analyses are available from the first 

author upon request. To compare the equality of two independent samples of survival 

functions, Logan et al. (2008) formulated the problem as testing for differences in survival 

curves after a prespecified time point when researchers anticipate that the survival curves 

appear to cross at some time point. In our future work, we will investigate tests based on 

different transformations for testing this hypothesis H0: S1(t) = S0(t), for t ≥ t0 where t0 can 

be prespecified. In addition, in order to derive a sample size formula, we will consider a 

specific alternative hypothesis and derive the theoretical property of the test statistic.
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Fig. 1. 
Estimated survival curves for the Diabetic Retinopathy Study.
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Fig. 2. 
Estimated survival curves for the otology study.
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