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#### Abstract

In clinical trials, information about certain time points may be of interest in making decisions about treatment effectiveness. Rather than comparing entire survival curves, researchers can focus on the comparison at fixed time points that may have a clinical utility for patients. For two independent samples of right-censored data, Klein et al. (2007) compared survival probabilities at a fixed time point by studying a number of tests based on some transformations of the KaplanMeier estimators of the survival function. However, to compare the survival probabilities at a fixed time point for paired right-censored data or clustered right-censored data, their approach would need to be modified. In this paper, we extend the statistics to accommodate the possible withinpaired correlation and within-clustered correlation, respectively. We use simulation studies to present comparative results. Finally, we illustrate the implementation of these methods using two real data sets.
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## 1. Introduction

Right-censored survival data often arise in biometrical studies, reliability research, and many other fields. For comparing entire survival curves, many well-established methods have been proposed to test for equality of two survival functions, including weighted logrank tests (Gill, 1980) and weighted Kaplan-Meier tests (Pepe and Fleming 1989). However, rather than comparing entire survival curves, researchers may want to compare survival probabilities at specified time points (or at a single fixed time point). For example, in a chronic disease such as cancer, the 5-year survival rate is often used as an indicator of the severity of the disease and prognosis. Therefore, one may want to compare cancer survival

[^0]rates in two treatments with the thought that the 5-year survival is sometimes evidence of
success against cancer (used to mean a "cure" of the cancer). Patients and physicians often want to know, "Are treatments different at a specified time point?" Therefore, it may be more meaningful to compare the survival probability at a fixed time point.

Moreover, dependent survival times may arise due to paired designs of experiments. In order to reduce the between-subject variability, a number of matched subjects, such as twins, are randomly assigned to different treatments to evaluate effect. Such data are called "paired" right-censored data, where the survival times are independent within groups but dependent between groups (Huster et al., 1989; Dallas and Rao, 2000; Huang and Wolfe 2002).

In some cases, it is difficult or impractical to administer different treatments to the same subject. Therefore, observations are taken from multiple sites or a group of subjects. For example, the failure times of dental implants contributed by each subject tend to correlate, while those from different subjects are independent. The data are considered as "clustered" right-censored data (Jung and Jeong, 2003; Huang and Wolfe, 2002).

To compare the differences between two survival functions for independent right-censored data, one approach is to construct confidence bands for the survival function. Bie et al. (1987), Borgan and Lestøl (1990) and Parzen et al. (1997) showed that the correct coverage probability of confidence bands for the survival function can be improved through the use of suitable transformation of Kaplan-Meier estimators (1958), or equivalently, cumulative hazard functions. An alternative approach to comparing the difference between two groups is to test if two treatment groups have the same survival functions. Pepe and Fleming (1989) used the weighted difference between two Kaplan-Meier estimators and chose a weight function that stabilizes the variance of the test statistic. For comparing two survival probabilities at a fixed point in time, Klein et al. (2007) studied a number of tests based on some transformations of the Kaplan-Meier estimators. They concluded that the tests based on transformed survival functions perform better than the untransformed ones.

For paired right-censored data, Murray (2001) extended the weighted Kaplan-Meier tests to compare the differences between two survival functions. For clustered right-censored data, O'Gorman and Akritas (2004) extended the statistics studied by Gu et al. (1999) to test treatment effect by using Kaplan-Meier estimators. Though Klein et al. (2007) proposed several transformation strategies to compare two survival probabilities at a fixed point in time, the testing methods for comparing paired right-censored data or clustered rightcensored data at a fixed time point have yet to be investigated. If we treat them as originating from independent samples, it could lead to misleading results. Therefore, in this paper, the methods described in Klein et al. (2007) are extended to paired right-censored data and clustered right-censored data, respectively. We present systematic studies of the choices of transformations and modify the standard error of their statistics to accommodate possible within-pair correlation and within-cluster correlation.

This paper is organized as follows: Section 2 extends the tests described in Klein et al. (2007) for testing the equality of two survival probabilities at a fixed point in time for paired right-censored data and clustered right-censored data, respectively. Section 3 investigates the
accuracy of the asymptotic distributions of the proposed tests and compares the power properties under various alternatives through simulation. In Section 4, we illustrate the implementation of the extended methods through two real data sets. Finally, we offer some concluding remarks.

## 2. The extended two sample tests

### 2.1 Paired right-censored data

To compare two survival probabilities for paired right-censored data, let $T_{i k}$ and $C_{i k}$ denote the survival and censoring times of the $k$ th subject of group $i$ for $i=1,2$ and $k=1,2, \ldots, n$ where $n$ is the number of pairs. Note $T_{i k}$ is independent of $C_{i k}$ but a dependence is allowed between $T_{1 k}$ and $T_{2 k}$ and between $C_{1 k}$ and $C_{2 k}$. The common marginal survival functions for $T_{i k}$ are denoted by $S_{i}(t)$. When there are some right-censored observations in a data set, one can only observe the random variables $X_{i k}=\min \left(T_{i k}, C_{i k}\right)$ and $\delta_{i k}=I\left(T_{i k}<C_{i k}\right)$, where $I(A)$ is an indicator function of event $A$, taking value 1 if the event $A$ occurs and value 0 otherwise. Now, let $t_{1}<t_{2}<\ldots<t_{D}$ be the distinct ordered failure times based on the pooled data, $d_{i j}$ be the number of events at time $t_{j}$, and $y_{i j}$ be the number of subjects at risk in the $i$ th group at time $t_{j}$. With this notation, the Kaplan-Meier estimators (1958) are given by

$$
\hat{S}_{i}(t)=\prod_{t_{j} \leq t}\left(1-\frac{d_{i j}}{y_{i j}}\right) .
$$

If the lifetimes between any two observations are independent, the estimated variances of the Kaplan-Meier estimators are

$$
\hat{V}\left(\hat{S}_{i}(t)\right)=\hat{S}_{i}^{2}(t) \hat{\sigma}_{i}^{2}(t), i=1,2
$$

where

$$
\hat{\sigma}_{i}^{2}(t)=\sum_{t_{j} \leq t}\left(\frac{d_{i j}}{y_{i j}\left(y_{i j}-d_{i j}\right)}\right)
$$

(Greenwood's formula, 1926). In order to test the equality of two survival probabilities, the null hypothesis is specified as

$$
\begin{equation*}
H_{0}: S_{1}(t)=S_{2}(t), \text { for a fixed time } t \geq 0 \tag{1}
\end{equation*}
$$

and the alternatives can be specified as

$$
H_{a}: S_{1}(t)<S_{2}(t) \text {, for a fixed time } t>0 \text {. }
$$

A natural statistic considers the difference between two Kaplan-Meier estimates at time $t$, that is $\hat{S}_{2}(t)-\hat{S}_{1}(t)$. Therefore, Klein et al. (2007) studied a number of statistics based on some transformations of the survival function for two independent samples of right-censored data. The test statistic is defined as

$$
\frac{\phi\left(\hat{S}_{2}(t)\right)-\phi\left(\hat{S}_{1}(t)\right)}{\sqrt{V\left(\phi\left(\hat{S}_{2}(t)\right)-\phi\left(\hat{S}_{1}(t)\right)\right)}}
$$

where $\phi$ is a differentiable real-valued function. To accommodate the within-pair dependence, the denominator $V\left(\phi\left(\hat{S}_{2}(t)\right)-\phi\left(\hat{S}_{1}(t)\right)\right)$ can be derived as

$$
\begin{equation*}
V\left(\phi\left(\hat{S}_{1}(t)\right)\right)+V\left(\phi\left(\hat{S}_{2}(t)\right)\right)-2 \operatorname{Cov}\left(\phi\left(\hat{S}_{1}(t)\right),\left(\phi\left(\hat{S}_{2}(t)\right)\right)\right. \tag{2}
\end{equation*}
$$

The first and second terms in (2) correspond to the original variance used in Klein et al. (2007) for independent right-censored data. The third term characterizes the dependence between two Kaplan-Meier estimators. If the two samples are independent, the third term vanishes in this expression. Applying the delta method, the estimated variances can be expressed as

$$
\hat{V}\left(\phi\left(\hat{S}_{i}(t)\right)\right)=\hat{V}\left(\hat{S}_{i}(t)\right)\left(\phi^{\prime}\left(\hat{S}_{i}(t)\right)\right)^{2}, i=1,2
$$

where $\phi^{\prime}(t)=d \phi(t) / d t$. Then, using the results in the Appendix of Murray (2001), an estimate for the covariance part can be represented as

$$
\operatorname{Cov} v\left(\phi\left(\hat{S}_{1}(t)\right), \phi\left(\hat{S}_{2}(t)\right)\right)=\phi^{\prime}\left(\hat{S}_{1}(t)\right) \phi^{\prime}\left(\hat{S}_{2}(t)\right) \frac{1}{n} \sum_{u \leq t v \leq t} \sum_{12}(u, v),
$$

where

$$
\hat{G}_{12}\left(t_{r}, t_{s}\right)=\frac{\pi_{r s} / n}{\pi_{1 r} \pi_{2 s} / n^{2}}\left(\frac{q_{r s}}{\pi_{r s}}-\frac{q_{r \mid s}}{\pi_{r s}} \frac{q_{2 s}}{\pi_{2 s}}-\frac{q_{s \mid r}}{\pi_{r s}} \frac{q_{1 r}}{\pi_{1 r}}+\frac{q_{1 r}}{\pi_{1 r}} \frac{q_{2 s}}{\pi_{2 s}}\right)
$$

where $\pi_{r s}=\sum_{k=1}^{n} I\left(X_{1 k} \geq t_{r}, X_{2 k} \geq t_{s}\right)$ count the number of complete correlated pairs still at risk at times $t_{r}$ and $t_{S}$ in treatment groups 1 and 2 , respectively;
$q_{r s}=\sum_{k=1}^{n} I\left(X_{1 k}=t_{r}, X_{2 k}=t_{s}, \delta_{1 k}=1, \delta_{2 k}=1\right)$ count the number of individuals from
complete pairs who failed at time $t_{r}$ for treatment 1 and failed at time $t_{S}$ for treatment 2 ; and $q_{s \mid r}=\sum_{k=1}^{n} I\left(X_{1 k} \geq t_{r}, X_{2 k}=t_{s}, \delta_{2 k}=1\right)$ count the number of complete correlated pairs who failed at time $t_{s}$ for treatment 2 and who are still at risk for failure at time $t_{r}$ for treatment 1 .

Since Klein et al. (2007) showed that each transformation of $\hat{S}_{2}(t)-\hat{S}_{1}(t)$ performs better than the naive test in terms of type I error rates, the same transformations are considered in this study. The first test is based on the naive test, namely $\phi\left(\hat{S}_{I}(t)\right)=\hat{S}_{I}(t)$. In addition, testing the null hypothesis (1) is equivalent to the test $H_{0}: \Lambda_{1}(t)=\Lambda_{2}(t)$, where $\Lambda_{i}$ is the cumulative hazard function of group $i$; hence, the second test is based on a logarithmic transformation of the survival function, that is $\phi\left(\hat{S}_{I}(t)\right)=\log \left(\hat{S}_{I}(t)\right)$. The third test is constructed based on $\phi\left(\hat{S}_{I}(t)\right)=\log \left(-\log \left(\hat{S}_{I}(t)\right)\right)$ transformation, since it has been found to be very useful in constructing confidence intervals and confidence bands for survival function (Kalbfeisch and Prentice, 1980). Further, Klein et al. (2007) showed that the test has the best performance in comparing difference for independent right-censored data. The forth test is based on an $\operatorname{arcsine-square~root~transformation,~} \phi\left(\hat{S}_{I}(t)\right)=\arcsin \left(\hat{S}_{I}(t)\right)$, which has small sample coverage probabilities for confidence intervals similar to the log-log transformation (Nair, 1984). The final test is the logit transformation, $\phi\left(\hat{S}_{I}(t)\right)=\log \left(\hat{S}_{I}(t) /\left(1-\hat{S}_{i}(t)\right)\right)$ which was considered in Klein et al. (2007).

Under the null hypothesis (1), each of the mentioned tests with different transformations led to an asymptotic standard normal distribution. Therefore, at the $a$-level, one can conclude that the survival probability is better in the second group, if the test statistic is larger than $z_{1-a}$, where $z_{1-a}$ is the $100(1-a)$ percentile of the standard normal distribution.

As an alternative to the above tests, the pseudo-value approach can be used not only for hypothesis testing but also for obtaining estimates of the model parameters (Andersen et al, 2003; Klein and Andersen, 2005; Klein et al. 2007). Define the pseudo-value by

$$
\hat{\theta}_{i k}=2 n \hat{S}_{p}(t)-(2 n-1) \hat{S}_{p}^{(i k)}(t), i=1,2 \text { and } k=1,2, \ldots, n
$$

where $\left(\hat{S}_{p}(t)\right.$ is the Kaplan-Meier estimator of the pooled samples and $\hat{S}_{p}^{(i k)}(t)$ is the KaplanMeier estimator of the pooled samples with the $k$ th subject of group $i$ observation removed. When there is no censoring, then $\hat{\theta}_{i k}$ is simply the indicator that the $k$ th subject of group $i$ was living at time $t$. When censoring is present, the pseudo-values are still defined for all individuals and at all times (Perme and Andersen, 2008). Intuitively, the definition of the pseudo-value implies that the pseudo observation can be treated as the individual contribution to the overall Kaplan-Meier estimate. Therefore, as shown in Andersen et al. (2003), these can be used in a generalized linear model to model the effects of covariates on outcome. We consider a generalized linear model with link function $g($.$) for the pseudo-$ values, that is

$$
g\left(\theta_{i k}\right)=\log \left(\frac{\theta_{i k}}{1-\theta_{i k}}\right)=\beta^{T} Z_{i k}
$$

where $\beta^{T}$ stands for the transpose of $\beta$ and $Z_{i k}$ is a vector of covariates. In our case, $Z_{i k}$ is an indicator covariate with value 1 if the patient is in the treatment group and 0 if they are in the control group. Therefore, to model the effects of covariates on outcome, testing the null hypothesis (1) is equivalent to test $H_{0}: \beta=0$ at a fixed time. To estimate regression parameters $\beta$, we shall use a generalized estimating equation (GEE) approach (see Liang and Zeger, 1986). Let $s_{i k}=\mu\left(\beta^{T} Z_{i k}\right)$ be the inverse function based on $g(\cdot)$ and $d \mu_{i k}(\beta)$ be the vector of partial derivatives of $\mu_{i k}(\cdot)$ with respect to $\beta$. The estimating equation is given by

$$
U(\beta)=\sum_{i, k} U_{i k}(\beta)=\sum_{i, k} d \mu_{i k}(\beta) V_{i k}^{-1}(\beta)\left(\hat{\theta}_{i k}-s_{i k}\right) .
$$

where $V_{i k}(\beta)$ is the working covariance matrix. The maximum likelihood estimator of $\beta$ can be defined as the solution to $U(\beta)=0$. Let $\hat{\beta}$ be the solution to this equation, using the results from Liang and Zeger (1986), it follows that $\sqrt{ } n(\hat{\beta}-\beta)$ is asymptotically normal with mean zero and a covariance that can be estimated consistently by a "sandwich" estimator

$$
\hat{\sum}=I(\hat{\beta})^{-1}\left(\sum_{i, k} U_{i k}(\hat{\beta}) U_{i k}(\hat{\beta})^{T}\right) I(\hat{\beta})^{-1}
$$

where $I(\beta)=\sum_{i, k} d \mu_{i k}(\beta) V_{i k}^{-1}(\beta) d \mu_{i k}^{T}(\beta)$. Therefore, a test based on $\hat{\beta}$ and $\hat{\Sigma}$ can be used to compare the equality of two survival functions at a fixed time point.

### 2.2 Clustered right-censored data

For clustered right-censored data, we added a subscript $j$ to indicate the cluster from which each individual was chosen. Let $T_{i j k}$ and $C_{i j k}$ denote the survival and censoring times of the $k$ th subject in cluster $j$ of the $i$ th sample for $i=1,2, j=1,2, \cdots, n_{i}$, and $k=1,2, \cdots, m_{i j}$. Notice $n_{i}$ is the number of clusters in the $i$ th sample, and $m_{i j}$ is the number of subjects in the $j$ th cluster of sample $i$. Let $T_{i j k}$ and $C_{i j k}$ be independent, and the common marginal survival functions for the subject $T_{i j k}$ in each cluster of the $i$ group be denoted by $S_{i}(t)$. When there are some right-censored observations, one can only observe the random variables $X_{i j k}=$ $\min \left(T_{i j k}, C_{i j k}\right)$ and $\delta_{i j k}=I\left(T_{i j k} \leq C_{i j k}\right)$. Now, let $t_{1}<t_{2}<\cdots<t_{D}$ be the distinct, ordered, observed failure times based on the pooled data from the two samples, $d_{i j 1}$ be the number of failure events of the $j$ th cluster in group $i$ at time $t_{l}$, and $y_{i j 1}$ be the number of subjects at risk of the $j$ th cluster in group $i$ at time $t_{l}, i=1,2, j=1,2, \cdots, n_{j}, l=1,2, \cdots, D$. The total number of clusters in the two samples is denoted by $n$.

Using this notation, the Kaplan-Meier estimators (1958) are given by

$$
\begin{equation*}
\tilde{S}_{i}(t)=\prod_{t_{l} \leq t}\left(1-\frac{d_{i j l}}{y_{i j l}}\right) . \tag{3}
\end{equation*}
$$

Although the survival times are correlated in each cluster, Ying and Wei (1994) have shown that the Kaplan-Meier estimator (3) is still consistent and asymptotically normal. For testing the equality of two survival functions, we also considered the test

$$
\frac{\phi\left(\tilde{S}_{2}(t)\right)-\phi\left(\tilde{S}_{1}(t)\right)}{\sqrt{V\left(\phi\left(\tilde{S}_{2}(t)\right)-\phi\left(\tilde{S}_{1}(t)\right)\right)}}
$$

based on a transformation $\phi$ of $\tilde{S}_{t}(t)$. Since the survival times in the two samples are independent but correlated within each cluster, the variance of $\phi\left(\tilde{S}_{2}(t)\right)-\phi\left(\tilde{S}_{1}(t)\right)$ is

$$
V\left(\phi\left(\tilde{S}_{2}(t)\right)-\phi\left(\tilde{S}_{1}(t)\right)\right)=V\left(\phi\left(\tilde{S}_{1}(t)\right)\right)+V\left(\phi\left(\tilde{S}_{2}(t)\right)\right) .
$$

Therefore, to consider clustered dependence, the martingale technique developed by Ying and Wei (1994) can be applied to derive the variance of $\tilde{S}_{I}(t)$. It follows that a valid estimator for the asymptotic variance is

$$
\hat{V}\left(\tilde{S}_{i}(t)\right)=n_{i} \tilde{S}_{i}^{2}(t)\left\{\sum_{\substack{u \leq t \\ v \leq t}} \frac{h_{i}(u, v)}{Y_{i}(u) Y_{i}(v)}\right\}
$$

where

$$
\begin{gathered}
h_{i}(u, v)=n_{i}^{-1} \sum_{j=1}^{n_{i}}\left[\sum_{k=1}^{m_{i j}} \sum_{k^{\prime}=1}^{m_{i j}} D_{i j k}(u) D_{i j k^{\prime}}(v)\right] \\
D_{i j k}(u)=\delta_{i j k} I\left(X_{i j k} \leq u\right)-I\left(X_{i j k} \geq u\right) \frac{d N_{i}(u)}{Y_{i}(u)}, \\
Y_{i}(u)=\sum_{j=1}^{n_{i}} \sum_{k=1}^{m_{i j}} I\left(X_{i j k} \geq u\right) N_{i}(u)=\sum_{j=1}^{n_{i}} \sum_{k=1}^{m_{i j}} I\left(X_{i j k} \leq u, \delta_{i j k}=1\right) \text { and } d N_{I}(u) \text { means the change }
\end{gathered}
$$ in the process $N_{l}(u)$ over a short time interval $[t, t+d t)$ (detailed proof appears in Ying and

Wei, 1994). Then, using the delta method, $\phi\left(\tilde{S}_{l}(t)\right)$ is asymptotically normal with mean $\phi\left(S_{l}(t)\right)$, and the estimated variance is given by

$$
\hat{V}\left(\phi\left(\tilde{S}_{i}(t)\right)\right)=\hat{V}\left(\tilde{S}_{i}(t)\right)\left(\phi^{\prime}\left(\tilde{S}_{i}(t)\right)\right)^{2}, i=1,2 .
$$

In clustered right-censored data, we considered the same transformations as described in Section 2.1. Under the null hypothesis (1), each of the above tests has an asymptotic standard normal distribution. Therefore, at the $a$-level, one can conclude that the survival probability is better in the second group, if the test statistic is larger than $z_{1-a}$.

Similarly, we discuss another test that is based on a pseudo-value regression technique. Define the $j$ th pseudo-value by

$$
\tilde{\theta}_{i j k}=N \tilde{S}_{p}(t)-(N-1) \tilde{S}_{p}^{(i j k)}(t),
$$

where $i=1,2, j=1,2, \cdots, n_{i}, k=1,2, \cdots, m_{i j}$, and $N=\sum_{i=1}^{2} \sum_{j=1}^{n_{i}} m_{i j}$ is the total number of observations. Here, $\tilde{S}_{p}(t)$ is the Kaplan-Meier estimator of the pooled samples and $\tilde{S}_{p}^{(i j k)}(t)$ is the Kaplan-Meier estimator of the pooled samples with the $k$ th subject in cluster $j$ of group $i$ observation removed. The generalized linear model for the pseudo-values is

$$
g\left(\theta_{i j k}\right)=\log \left(\frac{\theta_{i j k}}{1-\theta_{i j k}}\right)=\beta^{T} Z_{i j k}
$$

where $Z_{i j k}$ is a vector of covariates. In our case, $Z_{i k}$ is an indicator covariate. Therefore, testing the null hypothesis (1) is equivalent to test $H_{0}: \beta=0$ at a fixed time. With clustered observations, the correlation for a given subject must be taken into account. Let $s_{i j k}=\mu\left(\beta^{T}\right.$ $Z_{i j k}$ ) be the inverse function based on $g(\cdot)$ and $d \mu_{i j}(\beta)=\left[\partial \mu_{i j 1}(\beta) / \partial \beta, \ldots, \partial \mu_{i j m_{i j}}(\beta) / \partial \beta\right]^{T}$ be the vector of partial derivatives of $\mu_{i j}(\cdot)$ with respect to $\beta$. The estimating equation (Liang and Zeger, 1986) is

$$
U(\beta)=\sum_{i=1}^{2} \sum_{j=1}^{n_{i}} U_{i j}(\beta)=\sum_{i=1}^{2} \sum_{j=1}^{n_{i}} d \mu_{i j}^{T}(\beta) V_{i j}^{-1}(\beta)\left(\tilde{\theta}_{i j}-s_{i j}\right) .
$$

where $V_{i j}(\beta)$ is the $m_{i j} \times m_{i j}$ working covariance matrix, $\tilde{\theta}_{i j}=\left[\tilde{\theta}_{i j 1}, \cdots, \tilde{\theta}_{i j m_{i j}}\right]^{T}$ and $s_{i j}=\left[s_{i j 1}\right.$, $\cdots, s_{i j m_{i j}}{ }^{T}$. The maximum likelihood estimator of $\beta$ can be defined as the solution to $U(\beta)=0$. Let $\tilde{\beta}$ be the solution to this equation. Using the results from Liang and Zeger (1986), it follows that $\sqrt{ } n(\tilde{\beta}-\beta)$ is asymptotic normal with mean zero and a covariance that can be estimated consistently by

$$
\tilde{\sum}=I(\tilde{\beta})^{-1}\left(\sum_{i, j} U_{i j}(\tilde{\beta}) U_{i j}(\tilde{\beta})^{T}\right) I(\tilde{\beta})^{-1}
$$

where $I(\beta)=\sum_{i, j} d \mu_{i j}(\beta) V_{i j}^{-1}(\beta) d \mu_{i j}(\beta)^{T}$. Therefore, a test based on $\tilde{\beta}$ and $\tilde{\Sigma}$ can be used to compare the equality of two survival functions at fixed time point $t$.

## 3. Simulation results

To assess the performance of the extended tests, we carried out simulation studies under various scenarios for paired right-censored data and clustered right-censored data, respectively. We denoted $\mathrm{Nai}^{\mathrm{P}}, \log ^{\mathrm{P}}, \operatorname{Llog}^{\mathrm{P}}, \operatorname{Arcs}^{\mathrm{P}}, \operatorname{Logit}{ }^{\mathrm{P}}$ as the tests of the naive transformation, the logarithmic transformation, the log-log transformation, the arcsine transformation and the logit transformation of the Kaplan-Meier estimator for paired rightcensored data. We denoted $\mathrm{Nai}^{\mathrm{C}}, \log ^{\mathrm{C}}, \operatorname{Llog} \mathrm{C}, \operatorname{Arcs}^{\mathrm{C}}, \operatorname{Logit}^{\mathrm{C}}$ as the tests of the above mentioned transformations for clustered right-censored data. Moreover, we also presented the results from the tests proposed by Klein et al. (2007), who assume that data are independent and denoted the related tests as Nai, Log, Llog, Arcs, and Logit.

### 3.1 Paired right-censored data

To construct the paired right-censored data, we used bivariate exponential distribution to generate survival times through Moran's algorithm (Moran, 1967). Let ( $V_{1}, V_{3}$ ) and ( $V_{2}, V_{4}$ ) be mutually independent, but each pair has a bivariate normal distribution with a marginally zero mean, unit variance, and a correlation coefficient $\downarrow \rho(\rho \geq 0)$. We constructed the joint distribution of $T_{1}=0.5\left(V_{1}^{2}+V_{2}^{2}\right) / \lambda_{1}$ and $T_{2}=0.5\left(V_{3}^{2}+V_{4}^{2}\right) / \lambda_{2}$. Therefore, $T_{1}$ and $T_{2}$ have marginal exponential distributions with failure rates $\lambda_{1}$ and $\lambda_{2}$, respectively, and the correlation coefficient is $\rho$. Parameters $\lambda_{1}$ were chosen so that in the first group the probability of survival at time point 1 was 0.75 . Parameters $\lambda_{2}$ were chosen so that $\lambda_{1}=\lambda_{2}$ for assessing the type I error rates, and the odds ratio of the survival function at time point 1 was 2 or 3 for power comparison. The corresponding correlation between pairs was set as $0.2,0.5$ or 0.7 . In addition, the censoring times were also generated from bivariate exponential distribution and the overall censoring fraction in either setup was fixed at $10 \%$ and $40 \%$. Total number of pairs was set as 30,60 , or 100 . Moreover, for the pseudo-value regression, since an attractive property of the GEE is that the estimator is robust with respect to misspecification of working covariance matrix, we chose an exchangeable working covariance matrix. All tests with nominal level 0.05 were applied to each sample. Empirical rejection probability was obtained based on 2000 simulation runs.

Table 1 shows the empirical type I error rates. All the extended tests preserve reasonable type I error rates as the number of pairs becomes large (>60). As the dependency grows, the performances of the extended tests are much better (close to 0.05 ) than the tests proposed by Klein et al. (2007). This happens since the extended tests consider the positive within-pair correlation. Moreover, Table 2 shows the power comparison results. As expected, the power
of the extended tests increases as the correlation between pairs increase, the odds ratio increases, or the number of pairs increase. By contrast, the power of the tests decreases as the censoring proportion grows.

To summarize all the simulation results from Table 1 and Table 2, we followed Klein et al. (2007) and applied analysis of variance (ANOVA) techniques concerned with both type I and type II error rates. For the type I error rate, outcome variable, Y, was defined as the percent rejection rate minus the nominal level of 5 . Therefore, good performance of the test is implied by numerically small estimates for the expectation $E(Y)$. In addition, we considered four different factors, namely TEST, CORR, NUM, and CEN, which represent the test methods, the correlation, the number of pairs, and the censoring proportion, respectively. In such a setting, TEST has 6 levels, CORR has 4 levels, NUM has 3 levels, and CEN has 2 levels. We considered fitting models without an intercept as:

$$
\begin{align*}
& E(Y)=\mathrm{TEST} \times \mathrm{NUM}+\mathrm{CORR}+\mathrm{CEN} ;  \tag{4}\\
& E(Y)=\mathrm{TEST} \times \mathrm{CORR}+\mathrm{NUM}+\mathrm{CEN} ;  \tag{5}\\
& E(Y)=\mathrm{TEST} \times \mathrm{CENS}+\mathrm{NUM}+\mathrm{CORR} ;  \tag{6}\\
& E(Y)=\mathrm{TEST}+\mathrm{CENS}+\mathrm{NUM}+\mathrm{CORR}, \tag{7}
\end{align*}
$$

respectively. Table 3 shows the average deviations from the nominal 5 percent level of six tests. That is, we calculated the average estimated type I error rate and then subtracted 0.05 . Table 4 shows the average rejection rates for six tests using ANOVA by using model (4)-(7).

From Table 3, we see that all the transformed tests seem better than the untransformed (naive) test based on our simulation. Moreover, the last row of Table 3 shows the marginal effects of TEST from model (7). It is evident that the test based on the arcsine-square root transformation ( $\mathrm{Arcs}^{\mathrm{P}}$ ) tends to have slightly elevated type I error rates while the other tests are slightly conservative. The pseudo-value regression performs best since the average deviations from the nominal 5 percent level are close to 0 . In addition, from Table 4, we see that the power increases with the sample size and paired correlation. Conversely, the power decreases with the censoring proportion. In the last row of Table 4, we show the marginal effects of TEST from model (7). Although the naive test $\left(\mathrm{Nai}^{\mathrm{P}}\right)$ and the arcsine transformation ( $\operatorname{Arcs}^{\mathrm{P}}$ ) have higher power, they are anti-conservative. Consequently, in summary, pseudo-value regression is a satisfactory method for comparing paired rightcensored data at a fixed point based on the simulation.

### 3.2 Clustered right-censored data

To assess the performance of the extended tests for clustered right-censored data, we conducted simulation studies under various scenarios. In each cluster, the Clayton-Oakes model (Clayton and Cuzick, 1985; Oakes, 1989),

$$
P\left(T_{i j 1}>t_{i j 1}, \cdots, T_{i j m_{i j}}>t_{i j m_{i j}}\right)=\left\{\sum_{k=1}^{m_{i j}} S_{i j k}\left(t_{i j k}\right)^{-1 / \varsigma}-\left(m_{i j}-1\right)\right\}^{-\varsigma},
$$

was used to generate correlated survival times for the $j$ th cluster of the $i$ th sample, where $S_{i j k}(t)$ was the $k t$ th marginal survival function of the $j$ cluster in the $i$ group and parameter $\zeta$ was used to control the strength of the correlation among subjects in each cluster (details appear in Cai and Shen, 2000). Large $\zeta$ induces smaller intracluster correlation and $\zeta=2.0$, 0.5 , and 0.214 were employed corresponding to the Kendall tau ( $\tau$ ) of $0.2,0.5$ and 0.7 , respectively. The total number of clusters of the two samples was set to be 30, 60, and 100 . Cluster size $m_{i j}$ was set to be 2 .

Table 5 displays the empirical type I error rates. It is apparent that all the extended tests maintain reasonable type I error rates as sample size increases. However, the type I error rates of the tests developed in Klein et al. (2007) are anti-conservative when correlation exists. This happens because ignoring positive cluster correlation results in an underestimation of the true variance. Table 6 shows the power comparison results. The power of all of the tests considered here decrease as the correlation among subjects in each cluster increases. That's because the denominator of the test statistics considers the positive clustered correlation and has higher variance covariance estimate. As expected, the power of the extended tests increases as the sample size increases and odds ratio grows; and the power of extended tests decreases as the censoring proportion increases.

As follows, we also apply ANOVA techniques to summarize all the simulation results in Table 5 and Table 6 . Table 7 shows the average deviations from the nominal 5 percent level of six tests and Table 8 shows the average rejection rates for the six tests using ANOVA by using model (4)-(7) for clustered right-censored data.

As shown in Table 7, comparison of the tests shows that all transformed tests seem better than the naive test based on our simulation. All the tests tend to be slightly anti-conservative. The tests based on the log and loglog transformation perform better in comparison. In addition, from Table 8, we see that the power increases with sample size but decreases with the correlation. In summary, considering both type I and type II error rates and given that the test based on the loglog transformation had a higher average rejection rate than log transformation. We suggest that using loglog transformation is a satisfactory method for clustered right-censored data.

## 4. Examples

For paired right-censored data, the extended tests are applied to the Diabetic Retinopathy Study (DRS) analyzed by Huster et al. (1989). Diabetic retinopathy is a complication
associated with diabetes mellitus consisting of abnormalities in the microvasculature within the retina of the eye. There are 1742 patients in this study. Huster et al. (1989) used a subset, $50 \%$ sample of the high-risk patients as defined by DRS criteria, to demonstrate their proposed method. A total of 54 patients with juvenile diabetes are investigated in this study for purpose of illustration. Each patient had one eye randomized to argon laser treatment and the other eye received a xenon arc photocoagulator. Patients were followed in order to detect vision loss, with survival times defined as the initiation of treatment to blindness (i.e. visual acuity below $5 / 200$ for two visits in a row). Since time to vision loss is positively correlated within individuals, paired right-censored data arise. In such a case, the primary goal is to understand the effectiveness of laser photocoagulation in delaying the onset of blindness in patients with diabetic retinopathy. We compare the survival probability at 36,48 , and 60 months, respectively.

The sample censoring rate is $61 \%$. The Kaplan-Meier estimates of the marginal survival functions for the treatment group and control group are displayed in Figure 1 and the testing results are listed in Table 9. The vertical dash lines mark the three time points, respectively. The plot shows a significant visual difference at 60 months. The $p$-values of the tests compared in Table 9 are all less than the pre-specified significance level of 0.05 . This implies that for diabetic patients the laser treatment produced a higher 5-year (60-months) survival rate. In addition, the plot shows a less significant visual difference at 48 months. The extended methods consider within-pair correlation yield $p$-values that are less than 0.05 . This implies that ignoring dependence deflates the significance level because of within-pair correlation.

Secondly, we applied the extended tests for clustered right-censored data to the otology study conducted by Le and Lindgren (1996). This study enrolled 78 children, aged 6 months to 8 years who had been diagnosed as having otitis media in both ears and who had received ventilating tubes as a surgical intervention. These children were randomized to either a notreatment group $\left(n_{1}=38\right)$ or a post-surgery treatment group $\left(n_{2}=40\right)$. They received regular follow-up care to determine if their tubes were functioning. The aim of the study was to determine whether the tube life in the post-surgery treatment group was longer than that in the control group. We compared the survival probability at 12 months, using the lifetimes of tubes noted in the original study to estimate the survival probability. The Kaplan-Meier estimates of survival functions for the two groups are displayed in Figure 2, and the testing results are listed in Table 9.

In this data set, the sample censoring rate is $7.7 \%$. At the 0.05 significance level, the $p$ values of these tests show that the lifetime of the post-surgery treatment is longer than the lifetime of the control group at 12 months. Although the test results are identical to the methods proposed by Klein et al. (2007), the $p$-values of each extended test is larger than the test proposed by Klein et al. (2007), since our tests considering the clustering effect.

## 5. Concluding remarks

In this paper, we extended the methods proposed by Klein et al. (2007) to compare the differences between two survival functions at a fixed time point for paired right-censored
data and clustered right-censored data, respectively. We derived the variance of the statistics to accommodate the possible within-pair correlation and within-cluster correlation. Moreover, the pseudo-value regression approach is also used to model the effects of covariates on the outcome for hypothesis testing. Note that for clustered right-censored data, the tests are valid under unequal intracluster correlation coefficients or an unequal number of units in each cluster. Overall speaking, for paired right-censored data, if there is a positive correlation within each pair, ignoring positive dependence leads to more conservative tests, while for clustered data, ignoring (the positive) dependence leads to more liberal tests. Other studies support this conclusion. For example, Wang and Fygenson (2009) demonstrate the importance of separately accounting for intra-subject factor effect and the between-subject factor effect for the framework of a semi-parametric quantile regression model. In addition, this paper also presents two examples of applications on a diabetic retinopathy study for paired right-censored data and an otology study for clustered right-censored data. Although there is no significant difference between the tests based on different transformations, we showed that the proposed test is applicable for testing the survival probabilities at a fixed time point.

Faced with the problem of including some other covariates to compare the survival curves at a fixed time, one approach is to base the test on a stratified version of one of the tests discussed in Section 2. Suppose the population can be divided into $g$ strata. For paired rightcensored data, let $\hat{S}_{i g}(t)$ be the Kaplan-Meier estimators in the $g$ stratum for sample $i$, where $g=1,2, \ldots, m, i=1,2$.; in this case, the stratified test can be defined as

$$
\begin{equation*}
\frac{\left(\sum_{g=1}^{m} \phi\left(\hat{S}_{2 g}(t)\right)-\phi\left(\hat{S}_{1 g}(t)\right)\right)^{2}}{\sum_{g=1}^{m} V\left(\phi\left(\hat{S}_{2 g}(t)\right)-\phi\left(\hat{S}_{1 g}(t)\right)\right)} \tag{8}
\end{equation*}
$$

Similarly, for clustered right-censored data, simply change $\hat{S}_{1 g}(t)$ to $\tilde{S}_{\text {ig }}(t)$ in (8), and the variance part can be computed as describe in Section 2.

Computer codes written in FORTRAN for this type of analyses are available from the first author upon request. To compare the equality of two independent samples of survival functions, Logan et al. (2008) formulated the problem as testing for differences in survival curves after a prespecified time point when researchers anticipate that the survival curves appear to cross at some time point. In our future work, we will investigate tests based on different transformations for testing this hypothesis $H_{0}: S_{1}(t)=S_{0}(t)$, for $t \geq t_{0}$ where $t_{0}$ can be prespecified. In addition, in order to derive a sample size formula, we will consider a specific alternative hypothesis and derive the theoretical property of the test statistic.

## Acknowledgments

The authors thank the Editor and the reviewers for their helpful comments. These led to considerable improvements in this paper. In addition, we wish to thank editorial assistants, Yvonne Poindexter and Lynne Berry, for their editorial work on this manuscript.

## References

Andersen PK, Klein JP, Rosthøj S. Generalized linear models for correlated pseudo-observations with applications to multi-state models. Biometrika. 2003; 90:15-27.
Bie O, Borgan $\emptyset$, Liestøl K. Confidence intervals and confidence bands for the cumulative hazard rate function and their small sample properties. Scandinavian Journal of Statistics. 1987; 14:221-233.
Borgan Ø, Liestøl K. A note on confidence intervals and bands for the survival curve based on transformations. Scandinavian Journal of Statistics. 1990; 17:35-41.
Cai J, Shen Y. Permutation tests for comparing marginal survival functions with clustered failure time data. Statistics in Medicine. 2000; 19:2963-2973. [PubMed: 11042626]
Clayton D, Cuzick J. Multivariate generalizations of the proportional hazards model (with discussion). Journal of the Royal Statistical Society, Series A. 1985; 148:82-117.
Dallas MJ, Rao PV. Testing equality of survival functions based on both paired and unpaired censored data. Biometrics. 2000; 56:154-159. [PubMed: 10783790]
Gill, RD. Censoring and stochastic integrals, Tract 124. The Mathematical Centre; Amsterdam: 1980.
Greenwood, M. The natural duration of cancer, reports on public health and medical subjects. Vol. 33. London: H.M. Stationery Office; 1926.
Gu M, Follmann D, Geller NL. Monitoring a general class of two-sample survival statistics with applications. Biometrika. 1999; 86:45-57.
Huang X, Wolfe RA. A frailty model for informative censoring. Biometrics. 2002; 58:510-520. [PubMed: 12229985]
Huster WS, Brookmeyer R, Self SG. Modeling paired survival data with covariates. Biometrics. 1989; 45:145-156. [PubMed: 2655727]
Jung SH, Jeong JH. Rank tests for clustered survival data. Lifetime Data Analysis. 2003; 9:21-33. [PubMed: 12602772]
Kalbfeisch, JD., Prentice, RL. The statistical analysis of failure time data. New York: Wiley; 1980.
Kaplan EL, Meier P. Nonparametric estimation form incomplete observations. Journal of the American Statistical Association. 1958; 53:457-481.
Klein JP, Andersen PK. Regression modeling of competing risks data based on pseudo-values of the cumulative incidence function. Biometrics. 2005; 61:223-229. [PubMed: 15737097]
Klein JP, Logan B, Harhoff M, Anderson PK. Analyzing survival curves at a fixed point in time. Statistics in Medicine. 2007; 26:4505-4519. [PubMed: 17348080]
Le CT, Lindgren BR. Duration of ventilating tubes: A test of comparing two clustered samples of censored data. Biometrics. 1996; 52:328-334. [PubMed: 8934600]
Liang KY, Zeger SL. Longitudinal data analysis using generalized linear models. Biometrika. 1986; 73:13-22.
Logan BR, Klein JP, Zhang MJ. Comparing treatments in the presence of crossing survival curves. An application to bone marrow transplantation. Biometrics. 2008; 64:733-740. [PubMed: 18190619]
Moran PAP. Testing for correlation between non-negative variates. Biometrika. 1967; 54:385-394. [PubMed: 6064001]
Murray S. Using weighted Kaplan-Meier statistics in nonparametric comparisons of paired censored survival outcomes. Biometrics. 2001; 57:361-368. [PubMed: 11414557]
Nair VN. Confidence bands for survival functions with censored data: a comparative study. Technometrics. 1984; 26:265-275.
Oakes D. Bivariate survival models induced by frailties. Journal of the American Statistical Association. 1989; 84:487-493.
O'Gorman JT, Akritas MG. Nonparametric models and methods for designs with dependent censored data: Part II. Journal of Nonparametric Statistics. 2004; 16:613-622.
Parzen MI, Wei LJ, Ying Z. Simultaneous confidence intervals for the difference of two survival functions. Scandinavian Journal of Statistics. 1997; 24:309-314.
Pepe MS, Fleming TR. Weighted Kaplan-Meier statistics: a class of distance tests for censored survival data. Biometrics. 1989; 45:497-507. [PubMed: 2765634]

Perme MP, Andersen PK. Checking hazard regression models using pseudo-observations. Statistics in Medicine. 2008; 27:5309-5328. [PubMed: 18712781]
Wang H, Fygenson M. Inference for censored quantile regression models in longitudinal studies. Annals of Statistics. 2009; 37:756-781.
Ying Z, Wei LJ. The Kaplan-Meier estimate for dependent failure time observations. Journal of Multivariate Analysis. 1994; 50:17-29.


Fig. 1.
Estimated survival curves for the Diabetic Retinopathy Study.


Fig. 2.
Estimated survival curves for the otology study.
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Table 2


| Paired |  |  | Odds ratio=2 |  |  |  |  |  | Odds ratio 3 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $n$ | \%ccens | Naip | Log ${ }^{\text {P }}$ | Log ${ }^{\text {p }}$ | Ars ${ }^{\text {p }}$ | Logit ${ }^{\text {P }}$ | Pseudo | Naip | Log ${ }^{\text {P }}$ | Llogr ${ }^{\text {P }}$ | Arss ${ }^{\text {P }}$ | Logit ${ }^{\text {P }}$ | Pseudo |
| 0.7 | 30 | 10 | 0.357 | 0.287 | 0.306 | 0.350 | 0.322 | 0.345 | 0.723 | 0.659 | 0.687 | 15 | 0.695 | 0.715 |
|  |  | 40 | 0.288 | 0.220 | 0.253 | 0.2 | 0.264 | 0.266 | 0.624 | 0.534 | 0.600 | 0.622 | 0.008 | 0.601 |
|  |  | 60 | 0.243 | 0.170 | 0.219 | 0.243 | 0.225 | 0.215 | 0.456 | 0.296 | 0.440 | 0.457 | 0.434 | 0.386 |
|  | 60 | 10 | 0.621 | 0.591 | 0.604 | 0.619 | 0.609 | 0.620 | 0.954 | 0.947 | 0.951 | 0.9 | 0.952 | 0.953 |
|  |  | 40 | 0.534 | 0.493 | 0.517 | 0.335 | 0.521 | 0.522 | 0.881 | 0.858 | 0.878 | 0.881 | 0.877 | 0.872 |
|  |  | 60 | 0.426 | 0.361 | 0.419 | 0.429 | 0.419 | 0.407 | 0.784 | 0.709 | 0.786 | 0.786 | 0.784 | 0.763 |
|  | 100 | 10 | 0.809 | 0.802 | 0.803 | 0.809 | 0.807 | 0.807 | 0.988 | 0.98 | 0.998 | 0.988 | 0.998 | 998 |
|  |  | 40 | 0.746 | 0.728 | 0.743 | 0.746 | 0.744 | 0.74 | 0.987 | 0.986 | 0.987 | 0.988 | 0.98 | . 987 |
|  |  | 60 | 0.623 | 0.588 | 0.624 | 0.627 | 0.623 | 0.612 | 0.936 | 0.915 | 0.941 | 0.938 | 0.938 |  |
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Table 3

| Average deviations from nominal 5 percent level of six tests using ANOVA (for paired right-censored data). |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | TEST | $\mathrm{Nai}^{\text {P }}$ | Log ${ }^{\text {P }}$ | Llog ${ }^{\text {P }}$ | Arcs ${ }^{\text {P }}$ | Logit ${ }^{\text {P }}$ | Pseudo |
| NUM | 30 | 1.33 | -0.70 | -0.74 | 1.34 | -0.35 | -0.11 |
|  | 60 | 0.36 | -0.51 | -0.44 | 0.38 | -0.35 | -0.13 |
|  | 100 | 0.41 | -0.08 | -0.05 | 0.36 | 0.06 | 0.09 |
| CORR | 0.0 | 0.55 | -0.52 | -0.58 | 0.50 | -0.48 | -0.47 |
|  | 0.2 | 0.87 | -0.27 | -0.25 | 0.82 | -0.12 | -0.02 |
|  | 0.5 | 0.85 | -0.42 | -0.38 | 0.87 | -0.10 | 0.05 |
|  | 0.7 | 0.53 | -0.52 | -0.42 | 0.58 | -0.15 | 0.23 |
| CEN | 10\% | 0.69 | -0.42 | -0.43 | -0.68 | -0.25 | -0.06 |
|  | 40\% | 0.71 | -0.44 | -0.39 | 0.70 | -0.18 | -0.04 |
|  | 60\% | 0.60 | -0.68 | -0.54 | 0.67 | -0.27 | -0.27 |
|  |  | 0.70 | -0.43 | -0.41 | 0.69 | -0.21 | -0.05 |

Upper panel: deviations given by NUM using model (4); Middle panel: deviations given by CORR using model (5); Lower panel: deviations given by CEN using model (6);
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| Considering clustered correlation |  |  |  |  |  |  |  |  | Ignoring clustered correlation |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\tau$ | $n$ | \% cens | $\mathrm{Nai}^{\text {C }}$ | Log ${ }^{\text {c }}$ | Log ${ }^{\text {c }}$ | Arcs ${ }^{\text {c }}$ | Logit ${ }^{\text {c }}$ | Pseudo | Nai | Log | Llog | Arcs | Logit |
| 0 | 30 | 10 | 0.082 | 0.069 | 0.058 | 0.078 | 0.063 | 0.063 | 0.056 | 0.043 | . 038 | 0.054 | 0.040 |
|  |  | 40 | 0.081 | 0.069 | 0.065 | 0.081 | 0.069 | 0.067 | 0.063 | 0.046 | 0.042 | 0.062 | 0.047 |
|  |  | 60 | 0.119 | 0.083 | 0.081 | 0.112 | 0.085 | 0.074 | 0.077 | 0.037 | 0.050 | 0.075 | 0.055 |
|  | 60 | 10 | 0.067 | 0.058 | 0.056 | 0.060 | 0.059 | 0.061 | 0.055 | 0.047 | 0.047 | 0.051 | 0.048 |
|  |  | 40 | 0.067 | 0.060 | 0.062 | 0.059 | 0.063 | 0.060 | 0.057 | 0.049 | 0.048 | 0.055 | 0.050 |
|  |  | 60 | 0.070 | 0.056 | 0.056 | 0.071 | 0.059 | 0.056 | 0.053 | 0.036 | 0.046 | 0.055 | 0.045 |
|  | 100 | 10 | 0.057 | 0.053 | 0.055 | 0.053 | 0.055 | 0.054 | 0.052 | 0.047 | 0.047 | 0.050 | 0.047 |
|  |  | 40 | 0.059 | 0.057 | 0.056 | 0.061 | 0.058 | 0.053 | 0.057 | 0.051 | 0.051 | 0.056 | 0.052 |
|  |  | 60 | 0.069 | 0.060 | 0.064 | 0.071 | 0.065 | 0.048 | 0.059 | 0.049 | 0.055 | 0.060 | 0.056 |
| 0.2 | 30 | 10 | 0.069 | 0.055 | 0.052 | 0.064 | 0.054 | 0.059 | 0.064 | 0.043 | 0.039 | 0.061 | 0.043 |
|  |  | 40 | 0.078 | 0.059 | 0.055 | 0.075 | 0.058 | 0.067 | 0.066 | 0.046 | 0.041 | 0.064 | 0.046 |
|  |  | 60 | 0.098 | 0.066 | 0.062 | 0.091 | 0.077 | 0.075 | 0.067 | 0.041 | 0.041 | 0.063 | 0.044 |
|  | 60 | 10 | 0.061 | 0.051 | 0.055 | 0.056 | 0.056 | 0.057 | 0.070 | 0.056 | 0.056 | 0.068 | 0.057 |
|  |  | 40 | 0.067 | 0.058 | 0.058 | 0.063 | 0.059 | 0.064 | 0.073 | 0.058 | 0.058 | 0.070 | 0.062 |
|  |  | 60 | 0.070 | 0.056 | 0.061 | 0.070 | 0.061 | 0.066 | 0.067 | 0.048 | 0.053 | 0.065 | 0.054 |
|  | 100 | 10 | 0.060 | 0.055 | 0.054 | 0.054 | 0.054 | 0.046 | 0.064 | 0.060 | 0.060 | 0.064 | 0.062 |
|  |  | 40 | 0.058 | 0.053 | 0.052 | 0.048 | 0.053 | 0.044 | 0.062 | 0.057 | 0.057 | 0.061 | 0.058 |
|  |  | 60 | 0.059 | 0.050 | 0.055 | 0.061 | 0.057 | 0.048 | 0.060 | 0.049 | 0.052 | 0.059 | 0.055 |
| 0.5 | 30 | 10 | 0.074 | 0.048 | 0.056 | 0.065 | 0.060 | 0.071 | 0.097 | 0.076 | 0.074 | 0.095 | 0.077 |
|  |  | 40 | 0.095 | 0.063 | 0.067 | 0.091 | 0.073 | 0.083 | 0.108 | 0.079 | 0.070 | 0.103 | 0.074 |
|  |  | 60 | 0.115 | 0.067 | 0.066 | 0.097 | 0.072 | 0.082 | 0.101 | 0.058 | 0.056 | 0.084 | 0.061 |
|  | 60 | 10 | 0.058 | 0.048 | 0.051 | 0.056 | 0.053 | 0.054 | 0.089 | 0.078 | 0.077 | 0.086 | 0.078 |
|  |  | 40 | 0.064 | 0.049 | 0.052 | 0.053 | 0.055 | 0.053 | 0.095 | 0.084 | 0.084 | 0.095 | 0.085 |
|  |  | 60 | 0.073 | 0.056 | 0.067 | 0.077 | 0.067 | 0.059 | 0.084 | 0.065 | 0.073 | 0.086 | 0.075 |
|  | 100 | 10 | 0.052 | 0.045 | 0.050 | 0.051 | 0.051 | 0.050 | 0.082 | 0.078 | 0.076 | 0.081 | 0.079 |
|  |  | 40 | 0.062 | 0.052 | 0.054 | 0.047 | 0.055 | 0.051 | 0.092 | 0.087 | 0.086 | 0.091 | 0.088 |
|  |  | 60 | 0.062 | 0.047 | 0.056 | 0.062 | 0.057 | 0.052 | 0.077 | 0.065 | 0.067 | 0.077 | 0.069 |
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| Considering clustered correlation |  |  |  |  |  |  |  |  | Ignoring clustered correlation |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\tau$ | $\boldsymbol{n}$ | \%cens | $\mathbf{N a i}{ }^{\text {C }}$ | Log ${ }^{\text {C }}$ | Llog ${ }^{\text {C }}$ | Arcs ${ }^{\text {C }}$ | Logit ${ }^{\text {C }}$ | Pseudo | Nai | Log | Llog | Arcs | Logit |
| 0.7 | 30 | 10 | 0.085 | 0.056 | 0.057 | 0.080 | 0.063 | 0.086 | 0.131 | 0.109 | 0.098 | 0.125 | 0.100 |
|  |  | 40 | 0.073 | 0.045 | 0.048 | 0.071 | 0.054 | 0.077 | 0.121 | 0.090 | 0.076 | 0.114 | 0.084 |
|  |  | 60 | 0.101 | 0.066 | 0.067 | 0.092 | 0.077 | 0.082 | 0.106 | 0.066 | 0.059 | 0.098 | 0.077 |
|  | 60 | 10 | 0.063 | 0.049 | 0.052 | 0.052 | 0.053 | 0.060 | 0.112 | 0.101 | 0.101 | 0.109 | 0.102 |
|  |  | 40 | 0.054 | 0.043 | 0.049 | 0.053 | 0.050 | 0.052 | 0.112 | 0.095 | 0.095 | 0.111 | 0.099 |
|  |  | 60 | 0.072 | 0.053 | 0.062 | 0.074 | 0.065 | 0.075 | 0.108 | 0.077 | 0.085 | 0.108 | 0.090 |
|  | 100 | 10 | 0.062 | 0.051 | 0.054 | 0.058 | 0.058 | 0.049 | 0.125 | 0.118 | 0.117 | 0.124 | 0.119 |
|  |  | 40 | 0.056 | 0.049 | 0.048 | 0.049 | 0.051 | 0.056 | 0.108 | 0.100 | 0.100 | 0.107 | 0.101 |
|  |  | 60 | 0.057 | 0.048 | 0.053 | 0.059 | 0.054 | 0.060 | 0.092 | 0.078 | 0.081 | 0.091 | 0.082 |
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Table 7
Average deviations from nominal 5 percent level of six tests using ANOVA (for clustered right-censored data).

|  | TEST | Nai $^{\mathbf{C}}$ | Log $^{\mathbf{C}}$ | Llog $^{\mathbf{C}}$ | Arcs $^{\mathbf{C}}$ | Logit $^{\mathbf{C}}$ | Pseudo |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUM | 30 | 2.96 | 0.80 | 0.73 | 0.56 | 1.17 | 2.16 |
|  | 60 | 1.26 | 0.20 | 0.44 | 0.65 | 0.60 | 0.76 |
|  | 100 | 1.83 | 0.19 | 0.29 | 0.26 | 0.44 | 0.04 |
| CORR | 0.0 | 1.88 | 1.10 | 0.87 | 1.53 | 1.12 | 0.97 |
|  | 0.2 | 1.55 | 0.52 | 0.43 | 1.00 | 0.57 | 0.62 |
|  | 0.5 | 1.75 | 0.08 | 0.50 | 1.05 | 0.78 | 1.03 |
|  | 0.7 | 1.55 | -0.12 | 0.13 | 1.05 | 0.48 | 1.33 |
| CEN | $10 \%$ | 1.58 | 0.32 | 0.42 | 1.06 | 0.66 | 0.92 |
|  | $40 \%$ | 1.78 | 0.48 | 0.55 | 1.25 | 0.82 | 1.06 |
|  | $60 \%$ | 3.04 | 0.90 | 1.25 | 2.80 | 1.63 | 1.47 |
|  |  | $\mathbf{1 . 6 8}$ | $\mathbf{0 . 4 0}$ | $\mathbf{0 . 4 8}$ | $\mathbf{1 . 1 6}$ | $\mathbf{0 . 7 4}$ | $\mathbf{0 . 9 8}$ |


Author Manuscript
Author Manuscript
Author Manuscript

$$
\begin{aligned}
& \text { Table } 8 \\
& \text { Average rejection rates for six tests using ANOVA for different NUM, CORR and CENS (for clustered right-censored data). }
\end{aligned}
$$



Table 9

One-sided $p$-values of several tests for two studies.
One-sided p-values of several tests for two studies.

| Diabetic retinopathy study (paired right-censored data) |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| months | method | naive | log | loglog | arcsine | logit | pseudo |
| 36 | Klein | 0.275 | 0.276 | 0.276 | 0.275 | 0.275 |  |
|  | Extended | 0.229 | 0.230 | 0.230 | 0.229 | 0.229 | 0.227 |
| 48 | Klein | 0.053 | 0.060 | 0.056 | 0.055 | 0.056 |  |
|  | Extended | $0.027^{*}$ | $0.033^{*}$ | $0.028^{*}$ | $0.027^{*}$ | $0.028^{*}$ | $0.030^{*}$ |
| 60 | Klein | $0.005^{*}$ | $0.012^{*}$ | $0.006^{*}$ | $0.006^{*}$ | $0.007^{*}$ |  |
|  | Extended | $0.002^{*}$ | $0.007^{*}$ | $0.002^{*}$ | $0.002^{*}$ | $0.003^{*}$ | $0.007^{*}$ |


| Otology study (clustered right-censored data) |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| months | method | naive | $\log$ | $\log \log$ | arcsine | logit | pseudo |
| 12 | Klein | 0.014 * | 0.020* | 0.016* | 0.016* | 0.018* |  |
|  | Extended | 0.020* | 0.029* | 0.022* | 0.022* | 0.025 * | 0.038* |


[^0]:    *Corresponding author. Tel.: +886 5 2717917; fax: +886 62342469. cylee @ mail.ncyu.edu.tw (C.Y. Lee)
    Publisher's Disclaimer: This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our customers we are providing this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of the resulting proof before it is published in its final citable form. Please note that during the production process errors may be discovered which could affect the content, and all legal disclaimers that apply to the journal pertain.

