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Abstract A mean field variational Bayes approach to support vector machines (SVMs) using the latent
variable representation on Polson & Scott (2012) is presented. This representation allows circumvention
of many of the shortcomings associated with classical SVMs including automatic penalty parameter
selection, the ability to handle dependent samples, missing data and variable selection. We demonstrate
on simulated and real datasets that our approach is easily extendable to non-standard situations and
outperforms the classical SVM approach whilst remaining computationally efficient.
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1 Introduction

Support vector machines (SVMs) and its variants remain one of the most popular classification meth-
ods in machine learning and has been successfully utilized in many applications. Such applications
include image classification, speech recognition, cancer diagnosis, natural language processing, fore-
casting, bio-informatics and as such these methods are likely to remain popular for many years to come.
The strengths of SVMs derive from its formulation as an elegant convex optimization problem which
can be efficiently solved, has few tuning parameters and whose solution only depends on a subset of
the input samples, called support vectors.

Despite such popularity standard SVMs suffer from several shortcomings. Section 10.7 of Hastie
et al. (2009) summarize these as: (i) natural handling data of mixed type, (ii) handling of missing values
(iii) robustness to outliers in input space (iv) insensitive to monotonic transformations of inputs (v)
computational scalability to large sample sizes, (vi) inability to deal with irrelevant inputs and (vii)
intepretability. To this list we would add (viii) the inability to deal with correlation within samples. In
this paper we aim to address (ii), (vi) and (viii).

This paper is not the first to consider these problems. Missingness has been considered by Smola et al.
(2005), Pelckmans et al. (2005) and Nebot-Troyano and Belanche-Muñoz (2010). Dealing with irrelevant
inputs via variable/feature selection in SVMs has been considered by many authors including Weston
et al. (2000), Tipping (2001), Guyon et al. (2002), Zhu et al. (2003), Gold et al. (2005) and Chu et al.
(2006). On the other hand, very few papers consider modification of SVMs to handle dependent or non-
identically distributed data. Notable exceptions include Dundar et al. (2007), Lu et al. (2011), Pearce
and Wand (2009) and Luts et al. (2012). However, these problems are dealt with in isolation and using
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different approaches, rather than in a unified manner and it is difficult to see how these approaches
could be adapted to multiple complications, e.g., missingness and variable selection.

In the paper we follow the earlier work of Boser et al. (1992), Bishop and Tipping (2000), Gao and
Wong (2005) and Polson and Scott (2011) who propose various latent variable representations of the SVM
loss function and reformulate the problem in a (pseudo-) Bayesian framework. This provides a unified
approach which releases SVMs from many of the above problems including allowing efficient penalty
parameter selection, correlation within samples, variable selection and missing data via well developed
Bayesian methodology. Typically such Bayesian models are fit via Markov chain Monte Carlo (MCMC)
methods. Unfortunately, MCMC methods can be notoriously slow when applied to large or complex
models and can be rendered unsuitable in applications where speed is essential. These situations are
precisely the same situations where SVMs are typically popular.

Our approach to this problem is to apply mean field variational Bayes (VB) methods to the models we
propose. The main advantage of this approach is a streamlined and computationally efficient framework
for handling to many of the problems associated with the classical SVM approach. In tandem with these
algorithms we also develop Gibbs sampling approaches to these methods to facilitate comparisons with
an “exact” approach to these models.

In Section 2 we provide the framework for our approach. In Section 3 we consider various extensions
including automatic penalty parameter selection, group correlations, variable selection and missing pre-
dictors respectively. In Section 4 we show how our approach offers several computational advantages
over the classical SVM approach. In Section 5 we conclude. Appendices contain details of our MCMC
samplers.

Notation

The notation x ∼ N(µ,Σ) means that x has a multivariate normal density with mean µ and covari-
ance Σ. If x has an inverse gamma distribution, denoted x ∼ IG(A,B), then it has density p(x) =
BAΓ (A)−1x−A−1 exp(−B/x), x,A,B > 0. If x has an inverse Gaussian distribution, denoted
x ∼ Inverse-Gaussian(µ, λ) with mean µ and variance µ3/λ, then it has density

p(x) =

√
λ

2πx3
exp

{
−λ(x− µ)

2

2xµ2

}
, x, µ, λ > 0.

If x has a generalized inverse Gaussian distribution, denoted x ∼ GIG(γ, ψ, χ), then it has density

p(x) =
(ψ/χ)γ/2

2Kγ(
√
ψχ)

xγ−1 exp

{
−1

2

(χ
x
+ ψx

)}
, x, ψ, χ > 0, γ ∈ R,

where Kγ(·) is a modified Bessel function of the second kind. If x is a vector of length d then diag(x) is
the d× d diagonal matrix whose diagonal elements are x. IfX is a d× d matrix then dg(X) is the vector
of length d comprising of the diagonal elements ofX . The jth column of a matrix X is denoted Xj .

2 Methodology

In this section we present a VB approach to a Bayesian SVM classification formulation for binary classifi-
cation problems. After introducing Bayesian SVMs and VB methodology we describe the latent variable
SVM representation of Polson and Scott (2011) which gives rise to our basic VBSVM approach.
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2.1 Bayesian support vector machines

Consider a training set {yi,xi}ni=1, where xi ∈ Rp represents an input vector and yi ∈ {−1,+1} the
corresponding class label. SVMs can be formulated in terms of finding a linear hyperplane that separates
the observations with yi = 1 from those with yi = −1 with the largest minimal separating distance or
margin. In general such a hyperplane does not exist and the problem needs to be reformulated as a
trade-off between the size of the margin and infringements caused by points being on the wrong side
of the hyperplane (for more details see for example Vapnik (1998) or Chapter 12 of Hastie et al. (2009)).
This optimization problem amounts to finding β ∈ Rp which minimizes

min
β
J (β) =

{
n∑
i=1

(1− yixTi β)+

}
+ α‖β‖2, (1)

where α is a positive penalty parameter (the choice of which we will discuss later) and x+ = max(0, x).
Larger values of α serve to shrink the fitted values of the β coefficients. The above problem can be
reformulated as a convex quadratic programming problem and can be solved using a variety of efficient
methods (for example Chapter 7 of Cristianini and Shawe-Taylor (2000)). This results in the classification
rule sign(xTi β) for input vector xi.

The terms (1 − yixTi β)+ in (1) are referred to as the hinge loss of the data and using a logarithmic
scoring rule interpretation (Bernardo, 1979) can be interpreted as negative conditional log-likelihoods.
This has motivated Bayesian SVM formulations where

p`(yi|β) = exp
{
−(1− yixTi β)+

}
, 1 ≤ i ≤ n, and β ∼ N(0, 12α

−1Ip), (2)

where p`(yi|β) is the pseudo-likelihood contribution of the ith observation. Although (2) is not a true
likelihood for the remainder of the paper we will ignore this distinction and write p`(yi|β) as p(yi|β).
Then

p(y,β) = p(β)

n∏
i=1

p(yi|β) ∝ exp{−J (β)},

where y = [y1, . . . , yn]
T . Following Mallick et al. (2005) we refer to formulations taking into account

the normalizing constant of p(y,β) as complete SVM (CSVM) formulations whereas formulations ig-
noring the normalizing constant as Bayesian SVM (BSVM) formulations. We only consider the BSVM
formulations here, i.e. (2).

Lastly, nonlinear classifiers can be constructed using kernelization methods (see for example Zhang
et al. (2011)).

2.2 Variational Bayesian inference

As discussed in the introduction the advantage of the Bayesian formulation is that it allows us to extend
SVM methodology to handle a variety of complications. Such Bayesian formulations are typically fit
using MCMC approaches (Mallick et al., 2005; Polson and Scott, 2011; Zhang et al., 2011). Unfortunately,
MCMC approaches are often slow for the data mining applications where SVMs are typically used.

Mean field variational Bayes is a class of methods for approximate Bayesian inference which are
typically much faster than MCMC methods. Consider the set of data D described by the joint likelihood
p(D,θ) where θ is a vector of parameters, latent variables or missing values. Then it can be shown for
a density of the form q(θ) =

∏K
i=1 qi(θi) that the optimal q∗i (θi), which minimize the Kullback-Leibler

distance between q(θ) and p(θ|D), satisfy

q∗i (θi) ∝ exp
[
E−q(θi) {log p(D,θ)}

]
(3)
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where E−q(θi) denotes expectations over
∏
j 6=i q

∗
j (θj). If (3) is calculated iteratively over i then the lower

bound on the marginal log-likelihood

log p(D; q) = Eq(θ)
[
log

{
p(D,θ)
q(θ)

}]
(4)

is guaranteed to increase monotonically. For more details and examples see Bishop (2006) or Ormerod
and Wand (2010).

2.3 Variational Bayesian support vector machines

Polson and Scott (2011) formulated an auxiliary variable representation of the problem analogous to (1),
where the hinge loss is represented by a location-scale mixture of normal distributions. While Mallick
et al. (2005) also consider an auxiliary representation of the SVM we use the representation of Polson
and Scott (2011) because the calculation of (3) and (4) are analytically tractable.

Specifically, let

p(yi, ai|β) =
1√
2πai

exp

[
− (1 + ai − yixTi β)2

2ai

]
,

where the ai > 0 values are auxiliary variables. Then the data augmentation approach of Polson and
Scott (2011) uses the fact that

exp[−2(1− yixTi β)+] =
∫ ∞
0

p(yi, ai|β)dai.

Hence, if β ∼ N(0, 14α
−1Ip) then

log p(β) +

n∑
i=1

[
log

∫ ∞
0

p(yi, ai|β)dai
]
∝ −2J (β).

Instead of performing inference on the parameter vector β we treat a = [a1, . . . , an]
T as random and

perform inference on θ = [βT ,aT ]T . The main advantage of this representation is that the pseudo-
conditional distribution p(y,a|β) =

∏n
i=1 p(yi, ai|β) is conjugate to a multivariate normal distribution.

Our proposed VB approach uses this representation of p(y,a|β) combined with the posterior density
restriction

q(β,a) = q(β)

n∏
i=1

q(ai).

The resulting q-densities which minimize the Kullback-Leibler distance between q(a,β) and the poste-
rior densities are of the form

q∗(β) ∼ N(µq(β),Σq(β)) and q∗(ai)
ind.∼ GIG

(
1
2 , 1, χq(ai)

)
, 1 ≤ i ≤ n,

where
Σq(β) =

(
XTdiag(µq(a−1))X + 4αIp

)−1
, µq(β) = Σq(β)X

TY (1n + µq(a−1)),

χq(ai) = (1− yixTi µq(β))2 + xTi Σq(β)xi and µq(a−1
i ) = χ

−1/2
q(ai)

, 1 ≤ i ≤ n.
In the above expressions X denotes the n by p matrix such that the ith row of X is xi and Y =

diag(y). In order to reduce the length of later expressions we let W = diag(µq(a−1)). The parameters
µq(β), Σq(β) and χq(ai) are determined by Algorithm 1. In Algorithm 1 the symbol � denotes element-
wise multiplication.

Convergence of Algorithm 1 is monitored using the variational lower bound on the marginal likeli-
hood, i.e., log p(y; q) given by

log p(y; q) = p
2 − n+ n log(2)− n

2 log(2π) + p
2 log(4α) +

1
2 log |Σq(β)| − 2α

[
‖µq(β)‖2 + tr(Σq(β))

]
+yTXµq(β) +

1
41

T
n log(χq(a)) + 1Tn logK1/2(

√
χq(a)).
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Algorithm 1 Iterative scheme for obtaining the parameters in the optimal densities q∗(β) and q∗(a) for the
variational Bayesian support vector machine with α fixed.

Require: µq(a−1) > 0

1: while the increase in log p(y; q) is significant do

2: W ← diag(µq(a−1)) ; Σq(β) ←
(
XTWX + 4αIp

)−1
; µq(β) ← Σq(β)X

T (In +W )y

3: χq(a) ← (1n − Y Xµq(β))2 + dg(XΣq(β)XT ) ; µq(a−1) ← χ
−1/2
q(a)

4: end while

3 Extensions

We now present a number of extensions addressing some of the shortcomings of SVMs. These are pre-
sented in increasing complexity.

3.1 Penalty parameter inference and random effect models

Note that the positive penalization constant α in the previous section remains unspecified. By choosing
an appropriate value for the constant α in (1), the objective function trades the loss term against the ‖β‖2
penalty term. This restricts the space of solutions, reduces the effect of overfitting and allows generaliza-
tion to new, unseen data. Popular approaches for tuning the penalty parameter include cross-validation
techniques and random sampling methods. However, these approaches to selecting α increase the over-
all computational overhead of these methods.

One approach to selecting the penalty parameter is by embedding a model into a mixed effect frame-
work. Such an approach is commonly used to select the penalty parameter in penalized spline methods
(Wand, 2003; Wand and Ormerod, 2008), the main by-product of which is enabling a natural embedding
of semiparametric regression structures into SVM models (Ruppert et al., 2003; Zhao et al., 2006).

We now show how the basic VBSVM model can be easily extended for selecting the penalty param-
eter automatically (without the need of a cross-validation strategy) and simultaneously how to handle
group dependent data via a random intercept model. Let

p(y,a|β,u) = exp
[
− n− n

2 log(2π)− 1
21

T
n log(a)− 1

21
T
n (a+ a−1)

+(1n + a−1)TY (Xβ +Zu)− 1
2 (Xβ +Zu)Tdiag(a−1)(Xβ +Zu)

]
and u|Σ ∼ N(0m,Σ),

(5)

where X ∈ Rn×p and Z ∈ Rn×m are fixed and random effect design matrices respectively and Σ is the
covariance of u. This class of models is extremely rich allowing random intercept, random slope, cross
random effects, nested random effects, smoothing, generalized additive and semiparametric structures
(Zhao et al., 2006). We will consider the following two examples.

Example 1 [Penalty parameter selection]: Consider the data matrixD ∈ Rn×d containing our observed
predictors, i.e.,Dij is the ith sample of the jth predictor. Suppose we wish to penalize the size of the coef-
ficients associated with these predictors, but do not wish to penalize the size of the intercept coefficient.
Then we would choose

X = 1n, Z =D and Σ = σ2
uIm

where p = 1, m = d and σ2
u = 1

4α
−1.

Example 2 [Random intercept]: Suppose we have the data {yi,j ,di,j}, 1 ≤ i ≤ m, 1 ≤ j ≤ ni where m is
the number of groups, ni is the number of observations in group i and di,j ∈ Rd. Then we would define
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n =
∑m
i=1 ni and choose

y =



y1,1
...

y1,n1

y2,1
...

ym,nm


, X =



1 dT1,1
...

...
1 dT1,n1

1 dT2,1
...

...
1 dTm,nm


, Z =


1n1

0n1
· · · 0n1

0n2
1n2
· · · 0n2

...
...

. . .
...

0nm 0nm · · · 1nm

 and Σ = σ2
uIm

where p = d+ 1 and σ2
u is the random intercept variance.

For both these examples we use the priors

β ∼ N(0p, σ
2
βIp) and σ2

u ∼ IG(Au, Bu)

where σ2
β ,Au andBu are fixed prior hyperparameters. For our numerical experiments we use the values

σ2
β = 108 and Au = Bu = 0.01 as defaults to impose non-informativity. Placing a prior on σ2

u = α−1/4
allows us to perform inference on the penalty parameter.

To apply the VB method we choose the product restriction for approximating the posterior density
of the form

q(β,u, σ2
u,a) = q(β,u)q(σ2

u)

n∏
i=1

q(ai).

Using (3) and this product restriction the optimal q-densities are of the form

q∗(β,u) ∼ N(µq(β,u),Σq(β,u)), q∗(σ2
u) ∼ IG

(
Au +

m
2 , Bq(σ2

u)

)
and q∗(ai)

ind.∼ GIG
(
1
2 , 1, χq(ai)

)
, 1 ≤ i ≤ n,

where the parameters are determined by Algorithm 2. In Algorithm 2 the matrix C is [X,Z] and in the
main loop the lower bound on the marginal log-likelihood simplifies to

log p(y; q) = p+m
2 − n+ n log(2)− n

2 log(2π)− p
2 log(σ

2
β) +

1
2 log |Σq(β,u)| − 1

2σ2
β

[
‖µq(β)‖2 + tr(Σq(β))

]
+Au log(Bu)− logΓ (Au)−

(
Au +

m
2

)
log(Bq(σ2

u)
) + logΓ

(
Au +

m
2

)
+yTCµq(β,u) +

1
41

T
n log(χq(a)) + 1Tn logK1/2(

√
χq(a)),

where Γ (·) is the gamma function. Classification of a new input vector ci is performed based on the
value sign(cTi µ

∗
q(β,u)).

Algorithm 2 Iterative scheme for obtaining the parameters in the optimal densities q∗(β,u), q∗(σ2
u) and q∗(a)

for the variational Bayesian support vector machine with penalty parameter or random intercept inference.

Require: µq(a−1) > 0n, µq(σ−2
u )

> 0

1: while the increase in log p(y; q) is significant do

2: W ← diag(µq(a−1)) ; Σq(β,u) ←
[
CTWC + blockdiag(σ−2

β Ip, µq(σ−2
u )

Im)
]−1

3: µq(β,u) ← Σq(β,u)C
T (In +W )y ; χq(a) ← (1n − Y Cµq(β,u))2 + dg(CΣq(β,u)CT ) ; µq(a−1) ← χ

−1/2
q(a)

4: Bq(σ2
u)
← Bu + 1

2

[
‖µq(u)‖2 + tr(Σq(u))

]
; µ

q(σ−2
u )
← (Au +m/2)/Bq(σ2

u)

5: end while
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3.2 Variable selection

The classical 2-norm SVM and the VBSVM approaches we have described so far include no mecha-
nism to induce sparsity for the fitted coefficients. Inducing sparsity is important because it allows us to
remove potentially irrelevant or redundant variables. In this section we present a VBSVM which over-
comes this via the incorporation of a sparse prior. While there exist numerous options for the choice of
the sparse prior, we will make use of the Laplace-zero density (Wand and Ormerod, 2011).

Consider again the model (5). Suppose that we wish the fitted β be included in the model (which
may include terms such as the intercept) whereas we wish to induce sparsity on the vector of fitted u.
Instead of using u|σ2

u ∼ N(0m, σ
2
uIm) consider the hierarchical prior for uk given by

uk|γk, σu
ind.∼ γkLaplace(0, σu) + (1− γk)δ0, γk|ρ

ind.∼ Bernoulli(ρ), 1 ≤ k ≤ m,

where δ0 is the degenerate distribution with point mass at 0. This representation is unnatural to work
with using VB methodology and so we use a more natural representation.

First, we note that the Laplace distribution can be represented using a normal-scale mixture (An-
drews and Mallows, 1974). This representation uses the fact that

if vk|bk, σ2
u

ind.∼ N(0, σ2
u/bk) and bk

ind.∼ IG(1, 1/2) then vk|σu
ind.∼ Laplace(0, σu).

Hence, instead of (5) we let uk = γkvk and use

p(y,a|β,v,γ) = exp
[
− n− n

2 log(2π)− 1
21

T
n log(a)− 1

21
T
n (a+ a−1)

+(1n + a−1)TY (Xβ +ZΓv)− 1
2 (Xβ +ZΓv)Tdiag(a−1)(Xβ +ZΓv)

]
,

v|b, σ2
u ∼ N(0, σ2

udiag(b−1)), bk
ind.∼ IG(1, 1/2) and γk

ind.∼ Bernoulli(ρ), 1 ≤ k ≤ m,

where b = [b1, . . . , bm]T , v = [v1, . . . , vm], γ = [γ1, . . . , γm] and Γ = diag(γ), and use the priors

β ∼ N(0p, σ
2
βIp) and σ2

u ∼ IG(Au, Bu).

The set of auxiliary variables γk and bk has been introduced such that uk|γk, σu has the desired Laplace-
zero prior distribution. The hyperparameter ρ is chosen in function of the desired level of sparsity.

Next, a factorization is specified for the approximation to the posterior density function by

q(β,v, σ2
u,a, b,γ) = q(β,v)q(σ2

u)

[
n∏
i=1

q(ai)

][
m∏
k=1

q(bk)q(γk)

]
.

Using (3) and this product restriction the optimal q-densities are of the form

q∗(β,v) ∼ N(µq(β,v),Σq(β,v)), q∗(σ2
u) ∼ IG

(
Au +

m
2 , Bq(σ2

u)

)
,

q∗(bk)
ind.∼ Inverse-Gaussian

(
µq(bk), 1

)
, q∗(γk)

ind.∼ Bernoulli
(
µq(γk)

)
, 1 ≤ k ≤ m,

and q∗(ai)
ind.∼ GIG( 12 , 1, χq(ai)), 1 ≤ i ≤ n,

where the parameters are determined by Algorithm 3. In Algorithm 3 we use the function expit(x) =
1/(1 + exp(−x)), let Zk denote the kth column of Z and let Z−k be the Z matrix with the kth column
removed. The lower bound in the main loop in Algorithm 3 takes the simplified form

log p(y; q) = (n−m) log(2)− n+ p+m
2 − n−m

2 log(2π)

+yTCdiag(µq(γ̃))µq(β,v) +
1
41

T
n log(χq(a)) + 1Tn logK1/2(

√
χq(a))

+ 1
2 log |Σq(β,v)| − p

2 log(σ
2
β)− 1

2σ2
β

[
‖µq(β)‖2 + tr(Σq(β))

]
− 1

21
T
mµ
−1
q(b)

+Au log(Bu)− logΓ (Au)−
(
Au +

m
2

)
log(Bq(σ2

u)
) + logΓ

(
A+ m

2

)
−µTq(γ) log

(
µq(γ)

ρ1m

)
− (1m − µq(γ))T log

(
1m − µq(γ)
(1− ρ)1m

)
,
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where γ̃ = [1Tp ,γ
T ]T andC = [X,Z]. The converged solutionsµ∗q(β,v) andµ∗q(γ̃) allow the establishment

of the classification rule sign(cTi (µ
∗
q(β,v) � µ

∗
q(γ̃))) for classifying input vector ci. The vector µ∗q(γ̃) =

[1Tp ,µ
∗T
q(γ)]

T provides probability measures to decide which of the original input variables to select.

Algorithm 3 Iterative scheme for obtaining the parameters in the optimal densities for the variational Bayesian
support vector machine with Laplace-zero prior.

Require: µq(a−1), µq(σ−2
u )

,µq(b),µq(γ̃),Ωq(γ̃)

1: while the increase in log p(y; q) is significant do

2: W ← diag(µq(a−1)) ; Σq(β,v) ←
[
(CTWC)�Ωq(γ̃) + blockdiag(σ−2

β Ip, µq(σ−2
u )

diag(µq(b)))
]−1

3: µq(β,v) ← Σq(β,v)diag(µq(γ̃))C
T (In +W )y ; Ωq(β,v) ← Σq(β,v) + µq(β,v)µ

T
q(β,v)

4: for k = 1, . . . ,m do

5: µq(bk) ←
[
µ
q(σ−2

u )
Ωq(vk,vk)

]−1/2

6:
ηq(γk) ← logit(ρ)− 1

2
ZTkWZkΩq(vk,vk) + Z

T
k yµq(vk)

+ZTkW (yµq(vk) −XΩq(β,vk) − Z−kdiag(µq(γ−k))Ωq(v−k,vk))
7: µq(γk) ← expit(ηq(γk))
8: end for
9: µq(γ̃) ← [1Tp ,µ

T
q(γ)

]T ; Σq(γ̃) ← diag(µq(γ̃) � (1(p+m) − µq(γ̃))) ; Ωq(γ̃) ← Σq(γ̃) + µq(γ̃)µ
T
q(γ̃)

10: χq(a) ← 1n − 2Y Cdiag(µq(γ̃))µq(β,v) + dg{C(Ωq(γ̃) �Ωq(β,v))CT } ; µq(a−1) ← χ
−1/2
q(a)

11: Bq(σ2
u)
← Bu + 1

2
tr
[

diag(µq(b))(Σq(v) + µq(v)µTq(v))
]

; µ
q(σ−2

u )
← (Au +m/2)/Bq(σ2

u)

12: end while

3.3 Missing predictor values

The last extension we present in this paper provides the methodology to deal with the situation where
there exist missing values in the training data vectors di. The classical SVM formulation in Section 2.1
requires training input vectors which are completely observed. Similarly, the VB approaches in Section
2.3-3.2 don’t allow any missing values. This section outlines a missing data extension for the penalty
parameter inference methodology from Section 3.1.

For missing data situations we consider data triple {yi,di, ri} for the ith sample with 1 ≤ i ≤ n. Here
yi ∈ {−1,+1} is the ith response, di ∈ Rd is the ith vector of predictors and ri is an indicator vector
where rij = 1 if the jth predictor of the ith input vector is observed and 0 otherwise.

We will assume that the likelihood for {yi,di, ri} factorizes as

p(yi,di, ri) = p(yi|di)p(di)p(ri|di).

In terms of missing data jargon this is called a selection model. We will refer to p(yi|di), p(di) and p(ri|di)
as the regression, imputation and missing data mechanism components of the model respectively. If ri
and di are independent so that p(ri|di) = p(ri) then we say that the data are missing completely at
random (MCAR). Let J = {j : rij = 1 for all 1 ≤ i ≤ n}. If p(ri|di) = p(ri|di,J ), i.e., ri depends on
completely observed predictors then the data is missing at random (MAR). Finally, in the general case
the missingness depends on the data and we say that the data is missing not at random (MNAR). In the
MCAR and MAR cases inferences for parameters in the regression and imputation components can be
performed independently of inferences for parameters in the missing data mechanism and we say that
the missing data mechanism is ignorable. For simplicity we will assume the data are MCAR. The MAR
and MNAR cases can be adapted from Faes et al. (2011).
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Consider the regression component of the model

p(y,a|β,u,D) = exp
[
− n− n

2 log(2π)− 1
21

T
n log(a)− 1

21
T
n (a+ a−1)

+(1n + a−1)TY (1nβ +Du)− 1
2 (1nβ +Du)Tdiag(a−1)(1nβ +Du)

]
,

β ∼ N(0, σ2
β), u|σ2

u ∼ N(0d, σ
2
uId), σ2

u ∼ IG(Au, Bu),

where di are stored in the rows ofD ∈ Rn×d and we model the imputation model via

di|µ,Σ
ind.∼ N(µ,Σ), 1 ≤ i ≤ n, µ ∼ N(0d, σ

2
µId) and Σ ∼ IW(Ψ , ν),

where IW(Ψ , ν) denotes the inverse Wishart distribution with scale matrix Ψ and degrees of freedom ν.
In our examples we use σ2

µ = 108, Ψ = 0.01 Id and ν = 3.
LetM = {i : rTi 1d 6= d},Mi = {j : rij = 0} and Dmis and Dobs denote the components of D that are

missing and observed respectively. Then we approximate the posterior density using the factorization

q(β,u, σ2
u,a,Dmis,µ,Σ) = q(β,u)q(σ2

u)

[
n∏
i=1

q(ai)

][∏
i∈M

q(di,Mi)

]
q(µ)q(Σ).

Using (3) and this product restriction the optimal q-densities are of the form

q∗(β,u) ∼ N(µq(β,u),Σq(β,u)), q∗(ai)
ind.∼ GIG( 12 , 1, χq(ai)), q∗(σ2

u) ∼ IG(Au +
d
2 , Bq(σ2

u)
),

q∗(µ) ∼ N(µq(µ),Σq(µ)), q∗(Σ) ∼ IW(Ψ q(Σ), ν + n) and q∗(di,Mi
)

ind.∼ N(µq(di,Mi
),Σq(di,Mi

)).

Finally, Algorithm 4 combines these component-wise solutions in an iterative scheme to obtain the si-
multaneous solution for VBSVM classification with missing values. To reduce space we have used the
following notation: let P i be the d by |Mi| matrix consisting of the columns of Id with indicesMi and
letQi be the d by (d− |Mi|) matrix consisting of the remaining columns of Id. If |Mi| = 0 then P i = 0d
and if |Mi| = d thenQi = 0d. Let C̃ be the n× (1+d) matrix such that the ith row of C̃ = µq(C) is given
by

c̃i = µq(ci) = [1, (QiQ
T
i di + P iµq(di,Mi

))
T ]T .

The lower bound in Algorithm 4 takes the form

log p(y,Dobs; q) = n log(2)− n− n
2 log(2π) + yT C̃µq(β,u) +

1
41

T
n log(χq(a)) + 1Tn logK1/2(

√
χq(a))

+Au log(Bu)− logΓ (Au)−
(
Au +

d
2

)
log(Bq(σ2

u)
) + logΓ

(
Au +

d
2

)
− 1

2 log(σ
2
β)− 1

2σ2
β

[
µ2
q(β) + σ2

q(β)

]
+ 1+d

2 + 1
2 log |Σq(β,u)|

+d
2 + 1

2 log |Σq(µ)| − nd
2 log(2π)− d

2 log(σ
2
µ)− 1

2σ2
µ

[
‖µq(µ)‖2 + tr(Σq(µ))

]
+ν

2 log |Ψ | − logΓd(ν/2)− ν+n
2 log |Ψ q(Σ)|+ dn

2 log(2) + logΓd((ν + n)/2)

+
∑
i∈M

|Mi|
2 + |Mi|

2 log(2π) + 1
2 log |Σq(di,Mi

)|,

with Γp(·) being the multivariate gamma function. Classification of c̃i is finally performed through the
decision rule sign(c̃Ti µ∗q(β,u)).
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Algorithm 4 Iterative scheme for obtaining the parameters in the optimal densities for the variational Bayesian
support vector machine with missing predictor values.

Require: µq(C),µq(a−1), µq(σ−2
u )

,µq(µ),Σq(µ),µq(Σ−1),Σq(ci)(1 ≤ i ≤ n)
1: while the increase in log p(y,Dobs; q) is significant do
2: W ← diag(µq(a−1)) ; C̃ ← µq(C)

3: Σq(β,u) ←
[
C̃
T
WC̃ + {

∑n
i=1 µq(a−1

i )
Σq(ci)}+ blockdiag(σ−2

β , µ
q(σ−2

u )
Id)
]−1

; µq(β,u) ← Σq(β,u)C̃(In +W )y

4: Ωq(β,u) ← Σq(β,u) + µq(β,u)µ
T
q(β,u)

5: for i = 1, . . . , n do

6: Σq(di,Mi
) ←

[
PTi {µq(Σ−1) + µ

q(a−1
i )

Ωq(u)}P i
]−1

7:
µq(di,Mi

) ← Σq(di,Mi
)P

T
i

[
µq(Σ−1)µq(µ) + yi(1 + µ

q(a−1
i )

)µq(u) − µq(a−1
i )

[Ωq(β,u)]−1,1

−(µq(Σ−1) + µ
q(a−1

i )
Ωq(u))QiQ

T
i di

]
8: Σq(di) ← P iΣq(di,Mi

)P
T
i ; Σq(ci) ←

[
0 0Td
0d Σq(di)

]
9: µq(di) ← P iµq(di,Mi

) +QiQ
T
i di ; µq(ci) ← [1,µT

q(di)
]T

10: χq(ai) ← (1− yiµTq(ci)µq(β,u))
2 + µT

q(ci)
Σq(β,u)µq(ci) + µ

T
q(u)

Σq(di)µq(u) + tr(Σq(u)Σq(di))
11: end for
12: µq(a−1) ← χ

−1/2
q(a)

13: Σq(µ) ←
{
σ−2
µ Id + nµq(Σ−1)

}−1
; µq(µ) ← Σq(µ)µq(Σ−1)

{∑n
i=1 µq(di)

}
14: Ψq(Σ) ← Ψ + nΣq(µ) +

(∑n
i=1(µq(di) − µq(µ))(µq(di) − µq(µ))

T +Σq(di)

)
; µq(Σ−1) ← (ν + n)Ψ−1

q(Σ)

15: Bq(σ2
u)
← Bu + 1

2

[
‖µq(u)‖2 + tr(Σq(u))

]
; µ

q(σ−2
u )
← (Au + d/2)/Bq(σ2

u)

16: end while

4 Numerical experiments

In this section, we present results for the traditional SVM approach, our VBSVM approaches and MCMC
based inference. For each of the VBSVM methods we have terminated the algorithm when the lower
bound increases less than 10−10 between iterations. Unless otherwise specifically stated for each MCMC
method 5000 burn-in samples are drawn followed by a further 5000 samples which are used for infer-
ence (no tinning is used). For each model classification is performed using the posterior mean of the
coefficient vector.

For non-simulated datasets we follow Kim (2009) for the assessment of classification performance.
Kim (2009) recommends the repeated hold-out method because it has a reasonable computational cost
against error variance trade-off. For this approach the data are split into 100 random training/test sets
where the SVM is fit using 3/4 of the data and the classification error is calculated on the remaining
1/4 of the data. The classification performance is then determined to be the average test balanced error
rate (BER) over these 100 sets, where the BER is the average of the error rates for both classes. The
experiments are performed using an Intel Core i7-2760QM @ 2.40 GHz processor with 8 GBytes of RAM.

4.1 Default SVM method

We will now describe our default method for selecting α in our SVM formulation (1). We fit the tradi-
tional linear SVM using the R interface e1071, version 1.6 (Meyer, 2011) to the popular LIBSVM soft-
ware. To tune α we first select a grid of α values. For each particular α value we calculate the classifi-
cation error based on 100 hold-out datasets by again splitting the training data. A second grid is then
constructed centered around the α value with the smallest average test error and the process is repeated.
The α value with the smallest test error from the second grid is selected for final testing on the original
hold-out test set as described in Section 4.
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4.2 Penalty parameter inference

The first example is based on simulated data sets and compares the default SVM method, the VBSVM
approach described in Section 3.1 and the MCMC alternative (see Appendix A). The training data are
generated according to

β ∼ N(0, 1), u ∼ N(0d, Id), di ∼ N(0d, Id), qi ∼ Bernoulli(expit(β + dTi u)), 1 ≤ i ≤ n,

with the final class labels calculated via yi = 2qi − 1, 1 ≤ i ≤ n. We vary n and d over the sets n ∈
{100, 200, 500} and d ∈ {10, 50, 100}. For each combination 200 random training data sets are generated.

Since this is a simulated dataset we can generate new test data to assess the performance for each
method. For each of the 200 random training sets a new independent test data set of 1000 input vectors
is generated and the BER is calculated. The 200 BERs on these independent test data are presented as
boxplots in Figure 1.

Figure 1 shows that the performances of the VB algorithm and the MCMC approach are in general
comparable. The use of the default SVM method achieves a similar classification performance compared
to VB and MCMC for d = 10. Increasing the training sample size tends to increase the performance of
the grid approach, but its classification performance with respect to VB and MCMC is still slightly lower
for d = 50 and d = 100. However, the big trade-off is in terms of computational efficiency. For example,
the default SVM method took on average 571.75 seconds for the case where n = 200 and d = 10 while
the VB and MCMC methods took 1.68 seconds and 82.31 seconds respectively. Thus, while classification
performances are similar our VBSVM approach is by far the fastest method and hence the method of
choice here.

4.3 Random intercept model

We now show the effectiveness of our methodology for group correlated data. For this example we
consider the toenail dataset of De Backer et al. (1998). De Backer et al. (1998) describe a clinical trial com-
paring the effectiveness of two oral antifungal treatments for toenail infection. Patients were randomly
assigned to one of two treatment groups, one group receiving 250 mg per day of Terbinafine and the
other group 200 mg per day of Itraconazole. Patients were evaluated at seven visits (approximately on
weeks 0, 4, 8, 12, 24, 36, and 48) by recording the degree of onycholysis. In total, data from m = 294
patients were available, comprising 1908 measurements. Only a dichotomized version of the longitu-
dinally observed degree of onycholysis was included: 1500 observations of ‘absent’ or ‘mild degree’
belonging to the first group (with yi,j = −1) and 408 observations of a ‘moderate or severe degree’ of
onycholysis belonging to the second group (with yi,j = +1).

Consider the classification problem where we wish to predict to which of these two groups the jth
measurement from the ith patient belongs. Predictor variables for the (i, j)th observation include visit
time (visiti,j), and treatment type (treati). We would expect the yi,j values to be correlated within
patients. Within a mixed model framework this correlation can be taken into account using a random
intercept model. Hence, we consider the random intercept model as described in Section 3.1 with

X =



1 visit1,1 treat1 visit1,1 × treat1
...

...
...

...
1 visit1,n1 treat1 visit1,n1 × treat1
1 visit2,1 treat2 visit2,1 × treat2
...

...
...

...
1 visitm,nm treatm visitm,nm × treatm


and Z =


1n1

0n1
· · · 0n1

0n2
1n2
· · · 0n2

...
...

. . .
...

0nm 0nm · · · 1nm

 .

Note that predictors have been standardized.
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Fig. 1 Results of the simulated data described in Section 4.2. Balanced error rate for the default SVM approach (see Section 4.1),
our VB method (see Section 3.1) and MCMC inference for different values of input vector dimension d ∈ {10, 50, 100} and training
sample size n ∈ {100, 200, 500}.

The BERs for the 100 test sets are presented as boxplots in Figure 2 and clearly illustrate the power
of being able to incorporate such an effect in the model formulation of SVMs. The VB and MCMC meth-
ods with random intercepts show a better classification performance than traditional SVMs. The MCMC
method tends to result in slightly lower BERs when compared to VB. In addition to the classification per-
formance increase there is also an efficiency increase for VB. The default SVM approach took on average
3668.70 seconds, VB took on average 171.85 seconds and MCMC took on average 3597.12 seconds.

4.4 Variable selection

The example illustrates the use of a sparse prior for VB and MCMC inference on the spam data set
(Frank and Asuncion, 2010). The spam data set was collected at the Hewlett-Packard Labs and consists
of information from 4601 e-mails. A prediction vector of 57 variables was created for each e-mail and
the goal is to predict whether the e-mail is spam or non-spam. The 57 variables include 54 percentages
of word or character frequency in the e-mails and the 3 remaining predictors are related to the use of
capital letters: the average length of uninterrupted sequences of capital letters, the length of the longest
uninterrupted sequence of capital letters and the total number of capital letters in the e-mail. Note that
all predictors are standardized prior to analysis.
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Fig. 2 Toenail data set. Balanced error rate for grid search, random intercept VB and random intercept MCMC inference.

The model we consider is similar to that used by Polson and Scott (2011) on the same data set with
ρ also fixed at 0.01. Appendix B summarizes the full conditionals for our MCMC scheme and we use a
burn-in size of 50000 samples and a retained set of 50000 samples because of slower mixing.

Figure 3 illustrates the inclusion probabilities for each variable. Computing P (vk > 0|y) enables to
visualize the results as black bars for variables that are strongly associated with the presence of spam,
while the opposite is true for white bars. Although VB generates more extreme inclusion probabilities
there exists good agreement between the VB and MCMC results. The 24 variables that are almost cer-
tainly selected by MCMC match with the selected ones for VB, except for the variable cs. Variables
that are selected by VB correspond to MCMC selected ones, although hpl and font have slightly
lower probabilities for MCMC. The two VB selected variables with smallest inclusion probabilities, i.e.,
email and table also have lower MCMC inclusion probabilities. In terms of speed VB is favorable
over MCMC taking 76 minutes compared to over 10 hours for MCMC.

4.5 Missing predictor values

The final example represents a classification problem where the interest lies in predicting the presence of
significant coronary disease, which is defined as 75% or more diameter narrowing in at least one impor-
tant coronary artery. The data consist of measurements from 3504 patients who were referred to Duke
University Medical Center for chest pain, and are available through the Duke University Cardiovascu-
lar Disease Databank (Harrell, 2001). For each patient we have the age, sex, duration of symptoms
of coronary artery disease and the cholesterol level as predictors. The latter two variables are log-
transformed and the variables are standardized prior to analysis so that all variables are approximately
standard normal. Importantly, the variable cholesterol level has 1246 missing values.
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Fig. 3 Spam data set. Inclusion probabilities for VB and MCMC inference with a Laplace-zero prior and ρ = 0.01 in (a) and (b), respectively.
The bars are shaded in proportion to P (vk > 0|y), where darker means a greater probability for positive association with spam.

The data set is repeatedly randomly split into a training and test part in such a way that all test
cases have observed values for cholesterol level. For each split the BER on test set is computed for
a traditional linear SVM and the missing predictor value VB (Algorithm 4) and MCMC (see Appendix
C) approaches. Chapter 10 of Harrell (2001) presents a logistic regression analysis of this data set where
only the complete cases were retained from the original set.

We compare our approaches against the default SVM approach which uses only complete cases
for training. On the other hand, complete training cases and training cases with missing values for
cholesterol level are used for the VB approach and the MCMC scheme. Figure 4 visualizes the box-
plots of the BERs on test data for each of the three approaches.

These results illustrate that methodology which allows to include input vectors with missing values
for training can yield better classification performance. In addition, the VB performance seems to be
slightly better than the MCMC performance. Finally, the default SVM approach took on average 3109.40
seconds, the VB approach took 1028.18 seconds and the MCMC approach took 1718.98. Hence, even
when missing data are present the VB approach is competitive both in terms of classification perfor-
mance and computational efficiency.



VB Inference for SVMs 15

0.28

0.30

0.32

0.34

Grid VB MCMC

ba
la

nc
ed

 e
rr

or
 r

at
e

Cardiac catheterization diagnostic data set

Fig. 4 Cardiac catheterization diagnostic data set. Balanced error rate for grid search with complete training cases, VB and MCMC inference
in the presence of missing predictor values.

5 Discussion

We have developed a VB approach to SVM classification. We have shown that the approach is a unified
framework for dealing with a variety of complications typically difficult to deal with within a standard
SVM framework. For the examples that we present here our VBSVM methods have as good or better
classification performance than the standard SVM approach whilst remaining computationally efficient.
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Appendix A – MCMC Scheme for Section 3.1

The full conditionals for MCMC inference are

β,u|rest ∼ N

{(
CTdiag(a−1)C + blockdiag(σ−2β Ip, σ

−2
u Im)

)−1
CTY (1n + a−1),

(
CTdiag(a−1)C + blockdiag(σ−2β Ip, σ

−2
u Im)

)−1}
,

σ2
u|rest ∼ IG

(
Au +

m
2 , Bu +

1
2‖u‖

2
)
,

ai|rest ∼ GIG
(
1
2 , 1, (1− yi(x

T
i β + zTi u))

2
)
,

where yi is the ith element of y and xi and zi are the ith row of the matrices X and Z respectively. These
can be used to implement a Gibbs sampling MCMC method.

Appendix B – MCMC Scheme for Section 3.2

The full conditionals for MCMC inference are

β,v|rest ∼ N
{(
Γ̃CTdiag(a−1)CΓ̃ + blockdiag(σ−2β Ip, σ

−2
u diag(b))

)−1
Γ̃CTY (1n + a−1),(

Γ̃CTdiag(a−1)CΓ̃ + blockdiag(σ−2β Ip, σ
−2
u diag(b))

)−1 }
,

σ2
u|rest ∼ IG

(
Au +

m
2 , Bu +

1
2v

Tdiag(b)v
)
,

ai|rest ∼ GIG( 12 , 1, (1− yi(x
T
i β + zTi Γv))

2),
bk|rest ∼ Inverse-Gaussian(σu/|vk|, 1),
γk|rest ∼ Bernoulli

[
expit

{
logit(ρ)− 1

2Z
T
k diag(a−1)Zkv2k + vkZ

T
k diag(1n + a−1)y

−vkZTk diag(a−1)(Xβ +Z−kdiag(γ−k)v−k)
}]
,

where γ̃ = [1Tp ,γ
T ]T and Γ̃ = diag(γ̃).
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Appendix C – MCMC Scheme for Section 3.3

The full conditionals for MCMC inference are

β,u|rest ∼ N
{(
CTdiag(a−1)C + blockdiag(σ−2β , σ−2u Id)

)−1
CTY (1n + a−1),(

CTdiag(a−1)C + blockdiag(σ−2β , σ−2u Ip)
)−1 }

,

σ2
u|rest ∼ IG

(
Au +

d
2 , Bu +

1
2‖u‖

2
)
,

ai|rest ∼ GIG
(
1
2 , 1, (1− yi(β + dTi u))

2
)
,

µ|rest ∼ N
[{
nΣ−1 + σ−2µ Id

}−1
nΣ−1d,

{
nΣ−1 + σ−2µ Ip

}−1]
,

Σ|rest ∼ IW
(
Ψ +DTD − 2ndµT + nµµT , ν + n

)
,

di,Mi
|rest ∼ N

[{
P T
i

[
Σ−1 + a−1i uu

T
]
P i

}−1
P T
i

[
Σ−1µ+ yi(1 + a−1i )u− a−1i βu

−
[
Σ−1 + a−1i uu

T
]
QiQ

T
i di

]
,
{
P T
i

[
Σ−1 + a−1i uu

T
]
P i

}−1 ]
,

with d = 1
n

∑n
i=1 di.
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