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#### Abstract

The new Mersenne number transform (NMNT) has proved to be an important number theoretic transform (NTT) used for error-free calculation of convolutions and correlations. Its main feature is that for a suitable Mersenne prime number $(p)$, the allowed power-of-two transform lengths can be very large. In this paper, efficient radix- $2^{2}$ decimation-in-time and in-frequency algorithms for fast calculation of the NMNT are developed by deriving the appropriate mathematical relations in finite field and applying principles of the twiddle factor unscrambling technique. The proposed algorithms achieve both the regularity of radix-2 algorithm and the efficiency of radix-4 algorithm and can be applied to any powers of two transform lengths with simple bit reversing for ordering the output sequence. Consequently, the proposed algorithms possess the desirable properties such as simplicity and inplace computation. The validity of the proposed algorithms has been verified through examples involving large integer multiplication and digital filtering applications, using both the NMNT and the developed algorithms.
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## 1. Introduction

Convolutions and correlations are the most fundamental mathematical tools used for enormous area of digital signal/image processing and other diverse applications [1, 2]. For instance, convolutions are widely used in the design and implementation of the finite impulse response (FIR) as well as the infinite impulse response (IIR) digital filters. Moreover, it is well known that the DFT of prime lengths can be computed by converting it to a cyclic convolution using 'Rader's convolution algorithm' [3]. Correlation differs from convolution only by a simple inversion of one of the input sequences [4], therefore developments for the convolutions algorithms are equally applicable to the correlation also.

By proper scaling of the convolution's inputs, they can be always converted to a set of integers, and the convolution can be performed modulo a prime number $M$ in the finite (Galois) field $G F(M)$. If the scaling factor is such that the convolution output has never exceeded $M / 2$, then the convolution output has the identical values modulo $M$ that would be obtained in the normal field. Under these conditions, the calculation of the convolution can be simplified by introducing a new family of transforms defined in finite field, known as number theoretic transforms (NTTs) [5, 6], that have the same structure as the DFT but with complex operations replaced by an exact integer operations performed modulo $M$. NTTs first presented by Pollard [7], are discrete transforms defined over residue class fields or rings of integers, which were introduced for efficient calculation of error-free convolution and correlation without truncation or round-off errors.

NTTs have been firmly recognized within the field of signal processing [2]. Interesting applications of NTTs are found in the areas of digital filtering, image processing [8, 9], fast coding and decoding [10], large integer and matrix multiplication [11, 12], cryptography [13], and deconvolution [14]. This is owing to their contributing ability to perform error-free calculations over a field or a ring of integers whilst maintaining the cyclic convolution property (CCP). This is in contrast to other methods of calculation, such as the DFT which involves complex arithmetic with rounding and/or truncation errors in its calculations; errors also arise in the multiplication with cosine and sine functions which are irrational, preventing exact representation in a finite precision machine [15].

The most recognised NTTs are the Fermat (FNT) [16] and Mersenne (MNT) [6] number transforms. However, for standard signal processing applications the main drawback of these transforms is the stringent relationship between word length (the number of bits in the modulus), obtainable transform length, and a limited choice of possible word lengths. To retain the advantages of NTTs, the New Mersenne Number Transform (NMNT) was introduced [17, 18], which alleviate this relationship. The NMNT is defined modulo the Mersenne numbers, where arithmetic operations are simple equivalent to 1 's complement and has the cyclic convolution property; hence, it can be used for fast calculation of error-free convolutions and correlations. The NMNT is a particularly interesting NTT as it has a long powers of two lengths up to $2^{p}$, making it amenable to fast algorithms.

Various Cooley-Tukey algorithms for the fast calculations of the NMNT have been developed based on both DIT and DIF approaches such as radix-2 [17, 18], radix-4 [19, 20] and split-radix [21, 22] algorithms. However, for any transform to stand as a good candidate for real applications, its complete fast algorithms need to be developed.

Over the last years, a new hardware-oriented FFT algorithm known as radix- $2^{2}$ [23-25], as well as its variants algorithms [26-29], has been recognized as one of the most powerful structures used in pipeline architectures. It achieves at the same time both a simple and regular butterfly structure as radix -2 algorithm and a reduced number of twiddle factor multiplication provided by radix-4 algorithm. Therefore, it is desirable to generalize this algorithm to other discrete transforms such as the NMNT.

Therefore, the aim of this paper is to introduce new radix- $2^{2}$ decimation-in-time (DIT) and in-frequency (DIF) NMNT algorithms. The derivation of the proposed algorithms is based on the principle of the twiddle factor unscrambling technique [30-32], which is different from the conventional multidimensional index mapping technique [18]. The development of the presented algorithms has rested mainly on the observation that a radix-4 algorithm can be modified so that the output is in bit-reversed order; if a normal radix-4 butterfly is used, the output is in base-4 reversed order. However, if the outputs of the four short length butterflies are modified to have their outputs in bitreversed order, the output of the total radix-4 algorithm will be in bit-reversed order and not base-4 reversed order. The remaining contents of this paper are organised as follows: Section 2 reviews the NMNT and its cyclic convolution property. In sections 3 and 4, we propose radix- $2^{2}$ DIT and DIF NMNT algorithms, respectively. In section 5, we study the performance of the proposed algorithms by analysing their arithmetic complexity and
comparing them with existing NMNT algorithms. Section 7 introduces two examples for the presented algorithms. A conclusion is then given in section 8 .

## 2. The New Mersenne Number Transform

### 2.1 Transform Definition

Let $p$ be a prime and $M p=2^{p}-1$ Mersenne numbers, which are primes for $p=2,3,5,7,13,17,19, \ldots \ldots$, etc. The NMNT of an integer sequence $x(n)$ of length $N$ is given by [17, 18]:
$X(k)=\left\langle\sum_{n=0}^{N-1} x(n) \beta(n k)\right\rangle_{M p} \quad k=0,1, \ldots \ldots \ldots ., N-1$
and its inverse has exactly the same form:
$x(n)=\left\langle N^{-1} \sum_{k=0}^{N-1} X(k) \beta(n k)\right\rangle_{M p} \quad n=0,1, \ldots \ldots \ldots \ldots, N-1$
where:
$\beta(n k)=\beta_{1}(n k)+\beta_{2}(n k)$
$\beta_{1}(n k)=\left\langle\operatorname{Re}\left(\alpha_{1}+j \alpha_{2}\right)^{n k}\right\rangle_{M p}$
$\beta_{2}(n k)=\left\langle\operatorname{Im}\left(\alpha_{1}+j \alpha_{2}\right)^{n k}\right\rangle_{M p}$
Also: $\propto_{1}= \pm\left\langle 2^{q}\right\rangle_{M p} ; \quad \propto_{2}= \pm\left\langle-3^{q}\right\rangle_{M p} ; \quad q=2^{p-2}$
$\left\rangle_{M_{p}}\right.$ represents modulo $M p$.
$\alpha_{1}$ and $\alpha_{2}$ are of order $N=2^{p+1}$. For transform length $N / d$ where $d$ is an integer power of two, $\beta_{1}$ and $\beta_{2}$ are given by:
$\beta_{1}(n k)=\left\langle\operatorname{Re}\left(\left(\alpha_{1}+j \alpha_{2}\right)^{d}\right)^{n k}\right\rangle_{M p}$
$\beta_{2}(n k)=\left\langle\operatorname{Im}\left(\left(\alpha_{1}+j \alpha_{2}\right)^{d}\right)^{n k}\right\rangle_{M p}$
$\operatorname{Re}($.$) and \operatorname{Im}($.$) denote real and imaginary parts of the enclosed term respectively, \left(N^{1}\right)$ exists and is given by $\left(2^{p-d}\right)$, where $N=2^{d}$ and $d$ is an integer, $0 \leq d \leq p$.

### 2.2 NMNT Cyclic Convolution Property

The NMNT has the cyclic convolution property; if $x(n)$ and $h(n)$ are two sequences to be convolved and $[y(n)=x(n) \circledast h(n)]$, is the convolution result, then
$Y(k)=X(k) \boldsymbol{\Gamma} H(k)=X(k) \cdot H_{\mathrm{ev}}(k)+X(N-k) \cdot H_{\mathrm{od}}(k)$
where $\circledast$ is the cyclic convolution operator and • is point-by-point multiplication. $X(k), H(k)$ and $Y(k)$ stand for the NMNT transforms of $x(n), h(n)$ and $y(n)$ respectively. $H_{e v}(k)$ and $H_{o d}(k)$ stand for even and odd parts of $H(k)$ respectively, which are given by:
$H_{e v}(k)=\left\langle(H(k)+H(N-k)) \times 2^{p-1}\right\rangle_{M p}$
$H_{o d}(k)=\left\langle(H(k)-H(N-k)) \times 2^{p-1}\right\rangle_{M p}$
If both $x(n)$ and $h(n)$ are properly padded with zeros, their circular convolution given in (9) will be equivalent to their linear convolution. To avoid overflow, the modulus, $M p$ must be chosen so that $y(n)$ does not exceed $M p$, one upper bound is given by [5, 18]:
$|y(n)| \leq|x(n)|_{\max } \sum_{n=0}^{N-1}|h(n)| \leq M p / 2$
The process of calculation of the convolution via the NMNT is shown in Fig. 1, where the operator $\Gamma$ is given in (9).


Fig. 1. Fast convolution using the NMNT

## 3. Decimation in Time Algorithm

The development of radix $-2^{2}$ algorithms starts by decomposing (1) into four partial sums and replacing ( $n$ ) with $(4 n+l)$ for $n=0,1, \ldots \ldots, N / 4-1$ and $l=0,1,2,3$ as follows:
$X(k)=\left\langle\sum_{l=0}^{3} \sum_{n=0}^{\frac{N}{4}-1} x(4 n+l) \beta((4 n+l) k)\right\rangle_{M p}$
According to (13), the input sequence $x(n)$ is decimated into four sets so that each partial sum represents NMNT of size $N / 4$. The output sequence $X(k)$ is computed as four separate parts, and each part denoted by $X(k+\lambda N / 4)$ has (N/4) consecutive elements indexed by $k$ for $k=0,1, \ldots \ldots, N / 4-1$ and $\lambda=0,1,2,3$. Therefore, (13) becomes:
$X\left(k+\lambda \frac{N}{4}\right)=\left\langle\sum_{l=0}^{3} \sum_{n=0}^{\frac{N}{4}-1} x(4 n+l) \beta\left((4 n+l)\left(k+\lambda \frac{N}{4}\right)\right)\right\rangle_{M p}$

Using NMNT identities given below, which have been proved in [5]:
$\beta(m+n)=\beta_{1}(m) \beta(n)+\beta_{2}(m) \beta(-n)$
$\beta($.$) term in (14) can be simplified as follows:$
$\beta\left(\left(k+\lambda \frac{N}{4}\right)(4 n+l)\right)=\beta\left((4 n k+\lambda N n)+\left(k l+\lambda l \frac{N}{4}\right)\right)$
Using (15) and the periodicity property of NMNT, the right hand side of (20) becomes:
$\beta\left((4 n k+\lambda N n)+\left(k l+\lambda l \frac{N}{4}\right)\right)=\beta_{1}\left(k l+\lambda l \frac{N}{4}\right) \beta(4 n k)+\beta_{2}\left(k l+\lambda l \frac{N}{4}\right) \beta(-4 n k)$
Using (16) and (17), $\beta_{1}($.$) and \beta_{2}($.$) terms in (21) can be simplified further to yield:$
$\beta_{1}\left(k l+\lambda l \frac{N}{4}\right)=\beta_{1}(k l) \beta_{1}\left(\lambda l \frac{N}{4}\right)-\beta_{2}(k l) \beta_{2}\left(\lambda l \frac{N}{4}\right)$
$\beta_{2}\left(k l+\lambda l \frac{N}{4}\right)=\beta_{1}(k l) \beta_{2}\left(\lambda l \frac{N}{4}\right)+\beta_{2}(k l) \beta_{1}\left(\lambda l \frac{N}{4}\right)$
Substituting (21)-(23) into (20), we get:
$\beta\left(\left(k+\lambda \frac{N}{4}\right)(4 n+l)\right)=\left[\beta_{1}(k l) \beta_{1}\left(\lambda l \frac{N}{4}\right)-\beta_{1}(k l) \beta_{1}\left(\lambda l \frac{N}{4}\right)\right] \beta(4 n k)+\left[\beta_{1}(k l) \beta_{2}\left(\lambda l \frac{N}{4}\right)+\beta_{2}(k l) \beta_{1}\left(\lambda l \frac{N}{4}\right)\right] \beta(-4 n k)$
Define two sequences $X_{l}(k)$ and $X_{l}(N / 4-k)$ for $l=0,1,2,3$ as:
$X_{l}(k)=\left\langle\sum_{n=0}^{\frac{N}{4}-1} x(4 n+l) \beta(4 n k)\right\rangle_{M p} \quad k=0,1, \ldots \ldots \ldots ., \frac{N}{4}-1$
and:
$X_{l}\left(\frac{N}{4}-k\right)=\left\langle\sum_{n=0}^{\frac{N}{4}-1} x(4 n+l) \beta(-4 n k)\right\rangle_{M p} \quad k=0,1, \ldots \ldots \ldots ., \frac{N}{4}-1$
Substituting (24)-(26) into (14):
$X\left(k+\lambda \frac{N}{4}\right)=\sum_{l=0}^{3}\left[X_{l}(k) \beta_{1}(k l) \beta_{1}\left(\lambda l \frac{N}{4}\right)-X_{l}(k) \beta_{2}(k l) \beta_{2}\left(\lambda l \frac{N}{4}\right)\right]+\left[X_{l}\left(\frac{N}{4}-k\right) \beta_{1}(k l) \beta_{2}\left(\lambda l \frac{N}{4}\right)+X_{l}\left(\frac{N}{4}-k\right) \beta_{2}(k l) \beta_{1}\left(\lambda l \frac{N}{4}\right)\right]$

Rearranging (27), we get:
$X\left(k+\lambda \frac{N}{4}\right)=\sum_{l=0}^{3}\left[X_{l}(k) \beta_{1}\left(\lambda l \frac{N}{4}\right)+X_{l}\left(\frac{N}{4}-k\right) \beta_{2}\left(\lambda l \frac{N}{4}\right)\right] \beta_{1}(k l)+\left[X_{l}\left(\frac{N}{4}-k\right) \beta_{1}\left(\lambda l \frac{N}{4}\right)-X_{l}(k) \beta_{2}\left(\lambda l \frac{N}{4}\right)\right] \beta_{2}(k l)$
Applying the unscrambling mapping technique, by interchanging the locations of the intermediate twiddle factors and re-indexing $(\boldsymbol{l})$ of $\beta_{1}(k l)$ and $\beta_{2}(k l)$ according to bit reversed order, (28) can be written as:

$$
\begin{align*}
X\left(k+\lambda \frac{N}{4}\right)=X_{0}(k) & +\left[X_{1}(k) \beta_{1}\left(\lambda \frac{N}{4}\right)+X_{1}\left(\frac{N}{4}-k\right) \beta_{2}\left(\lambda \frac{N}{4}\right)\right] \beta_{1}(2 k)+\left[X_{1}\left(\frac{N}{4}-k\right) \beta_{1}\left(\lambda \frac{N}{4}\right)-X_{1}(k) \beta_{2}\left(\lambda \frac{N}{4}\right)\right] \beta_{2}(2 k) \\
& +\left[X_{2}(k) \beta_{1}\left(\lambda \frac{N}{2}\right)+X_{2}\left(\frac{N}{4}-k\right) \beta_{2}\left(\lambda \frac{N}{2}\right)\right] \beta_{1}(k)+\left[X_{2}\left(\frac{N}{4}-k\right) \beta_{1}\left(\lambda \frac{N}{2}\right)-X_{2}(k) \beta_{2}\left(\lambda \frac{N}{2}\right)\right] \beta_{2}(k)  \tag{29}\\
& +\left[X_{3}(k) \beta_{1}\left(\lambda \frac{3 N}{4}\right)+X_{3}\left(\frac{N}{4}-k\right) \beta_{2}\left(\lambda \frac{3 N}{4}\right)\right] \beta_{1}(3 k)+\left[X_{3}\left(\frac{N}{4}-k\right) \beta_{1}\left(\lambda \frac{3 N}{4}\right)-X_{3}(k) \beta_{2}\left(\lambda \frac{3 N}{4}\right)\right] \beta_{2}(3 k)
\end{align*}
$$

Equation (29) is a general decomposition formula for the radix- $2^{2}$ NMNT-DIT algorithm; expanding it gives the desired output points. These points are derived by considering the relations given below for integer ( $\boldsymbol{v}$ ).
$\beta_{1}\left(v \frac{N}{2}\right)=(-1)^{v}$
$\beta_{2}\left(v \frac{N}{2}\right)=0$
$\beta_{1}\left(v \frac{N}{4}\right)=\left\{\begin{array}{cc}(-1)^{\frac{v}{2}} & v: \text { Even } \\ 0 & v: \text { Odd }\end{array}\right.$
$\beta_{2}\left(v \frac{N}{4}\right)=\left\{\begin{array}{cl}0 & v: \text { Even } \\ (-1)^{\frac{v-1}{2}} & v: \text { Odd }\end{array}\right.$
The proof of (30)-(33) is given in the Appendix.
Therefore, $X(k), X(k+N / 4), X(k+N / 2)$ and $X(k+3 N / 4)$ points can be written as:

$$
\begin{align*}
& X(k)=X_{0}(k)+\left[X_{1}(k) \beta_{1}(2 k)+X_{1}\left(\frac{N}{4}-k\right) \beta_{2}(2 k)\right]+\left[X_{2}(k) \beta_{1}(k)+X_{2}\left(\frac{N}{4}-k\right) \beta_{2}(k)\right]+\left[X_{3}(k) \beta_{1}(3 k)+X_{3}\left(\frac{N}{4}-k\right) \beta_{3}(3 k)\right]  \tag{35}\\
& X\left(k+\frac{N}{4}\right)=X_{0}(k)-\left[X_{1}(k) \beta_{1}(2 k)+X_{1}\left(\frac{N}{4}-k\right) \beta_{2}(2 k)\right]+\left[X_{2}\left(\frac{N}{4}-k\right) \beta_{1}(k)-X_{2}(k) \beta_{2}(k)\right]-\left[X_{3}\left(\frac{N}{4}-k\right) \beta_{1}(3 k)-X_{3}(k) \beta_{3}(3 k)\right]  \tag{36}\\
& X\left(k+\frac{N}{2}\right)=X_{0}(k)+\left[X_{1}(k) \beta_{1}(2 k)+X_{1}\left(\frac{N}{4}-k\right) \beta_{2}(2 k)\right]-\left[X_{2}(k) \beta_{1}(k)+X_{2}\left(\frac{N}{4}-k\right) \beta_{2}(k)\right]-\left[X_{3}(k) \beta_{1}(3 k)+X_{3}\left(\frac{N}{4}-k\right) \beta_{3}(3 k)\right]  \tag{37}\\
& X\left(k+\frac{3 N}{4}\right)=X_{0}(k)-\left[X_{1}(k) \beta_{1}(2 k)+X_{1}\left(\frac{N}{4}-k\right) \beta_{2}(2 k)\right]-\left[X_{2}\left(\frac{N}{4}-k\right) \beta_{1}(k)-X_{2}(k) \beta_{2}(k)\right]+\left[X_{3}\left(\frac{N}{4}-k\right) \beta_{1}(3 k)-X_{3}(k) \beta_{3}(3 k)\right] \tag{38}
\end{align*}
$$

Combining eight points together gives an in-place butterfly of the radix-2 $2^{2}$ DIT-NMNT algorithm, as shown in Fig. 2.


Fig. 2. An in-place butterfly structure of the radix- $2^{2,}$ NMNT DIT algorithm; where solid and dotted lines stand for addition and subtraction respectively

## 4. Decimation in Frequency Algorithm

To derive the radix $-2^{2}$ NMNT algorithm using the DIF approach, we replace the variables $n$ and $k$ in (1) by:
$n+\lambda \frac{N}{4} \quad n=0,1, \ldots, \frac{N}{4}-1 ; \lambda=0,1,2,3$
$4 k+l \quad k=0,1, \ldots ., \frac{N}{4}-1 ; l=0,1,2,3$
Thus, (1) becomes:
$X(4 k+l)=\left\langle\sum_{n=0}^{\frac{N}{4}-1} \sum_{l=0}^{3} x\left(n+\lambda \frac{N}{4}\right) \beta\left(\left(n+\lambda \frac{N}{4}\right)(4 k+l)\right)\right\rangle_{M p}$
Using similar mathematical manipulations given by (20)-(23), $\beta$ (.) term in (40) can be simplified as:
$\beta\left(\left(n+\lambda \frac{N}{4}\right)(4 k+l)\right)=\left[\beta_{1}\left(\lambda l \frac{N}{4}\right) \beta(4 n k)+\beta_{2}\left(\lambda l \frac{N}{4}\right) \beta(-4 n k)\right] \beta_{1}(n l)+\left[\beta_{1}\left(\lambda l \frac{N}{4}\right) \beta(-4 n k)-\beta_{2}\left(\lambda l \frac{N}{4}\right) \beta(4 n k)\right] \beta_{2}(n l)$
Substituting (41) into (40) and using the following relations:
$\sum_{n=0}^{\frac{N}{4}-1} x\left(n+\lambda \frac{N}{4}\right) \beta_{1}(n l) \beta(-4 n k)=\sum_{n=0}^{\frac{N}{4}-1} x\left(\lambda \frac{N}{4}-n\right) \beta_{1}(n l) \beta(4 n k)$
$\sum_{n=0}^{\frac{N}{4}-1} x\left(n+\lambda \frac{N}{4}\right) \beta_{2}(n l) \beta(-4 n k)=-\sum_{n=0}^{\frac{N}{4}-1} x\left(\lambda \frac{N}{4}-n\right) \beta_{2}(n l) \beta(4 n k)$
The proof of these relations is obtained by applying (18) and (19) to (42) and (43) respectively, we get:
$X(4 k+l)=\sum_{n=0}^{\frac{N}{4}-1} y(l, n) \beta(4 n k)$
where $y(l, n)$ is given by:
$y(l, n)=\sum_{l=0}^{3}\left[x\left(n+\lambda l \frac{N}{4}\right) \beta_{1}\left(\lambda l \frac{N}{4}\right)+x\left(\lambda \frac{N}{4}-k\right) \beta_{2}\left(\lambda l \frac{N}{4}\right)\right] \beta_{1}(n l)-\left[x\left(\lambda \frac{N}{4}-k\right) \beta_{1}\left(\lambda l \frac{N}{4}\right)+x\left(n+\lambda l \frac{N}{4}\right) \beta_{2}\left(\lambda l \frac{N}{4}\right)\right] \beta_{2}(n l)$

Applying the unscrambling mapping method, by interchanging the locations of the intermediate twiddle factors and re-indexing $(l)$ of $\beta_{1}(n l)$ and $\beta_{2}(n l)$ according to bit reversed order, (45) can be written as:
$y(l, n)=\left\{\begin{array}{c}{\left[x(n)+x\left(n+\frac{N}{4}\right) \beta_{1}\left(l \frac{N}{4}\right)+x\left(\frac{N}{4}-n\right) \beta_{2}\left(l \frac{N}{4}\right)+x\left(n+\frac{N}{2}\right) \beta_{1}\left(l \frac{N}{2}\right)+x\left(n+\frac{3 N}{4}\right) \beta_{1}\left(l \frac{3 N}{4}\right)+x\left(\frac{3 N}{4}-n\right) \beta_{2}\left(l \frac{3 N}{4}\right)\right] \beta_{1}(n l)} \\ {\left[x(N-n)+x\left(\frac{N}{4}-n\right) \beta_{1}\left(l \frac{N}{4}\right)+x\left(n+\frac{N}{4}\right) \beta_{2}\left(l \frac{N}{4}\right)+x\left(\frac{N}{2}-n\right) \beta_{1}\left(l \frac{N}{2}\right)+x\left(\frac{3 N}{4}-n\right) \beta_{1}\left(l \frac{3 N}{4}\right)+x\left(n+\frac{3 N}{4}\right) \beta_{2}\left(l \frac{3 N}{4}\right)\right] \beta_{2}(n l)}\end{array}\right.$
Equation (46) is a general decomposition formula for the radix- $2^{2}$ NMNT-DIF algorithm; expanding it gives the desired output points. These points are derived by substituting (30)-(33) in (46). Therefore, $X(4 k), X(4 k+1), X$ ( $4 k+2$ ) and $X(4 k+3)$ points can be written as:
$X(4 k)=\sum_{n=0}^{\frac{N}{4}-1}\left\{x(n)+x\left(n+\frac{N}{4}\right)+x\left(n+\frac{N}{2}\right)+x\left(n+\frac{3 N}{4}\right)\right\} \beta(4 n k)$
$X(4 k+1)=\sum_{n=0}^{\frac{N}{4}-1}\left\{\left[x(n)-x\left(n+\frac{N}{4}\right)+x\left(n+\frac{N}{2}\right)-x\left(n+\frac{3 N}{4}\right)\right] \beta_{1}(2 n)-\left[x(N-n)-x\left(\frac{N}{4}-n\right)+x\left(\frac{N}{2}-n\right)-x\left(\frac{3 N}{4}-n\right)\right] \beta_{2}(2 n)\right\} \beta(4 n k)$
$X(4 k+2)=\sum_{n=0}^{\frac{N}{4}-1}\left\{\left[x(n)+x\left(\frac{N}{4}-n\right)-x\left(n+\frac{N}{2}\right)-x\left(\frac{3 N}{4}-n\right)\right] \beta_{1}(n)-\left[x(N-n)+x\left(n+\frac{N}{4}\right)-x\left(\frac{N}{2}-n\right)-x\left(n+\frac{3 N}{4}\right)\right] \beta_{2}(n)\right\} \beta(4 n k)$
$X(4 k+3)=\sum_{n=0}^{\frac{N}{4}-1}\left\{\left[x(n)-x\left(\frac{N}{4}-n\right)-x\left(n+\frac{N}{2}\right)+x\left(\frac{3 N}{4}-n\right)\right] \beta_{1}(3 n)-\left[x(N-n)-x\left(n+\frac{N}{4}\right)-x\left(\frac{N}{2}-n\right)+x\left(n+\frac{3 N}{4}\right)\right] \beta_{2}(3 n)\right\} \beta(4 n k)$
Combining eight points together gives an in-place butterfly of the radix-2 ${ }^{2}$ DIF-NMNT algorithm, as shown in Fig. 3.


Fig. 3. An in-place butterfly structure of the radix- $2^{2,}$ NMNT DIF algorithm; where solid and dotted lines stand for addition and subtraction respectively.

## 5. Arithmetic Complexity

In this section, the performances of the proposed algorithms are analysed by calculating their number of multiplications and additions. Since the proposed DIT and DIF algorithms are based on the same decomposition approach, their arithmetic complexities are exactly the same. Therefore, the analysis of the arithmetic complexity of only one is sufficient. Let us consider the arithmetic complexity of the proposed DIT algorithm given in section 3 . (35)-(38) represent the radix- $2^{2}$ DIT decomposition formula.

In general, the radix $-2^{2}$ algorithm needs $\left(\log _{2} N\right)$ stages of butterfly computation. Each stage uses (3N/2) integer multiplications and (11N/4) integer additions. In addition, four (N/4)-point NMNTs have to be calculated, thus the whole radix $-2^{2}$ NMNT complexity satisfies the following equations:

$$
\begin{align*}
& M(N)=4 M\left(\frac{N}{4}\right)+\frac{3 N}{2}-M_{t}  \tag{51}\\
& A(N)=4 A\left(\frac{N}{4}\right)+\frac{11 N}{4}-A_{t} \tag{52}
\end{align*}
$$

where $M(N)$ and $A(N)$ are the number of integer multiplications and additions, respectively, needed by the radix $-2^{2}$ algorithm for a length- $N$ NMNT, and $M_{\mathrm{t}}$ and $A_{\mathrm{t}}$ are the number of multiplications and additions saved from trivial twiddle factors. According to (30)-(34), when $n=0$ and $n=N / 2$, the twiddle factors become ( 0 ) or ( $\pm 1$ ) so that eight multiplications and four additions can be saved, and when $n=N / 4$ and $n=3 N / 4$, two multiplications and additions are also saved. If all trivial twiddle factors are considered, then $M_{\mathrm{t}}=10$ and $A_{\mathrm{t}}=6$. The computational complexities in (51) and (52) are recursive. To obtain the complexity for different transform sizes, the initial values of these complexities are needed. In this case, the initial values can be the number of operations that are needed by length -4 and length- 8 NMNTs, which in this case equal to $M(4)=0$ and $A(4)=8 ; M(8)=4$ and $A(8)=26$. Therefore, the overall arithmetic complexity for the radix $-2^{2}$ NMNT algorithm is given as:

$$
\begin{align*}
& M(N)=4 M\left(\frac{N}{4}\right)+\frac{3 N}{2}-12  \tag{53}\\
& A(N)=4 A\left(\frac{N}{4}\right)+\frac{11 N}{4}-10 \tag{54}
\end{align*}
$$

Substituting the initial values for $M(4), M(8)$ in (53), $A(4)$ and $A(8)$ in (54) gives the arithmetic complexities of the radix- $2^{2}$ NMNT algorithm, as shown in first column of Table I.

A comparison has been made among radix-2, radix-4 and the developed algorithm in terms of the number of multiplications and additions, as shown in Table I. The results of this comparison have revealed that the developed algorithm involves less arithmetic operations than radix-2 or radix-4.

TABLE I
COMPARISON BETWEEN RADIX-2, RADIX-4, AND RADIX- $2^{2}$ NMNT ALGORITHMS, WHERE $M(N)$ AND $A(N)$ ARE THE NUMBER OF INTEGER MULTIPLICATIONS AND ADDITIONS RESPECTIVELY

| Length | Proposed Radix-2 ${ }^{2}$ NMNT Algorithm |  |  | Radix-2 NMNT Algorithm |  |  | Radix-4 NMNT Algorithm |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | $M(N)$ | $A(N)$ | Total | $M(N)$ | $A(N)$ | Total | $M(N)$ | $A(N)$ | Total |
| 8 | 2 | 22 | 24 | 4 | 26 | 30 | - | - | - |
| 16 | 12 | 66 | 78 | 20 | 74 | 94 | 14 | 70 | 84 |
| 32 | 44 | 166 | 208 | 68 | 194 | 262 | - | - | - |
| 64 | 132 | 430 | 562 | 196 | 482 | 678 | 142 | 450 | 592 |
| 128 | 356 | 1006 | 1362 | 516 | 1154 | 1670 | - | - | - |
| 256 | 900 | 2414 | 3314 | 1284 | 2690 | 3974 | 942 | 2498 | 3440 |
| 512 | 2180 | 5422 | 7602 | 3076 | 6146 | 9222 | - | - | - |
| 1024 | 5124 | 12462 | 17586 | 7172 | 13826 | 20998 | 5294 | 12802 | 18096 |
| 2048 | 12462 | 28674 | 41136 | 16388 | 30722 | 47110 | - | - | - |
| 4096 | 26628 | 61102 | 87730 | 36868 | 67586 | 104454 | 27310 | 62466 | 89776 |

Moreover, owing to the symmetrical properties of the NMNT transform, the computational complexity of the proposed radix $-2^{2}$ algorithms can be further reduced, by observing the symmetry of the NMNT kernel parameters. A view of the proposed algorithm operation is illustrated by the structure shown in Figure 4 below, which represents a partial part of the signal flow graph extracted from the whole NMNT graph at a spe
cific length. It can be proved that Fig. 4 a and Fig. 4 b are equivalent at $(\gamma=\mathrm{N} / 8)$ as follows:

(a)

(b)

Fig. 4. Partial signal flow graph for the (a) radix-4, and (b) radix $-2^{2}$ NMNT algorithms.

## From Fig.4a:

$$
\begin{gather*}
X_{1}=\left(x_{1}+x_{2}\right) \beta_{1}(\gamma)+\left(x_{1}-x_{2}\right) \beta_{2}(\gamma)  \tag{55}\\
X_{2}=\left(x_{1}+x_{2}\right) \beta_{2}(\gamma)-\left(x_{1}-x_{2}\right) \beta_{1}() \tag{56}
\end{gather*}
$$

For $(\gamma=\mathrm{N} / 8), \beta_{1}(\gamma)=\beta_{2}(\gamma)$ we get:

$$
\begin{align*}
& X_{1}=x_{1} \beta_{1}(\gamma)+\beta_{2}(\gamma)=x_{1} \beta(\gamma)  \tag{57}\\
& X_{2}=x_{2} \beta_{1}(\gamma)+\beta_{2}(\gamma)=x_{2} \beta(\gamma) \tag{58}
\end{align*}
$$

Hence (55) is identical to (57) and (56) is identical to (58) when $\gamma=\mathrm{N} / 8$, which means that Fig.4a and Fig.4b are also identical.

As it can be seen from above figures, at each stage there are reductions in multiplications by a factor of 2 , and in additions by a factor of 4 recursively. Therefore, the saving in the arithmetic complexity compared to radix-4 algorithm are $[(N-4) / 6]$ multiplications and $[(N-4) / 3]$ additions respectively.

## 6. Applications of the Proposed Algorithms

In order to proof and test the validity of the developed algorithms, the following example illustrating the NMNT application for the calculation of large integer multiplication in modular arithmetic [33, 34], which is the foundation of most public-key cryptosystems, specifically RSA [34] is given. In RSA algorithm the modulus used for private
and public keys equals to the product of two primes P and Q , which means that the word length of the RSA algorithm is $(\mathrm{P} \times \mathrm{Q})$. For the sake of demonstration and without loss of generality, let $P$ (126-digits) and $Q$ (127digits) are two primes [35] to be multiplied, such that:
$\mathrm{P}=235,723,375,373,223,233,257,277,337,353,373,523,557,577,727,733,757,773,223,722,732,333,235,723,772,557$, $275,327,773,253,325,733,233,373,353,335,573,727,373,352,335,237$.
and,
$\mathrm{Q}=1,631,576,853,416,450,450,376,889,988,725,553,548,134,047,486,329,585,349,843,022,397,649,864,136,156$, $162,979,036,439,091,121,153,232,606,890,925,336,730,106,285,793,281$.

The procedure is based on fast polynomial multiplication [12, 36], and can be summarized in the following steps:
step.1: Express the two numbers in polynomial forms as:

$$
\begin{align*}
& P(x)=\sum_{i=0}^{N_{1}} a_{i} x^{i}  \tag{59}\\
& Q(x)=\sum_{i=0}^{N_{2}} b_{i} x^{i} \tag{60}
\end{align*}
$$

where the coefficients $a_{i}$ and $b_{i}$ represent the digits of $P, Q$ and $N_{1}, N_{2}$ represents polynomial degrees of $P(x)$ and $Q(x)$ respectively, in this example $N_{1}=125$ and $N_{2}=126$.
step.2: Choose $N$ as the minimum power of two, greater than the product of the two polynomials. Since their product degree is 251 , then $N=256$ is the nearest power of two length.
step.3: Pad $\left(N-N_{1}\right)$ zero coefficients to $P(x)$ and $\left(N-N_{2}\right)$ zero coefficients to $Q(x)$, to obtain new sequences $x(n)$ and $h(n)$ of length $N$, follows that $|x(n)|_{\max }=7$ and $\sum|h(n)|=574$. According to (12), Mp must be greater than 4018, so 13 bits Mersenne number ( $M p=8191$ ), will be enough to calculate this multiplication.
step.4: $x(n)$ and $h(n)$ are transformed into their NMNT domain using the transform parameters $\left(M p, N, \alpha_{1}, \alpha_{2}\right)=$ ( $8191,256,336,1198$ ) producing two 256-points integer sequences $X(k)$ and $H(k)$.
step.5: Compute the convolution of $x(n)$ and $h(n)$ using the NMNT convolution property described in section 2.2, yields the following convolution output $y(n)$ :
[ 7594048119119121166166180168201189221270293301338351362372396393486420451489 480447512533527565519600482601598623629677653701643670762810864779901801884851931 957103596010509541100103111201119117911821110113911241158119312381259136912131347 128714121361144815291443149415561511155016001544172417621674172717831770174418091869 180118311850195819321968196921222132203221282168208221032190210022512144221921562285 227021972338239222862447240924402416242523152405233822472319230122042243222122472243 221822162193215321132088220821352192206920501970196919952009188219231917191819421915 190618481864188918251811184017891767168917331685162715611551164316431560165816011551 147615321481141514221344143014491262132812901155118813291241123011921171117011701131

10981049101210011022995909895838757739748726699709688690695681639653612587606504 44447040133831129826924227225728525722622621319318918214092707248291520000 ]
step.6: The final multiplication result can be computed by applying the adjust carry method [37] with the decimal base, the multiplication result has 252 -digits length, and it is equal to:

$$
\begin{aligned}
\mathrm{P} \times \mathrm{Q}= & 384,600,803,068,148,369,222,933,011,154,448,166,699,040,769,833,914,100,388,707,870,270,200,068,942, \\
& 245,524,715,631,445,999,051,035,038,811,990,326,927,239,897,974,343,679,210,292,518,252,352,348,607, \\
& 283,317,930,743,916,118,315,189,655,338,601,303,123,251,697,409,583,984,336,203,767,935,781,359,203, \\
& 882,967,208,132,420,978,394,142,597 .
\end{aligned}
$$

Another example deals with the digital filtering application of the NMNT using the developed algorithms shown in Figures 5-7. In this example, the input signal to the convolution process consists of multi sinusoidal of different frequencies and these are convolved using this technique with a low pass filter. The modulus chosen for this calculation is 8191 and the transform parameters used are $\left(M p, N, \alpha_{1}, \alpha_{2}\right)=(8191,256,336,1198)$. The input signal, with its multi frequencies components, is shown in Fig. 4(a) and its NMNT transform in Fig. 4(b). The impulse response of the seventh order Butterworth low pass filter is shown in Fig. 5(a) and its transform in Fig. 5(b). Fig. 6 shows the convolution result from equations (9)-(11) and it clearly shows that the filtering operation has extracted the low frequencies components from the multi frequencies input signal. This confirms the validity of NMNT transform in digital filtering applications [38].


Fig. 5. (a) The 256 -point multi frequency input signal; (b) Transform of the signal using 8191 as modulus.


Fig. 6. (a) The 256-point impulse response of seventh order Butterworth lowpass filter; (b) The NMNT transform of filter using 8191 as modulus.


Fig. 7. Convolution results for seventh order Butterworth filter with the input signal.

## 7. Conclusion

In this paper, a new approach based on unscrambling technique of twiddle factors and proper divide-and-conquer relations in finite field for computing radix $-2^{2}$ DIT and DIF NMNT algorithms has been presented, and its advantages relative to the conventional multidimensional index map approach have been verified. The proposed algorithms are analysed and implemented, and their computational complexities are calculated for different transform lengths. Comparisons are carried out between the developed algorithms and the existing NMNT algorithms. These comparisons have shown that the new algorithms outperform all radix based algorithms with fewer operations. Also, the developed algorithms have significantly reduced the structural complexities with better indexing schemes make them suitable for pipeline implementations. The efficiency and validity of these algorithms are demonstrated by
examples for large integer multiplication and digital filtering applications. Furthermore, the developed approach can lead to the vector-radix (VR-2 ${ }^{2}$ ) algorithms for multidimensional NMNT in a forward manner and provides the necessity to implement these algorithms efficiently.

## 8. Appendix

Proof of (30)-(33)
Since $\beta(N)$ is a root of unity of order $N$, then
$\beta(N)=\left\langle\beta_{1}(N)+\beta_{2}(N)\right\rangle_{M p}=1$
From the definition of $\beta_{1}$ and $\beta_{2}$ given in (4) and (5) respectively
$\left\langle\beta_{1}(N)\right\rangle_{M p}=1$
$\left\langle\beta_{2}(N)\right\rangle_{M p}=0$
According to theorem-6 given in [39], $\beta$ is a primitive $N$ th root of unity if and only if: $\beta(N / 2)=-1 \bmod \mathrm{Mp}$;
$\beta\left(\frac{N}{2}\right)=\left\langle\left(\alpha_{1}+j \alpha_{2}\right)^{N / 2}\right\rangle_{M p}=-1$
Firstly, from (A.4):
$\beta_{1}\left(\frac{N}{2}\right)=\left\langle\operatorname{Re}\left(\alpha_{1}+j \alpha_{2}\right)^{N / 2}\right\rangle_{M p}=-1$
$\beta_{2}\left(\frac{N}{2}\right)=\left\langle\operatorname{Im}\left(\alpha_{1}+j \alpha_{2}\right)^{N / 2}\right\rangle_{M p}=0$
For integer (v):
$\beta_{1}\left(v \frac{N}{2}\right)=\left\langle\operatorname{Re}\left(\left(\alpha_{1}+j \alpha_{2}\right)^{N / 2}\right)^{v}\right\rangle_{M p}=(-1)^{v}$
$\beta_{2}\left(v \frac{N}{2}\right)=\left\langle\operatorname{Im}\left(\left(\alpha_{1}+j \alpha_{2}\right)^{N / 2}\right)^{v}\right\rangle_{M p}=0$
Thus (A.7) and (A.8) are the proof of (30) and (31) respectively.
Secondly, from (A.4):
$\beta\left(\frac{N}{4}\right)=\left\langle\left(\left(\alpha_{1}+j \alpha_{2}\right)^{N / 2}\right)^{1 / 2}\right\rangle_{M p}=(-1)^{1 / 2}=j$
$\beta_{1}\left(\frac{N}{4}\right)=\left\langle\operatorname{Re}\left(\beta\left(\frac{N}{4}\right)\right)\right\rangle_{M p}=0$
$\beta_{2}\left(\frac{N}{4}\right)=\left\langle\operatorname{Im}\left(\beta\left(\frac{N}{4}\right)\right)\right\rangle_{M p}=1$
For integer ( $v$ ):

$$
\begin{equation*}
\beta\left(v \frac{N}{4}\right)=\left\langle\left(\left(\alpha_{1}+j \alpha_{2}\right)^{N / 4}\right)^{v}\right\rangle_{M p}=(j)^{v} \tag{A.12}
\end{equation*}
$$

Since:

$$
(j)^{v}= \begin{cases}(-1)^{\frac{v}{2}} & v: \text { Even }  \tag{A.13}\\ j(-1)^{\frac{(v-1)}{2}} & v: \text { Odd }\end{cases}
$$

Yields the proof of (32) and (33).
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