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Because of the increased number of cameras employed in environmental sensing and the tremendous image out-
put they produce, we have created a flexible, open-source software solution called EcoIP to help automatically
determine different phenophases for different species from digital image sequences. Onset and ending dates
are calculated through an iterative process: (1) training images are chosen and areas of interest identified,
(2) separation of foreground and background is accomplished based on a naive Bayesian method, (3) a signal
is created based on the separation model and (4) it is then fit to a sigmoid that contains the dates of interest.
Results using different phenological events of different species indicate that estimated dates fall within a few
days of the observed dates for most cases. Our experiments indicate that color separability and scene illumination
are contributing factors to this error. EcoIP is implemented as an open platform that encourages anyone to execute,
copy, distribute, study, change, and/or improve the application.

© 2013 Elsevier B.V. All rights reserved.
1. Introduction

Plant phenology is one of the most responsive and easily observable
traits in nature that are impacted by changing climate (Badeck et al.,
2004). Indeed, plant phenology relates strongly to primary productivity
and is sensitive to microclimatic variations, thus its study is vital to
understanding species responses, ecosystem function, and the effects
of climate (Wright et al., 1999). The interest in plant phenology and
global climate change has increased significantly in recent years, espe-
cially with estimates of the advancing initiation of spring activity by
both ground-based (Root et al., 2003; Walther et al., 2002) and satellite
observations (Slayback et al., 2003; Stöckli and Vidale, 2004). The
new U.S. National Phenology Network (USA-NPN, www.usanpn.org;
Betancourt et al., 2007; Schwartz et al., 2012) is devoted to observing
continental-scale trends in plant systems and growth dynamics.

Ideally, the best way to observe large-scale changes in phenological
patterns with climate change is with remote sensing applications that
are linked to ground-basedmeasurements. Indeed, themanual collection
of phenological data provides important information at the organism
levelwhile satellite imagery is captured overwide areas but at low spatial
resolution, often too coarse to detect species and community level re-
sponses (Badeck et al., 2004). The use of new technology is being investi-
gated to scale up (Allen et al., 2007) and standardize ground-based
measurements by using a subset of species (USA-NPN, www.usanpn.
rights reserved.
org; Betancourt et al., 2007; Schwartz et al., 2012), and by modeling
local climatic conditions (Jolly et al., 2005). Thoughmethods are still lack-
ing, the use of visible light digital cameras holds promise (Richardson et
al., 2007).

Color in digital photography, computer vision and plant physiology
have been used in studies that range from the extraction of individual
concealed leaves in an image (Camargo et al., 2005) to assessing the for-
est under story (Liang et al., 2011). Simple image processing techniques
are making standard the use of digital cameras for phenological event
detection (Graham et al., 2009; Morisette et al., 2009; Richardson et
al., 2007).

Agriculture is at the forefront of the use of image processing
(Slaughter et al., 2008). Automation through digital photography was
seen as early as 1995 in a weed detection application (Woebbecke et
al., 1995). The automatic identification and control of unwanted species
also occur in precision agriculture (Granitto et al., 2000; Swain et al.,
2011) with concurrent work on the relation between leaf color and
nutrient deficiencies (Wiwart et al., 2008) and automatic identification
of the visual symptoms of plant disease (Camargo and Smith, 2008).

Many ad-hoc methods have been developed for using color to
examine targeted aspects of plant health and phenology (e.g., Camargo
and Smith, 2008; Ide and Oguma, 2010). Color is attractive because
calculating values in an image is straightforward and many open-
source software packages have functions that facilitate this analysis,
such as the Python Imaging Library (Secret Labs AB; Linköping, Sweden;
www.pythonware.com), and the R environment (R Development Core
Team, 2012). However, using images captured in natural environments
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has some disadvantages such as color shifts caused by illumination
changes which disrupt color-based analysis (Richardson et al., 2007),
and displacements in regions of interest (ROI) caused by plant growth
or movement by wind which requires repeated manual segmentation
(Ide and Oguma, 2010). Solutions to these problems include the projec-
tion into other color indexes like gcc (Sonnentag et al., 2011) and
transformations to other color spaces like CIE L*a*b* (Commission
Internationale d'Eclairement, 1986), which have been used to increase
stability when dealing with illumination issues (Sonnentag et al.,
2011) and have been shown to greatly contribute toward an optimal
segmentation process (Panneton and Brouillard, 2009). There are also
many ways to automate image segmentation (Cheng et al., 2001;
Litwin et al., 2001) that address plant displacement. However, no single
color transformation or segmentation method may be able to capture
all the phenological events of a single species (e.g., green-up, flowering,
senescence), much less that of multiple species that may be captured
within one or several images.

The recent expansion of imaging hardware, such as portable
and Internet-connected visible light digital cameras, coupled with
methods such as repeat photography and digital image processing,
provide the means for detecting a wide range of scales of plant phenol-
ogy, from mosses (Graham et al., 2006) to forests (Richardson et al.,
2007). Indeed, visible-light digital cameras are becoming common-
place in research for quantitatively describing vegetation (Crimmins
and Crimmins, 2008).

A few fixed digital cameras capturing plant images once or twice a
day creates a data stream that can be readily hand-processedwith excel-
lent results (Graham et al., 2010). The proliferation of fixed-perspective
Internet-connected cameras that are placed in either ecological areas or
human-dominated systems is creating a situationwhere the data stream
is approaching a limit after which it is no longermanually controllable. A
new generation of inexpensive robotic pan–tilt–zoom (PTZ) cameras
can now be employed to maintain high-resolution panoramic displays
of natural environments (Song et al., 2006), creating a data stream that
is orders of magnitude greater than a fixed view camera. For example,
a downward-facing camera on a tower that can pan 350°, tilt 90°, and
has a 10-× zoom, may have a 10° view angle and thus can collect many
hundred unique-location images from a single vantage point. Thus,
many more species and phenological events may be captured with a
PTZ camera at the cost of much larger and potentially unwieldy image
data sets being created.
Fig. 1. EcoIP data processing work-flow begins with creating the ITS. Models and signals are
creation is ignored in signal generation.
Inspired by the need of investigators working in plant phenology in
their efforts to use ground-based images for scaling up to regional phe-
nomena coupled with the increased number of cameras used in envi-
ronmental sensing and the tremendous image output of PTZ cameras,
we have created a flexible, open-source software solution called EcoIP
to use images to determine multiple phenophases for different species.
It has been created specifically to address the lack of an open-source
automated system for plant phenology and its objectives directly relate
to ongoing research on segmentation and color transformations in this
field. The paper is organized in the following way: Section 2 provides
details on the processwe followed and howwe used theNaive Bayesian
Model in EcoIP. In Section 3 we describe our results and in Section 4 we
outline their relevance within the current state of the art. There is a
short description of the future work in Section 5 and we finish with
conclusions.

2. Materials and methods

2.1. Processing images with EcoIP

The input for the Ecological Image Processing (EcoIP) software toolkit
(Granados, 2012b) is a series of images taken of the same location, with
the same camera and at the same time of day. Through an iterative
process (Fig. 1) EcoIP creates a representation of the image series
which is then used to estimate onset and ending dates of phenophases.

2.1.1. Image training set generation
The creation of Image Training Sets (ITS) is the first step in the it-

erative process to find an optimal model that describes a phenophase.
We generate it by selecting a subset of images that contain different
types of scenarios of one year in an image series (winter, summer,
sunny, cloudy, rainy, foggy…). We then manually identify a subgroup
of pixels from individual images within the ITS as representative of a
phenophase with the aid of an annotation tool (Granados, 2012a;
Annotation tool for Matlab) that allows for the selection of pixels
by enclosing them with annotated polygons or annotations. Pixels
that represent the phenophase of interest are labeled as foreground
(FG; e.g., leaves and flowers) and pixels that represent everything
else are labeled as background (BG; e.g., sky, soil, and surrounding
plants). Care is taken when creating the training set to include
enough images to capture a representative sample of the changing
created with input from image series. Model creation is iterative. Data used for model
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phenology (e.g., beginning, middle, and end of the phenophase of
interest) and though filtering noisy (foggy and rainy) images is com-
mon, we include them in the training set.
2.1.2. Choosing the color transformation
We determine frequency distributions of BG and FG pixels for each

color transformation (calculated from original RGB coordinates) sup-
ported by EcoIP. These are used to manually select the appropriate
transformation (Table 1) which is rated based on its ability to maxi-
mally separate BG and FG pixels for each phenology and species of
interest (Fig. 2). After choosing a color transformation we adjust model
variables such as Bayesian class prior probabilities, smooth filter charac-
teristics, number of bins for frequency analysis and model accuracy
calculation characteristics. These adjustments directly affect the accuracy
of the resulting model.
2.1.3. Naive Bayesian model generation
The creation of a Naive BayesianModel (NBM) is done automatically

by EcoIP and results in an R (R version 2.15.0, R Team, 2012) datafile. By
default an S-fold cross-validation (Bishop, 2007, page 33) is used to cal-
culate the false positives (incorrectly classified FG pixels) and the false
negatives (incorrect BG pixels) of the training data and is used to rate
and compare models. Their values are indicated relative to the total
number of pixels examined and can be used to predict how the model
will behave with new data for the same phenophase. Re-annotating or
modifying the images in the ITS, selecting a different color transforma-
tion, and further adjustments to EcoIP variables are part of the iterative
process (Fig. 1) to determine an optimal NBM that is chosen among the
results of the manual iterations and that minimizes the false positives
and false negatives for specific phenophase.
2.1.4. Phenology signal generation
Each NBM is then applied to a series of new images to classify each

pixel as either FG or BG resulting in a new series of binary (black and
white) images. Counts of binary pixels are used to create proportion
values for each image by dividing the number of identified FG pixels
by the total image pixels. “Blob” count values, which require a mor-
phological transformation (Jähne and Haußecker, 2000, page 483)
of the original binary image, are also created by counting the number
of contiguous areas of white (FG) pixels in the resulting binary image.
The signal is then a sequence of these values related to an image and a
date. It is important to note that data used to create the models are set
aside (Fig. 1) when calculating the values (Bishop, 2007, page 32) to
avoid a preexisting bias towards the data used for model creation.

Our data contained species captured by several signals. In these
cases it was of interest to consider the phenological behavior of a
set of signals effectively increasing the scale given by just one image
frame. We created a consolidated signal by averaging the values of
a date of individual signals. The resulting signal, like the individual
signals, is a sequence of values.
Table 1
Summary for model values. Sample size is the range of years used for each phenophase.
We display the color transformation that resulted in the best model for each
phenophase. The average error (in days) is the average absolute value of the difference
between estimated dates and observed dates for each phenophase.

Phenophase Sample size Color transform Average error

Summer ‘oak canopy’ 2009–2010 CIE L*a*b* 2.00
Autumn ‘oak canopy’ 2009–2010 CIE L*a*b* 1.25
Summer ‘oak close-up’ 2007–2010 Excess green 1.39
Autumn ‘oak close-up’ 2007–2011 CIE L*u*v* 3.64
Bracken fern 2008–2011 Excess green 2.79
Wallflower 2007–2011 YCbCr 2.84
Average total error 2.78
2.1.5. Estimating phenology dates
Phenological dates are estimated by a semiautomatic process of

fitting the data with a sigmoid function (Eq. (1)) and then identifying
the inflection points in these functions (Ide and Oguma, 2010;
Richardson et al., 2007). The first inflection point in the phenological
signal (onset date) is located where the second derivative changes
sign in the first sigmoid (positive Eq. (1)) and the second point
(end date) is where the second derivative changes sign in the second
sigmoid (negative Eq. (1)). This places the inflection point midway
between the maximum and minimum of the sigmoid. The ‘a’ and ‘b’
values in Eq. (1) define the vertical range, ‘c’ controls horizontal
translation of inflection points, ‘d’ controls steepness and ‘x’ is time.

f xð Þ ¼ a� b
1þ e c−d�xð Þ ð1Þ

For the consolidated signals we implemented two approaches for
estimating the phenological dates: the first is the process that was
just described applied to a consolidated signal. The second estimates
the onset date and ending date of a phenophase with the minimum
onset date and maximum ending date of the component signals.

2.2. Applying EcoIP

2.2.1. Gathering images
We used two PTZ networked video cameras (Model VB-C50iR,

Canon U.S.A., Lake Success, New York) placed on 30 m fiberglass
towers in the University of California James Reserve located in the
San Jacinto Mountains of southern California (33° 48′ 30″ N, 116°
46′ 40″ W) at 1658 m elevation in a mixed conifer and hardwood
forest. The cameras were installed at different times starting in 2005.
The reserve acts as a testbed for technology developed by the Center
for Embedded Networked Sensing (CENS), an NSF funded Science and
Technology Center located at the University of California, Los Angeles
(http://research.cens.ucla.edu).

Acquired images were sent to a repository at CENS where each one
contained meta-data describing the time of day, the PTZ coordinate,
and the location of the camera inside the reserve. The files which had
a resolution of 480 × 640 pixels were kept in Joint Photographic Ex-
perts Group (JPEG; ITU, 1992) format with a minimum amount of com-
pression. In general we collected images ranging from 2006 to 2012.
From the repository we created multiple series of images (PTZ-series)
for pan–tilt–zoom coordinates which make up our raw input and con-
tain species of interest. As in other digital repeat photography projects
(Ide and Oguma, 2010 and Sonnentag et al., 2011) there were missing
data due to adverse weather conditions, failures in hardware and soft-
ware, and changing on-site data collection policies. Table 1 summarizes
the ranges of each PTZ-series for each selected species and phenology.

2.2.2. Selected species and phenologies
To demonstrate the flexibility of analysis we selected three species

that presented noticeable (in the visual spectrum) phenological changes,
had aminimum of photography issues and continued for more than one
year: oak (Quercus sp.), bracken ferns (Pteridium aquilinum), and wall-
flowers (Erysimum capitatum) (Fig. 3). The perennial oak and bracken
fern were different because we could predict where the leaves would
emerge for the oak whereas for the underground rhizome of the
bracken fern, such predictions were difficult and so a more “zoomed
out” approach was necessary. For the annual wallflower, the uncertainty
of location was taken to an even greater extreme requiring a larger
canvassing of the area with images.

Phenophases for the three species included the green-up and se-
nescence for the oak, the green-up and senescence for the bracken
ferns, and the blooming period for the wallflowers (mid-summer).
We collected two types of PTZ-series for the oak: a full canopy view
(‘oak canopy’) and a close-up of the canopy (‘oak close-up’) where

http://research.cens.ucla.edu
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Fig. 2. Examples of EcoIP's histogram comparison between background (open symbol) and foreground (closed circle) of two color transformations. The color transformation values
are binned to 100 values and the response represents the proportion of pixels per bin, normalized by the total number of pixels in the image. (A) Displays the second (*a) channel in
the CIE L*a*b* color space and is an example of good separability between FG and BG. (B) Displays the excess green color index and is an example of a bad separability.
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individual leaves could be isolated; we estimated summer and autumn
colors in each.

The ‘oak canopy’ images (Fig. 3A) had an oak tree in the fore-
ground and a view of the surroundings that included pines, other
oaks, some bushes, remote mountains, and the sky in the background.
The ‘oak close-up’ images (Fig. 3B) were zoomed such that oak leaves
filled all of the image in summer while fallen leaves, debris, and snow
were visible through the leafless canopy in winter. For both the ‘oak
canopy’ and ‘oak close-up’ we trained a summer and autumn model,
where the summer one used green leaves for their input and the
autumn one used red (‘oak canopy’) and yellow (‘oak close-up’) leaves
for theirs. We used different autumn colors for ‘oak canopy’ and ‘oak
close-up’ because of different microclimates experienced between the
Fig. 3. Representative images captured from3 PTZ cameras at the James Reserve. (A) Canopy of
(P. aqualinum). (D) Yellow meadow wallflowers (E. capitatum).
two types of photographed individuals. This is further exacerbated by
the camera's automatic adjustments controlled by drastically different
lighting environments where everything in the ‘oak canopy’ image is
modified by the excessive brightness of the sky as opposed to a more
homogeneous frame for the ‘oak close-up’.

The bracken ferns (Fig. 3C) were located in a meadow where they
shared space with the wallflowers (Fig. 3D). Leaf litter from nearby
trees (fallen branches, pine needles, and autumn leaves) constituted
the background. We identified the green color of the ferns and the
yellow of the wallflowers as the specific colors related to the growth
phenology of the ferns and the flowering time for the wallflowers.
For thewallflowers signalswere generated from the resulting blob counts
whereas for the rest of the species the initial proportions were used.
deciduous oak (Quercus sp.). (B) Close-upof deciduous oak (Quercus sp.). (C) Bracken ferns



Table 2
Cross validation error. Percentage of false negatives (pixels that were misclassified as
BG) and false positives (pixels that were misclassified as FG) calculated for each species
phenophase.

Phenophase False negativesa False positivesa

Summer ‘oak canopy’ 8.91 4.51
Autumn ‘oak canopy’ 25.32 0.31
Summer ‘oak close-up’ 2.11 1.38
Autumn ‘oak close-up’ 17.61 0.025
Bracken fern 5.13 1.20
Wallflowerb 63.86 5.50

a Calculated using s-fold method (Bishop, 2007, page 33).
b Before blob analysis calculations.
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From 2006 to 2012 over 700,000 images were collected of which
79,000 contained images of chosen phenologies. We further sifted the
set into 1 series of ‘oak canopy’, 4 series of ‘oak close-up’, 8 series of
ferns and 10 series of wallflowers. The ‘oak canopy’ was trained with a
subset of the series while the ‘oak close-up’, fern and wallflower were
trained with 1, 1 and 4 of their respective series. Given the proximity
of the locations of the images of the fern and the wallflowers, we
created consolidated PTZ-series for each.

2.3. Estimated vs. observed data

To generate our observed dates for the wallflowers we marked an
onset date when we identified the first visible flower and an ending
date when the last flower disappeared. For the ferns we marked an
onset date when we saw the first green fern frond emerge from the
soil and an ending date when we visually assessed that 90% of the
green fronds had turned dark yellow or light brown.

For the summer ‘oak canopy’ we marked an onset date at the first
signs of new leaves and an ending date when 90% of the canopy had
lost its green and turned red. For the autumn ‘oak canopy’we marked
an onset date when 90% of the canopy had changed to red and an
ending date when most of the leaves of the canopy had fallen. For
the summer ‘oak close-up’ we marked an onset date when most of
the emerging leaves turned green and an ending date when 90% of
the leaves had turned yellow. For the autumn ‘oak close-up’ we
marked an onset date when 90% of the leaves had lost their dark
green color and turned either light green or yellow and an ending
date when 90% of the leaves had fallen from the tree.

After determining the observed dates we calculated model accuracy
by comparing them with the estimated dates calculated by the algo-
rithm. For the consolidated case (ferns and wallflowers) we first calcu-
lated observed consolidated dates by considering an onset date as the
minimum of all observed onset dates (per phenophase) and, in a similar
way, considering an ending date as themaximumof all observed ending
dates (per phenophase).We then compared the observed dateswith the
two approaches (Section 2.1.5) used to calculate the estimated dates.

3. Results

3.1. Size of ITS

To train the ‘oak canopy’ models we used the totality of one of the
two years (Table 1) in the image series (294 images). Since images
did not change on a daily basis we reduced this number to 124
(roughly 10 images per month) for ‘oak close-up’ in the hope of
producing models with similar error values. By creating a model
with a smaller error (summer ‘oak close-up’) than the one created
with the larger ITS (summer ‘oak canopy’), we show that we can
get workable models with reduced image sets (Table 1).

3.2. Selected color transformations

We selected the color transformation based on the model error
values (Table 2) and on EcoIP's histogram comparison (Fig. 2). As
in other projects (Ide and Oguma, 2010; Panneton and Brouillard,
2009; Richardson et al., 2007) the excess green color index and the
CIE 1976 L*a*b* (Commission Internationale d'Eclairement, 1986)
color space optimized vegetation color analysis. These two color
transforms were selected for all the green phenophases in our study
(Table 1). Only in autumn ‘oak close-up’ and wallflower did we use
different color transformations (Table 1).

3.3. Model error

The cross validation error (Table 2), used to compare models, pro-
vides hints at the behavior of the model with real data. We used the
false negatives and false positives as accuracy measures based on the
assumption that the distribution of the training and “real” data are
the same, since the camera, the time of day and the location were the
same for training and “real” data. Although the wallflower model
appeared to have a poor cross validation error (Table 2), applying the
blob count method suppressed the greater-than and smaller-than
blobs to contribute to a well behaved average error of 2.84 (Table 1).
The remainder of our experiments fell within 90% accuracy (Table 2)
except for the autumn ‘oak close-up’ (25.32% false negatives) and
autumn ‘oak canopy’ (17.61% false negatives) of which the autumn
‘oak canopy’, despite the 17.61%, led to a good average error of 1.25
(Table 1).

3.4. Dates of phenophases

The average error for the combined experiments was 2.78 (Table 1),
indicating that, on average, the estimated onset and ending dates fell
within a range of ±2.78 d of the observed dates. The best results oc-
curred for the autumn ‘oak canopy’ that had an error of 1.25 d and the
worst value was for the autumn ‘oak close-up’ with 3.64 error value.
This relatively poor performance is a result of an error of 24 days in
the 2010 end of autumn date (Fig. 4) due to a noisy peak that is near
and similar in size to the main signal. In Fig. 5 we compare the error
distribution of all the studied phenophases.

3.5. Consolidated PTZ-series

The comparison of the consolidated observed dateswith the ones es-
timated by the first approach (Section 2.1.5) resulted in an average error
of 3.87 days and 3.5 days for the wallflowers and ferns respectively
(Table 3). When we compared the consolidated observed dates with
the ones estimated by the second approach (Section 2.1.5), we saw an
average error of 2.9 days and 2.75 days for the wallflowers and ferns
respectively (Table 3). These values coincide with the ones in Table 1
and represent the accuracy of our method for multiple PTZ-series of
the same species.

4. Discussion

4.1. Phenology and the EcoIP toolkit

With the advent of new technology it is becoming easier to generate
great amounts of digital image data. Pan–tilt–zoom cameras increasing
resolution coupled with portable field data collection devices and large
databases are creating situations where the amount of digital image
data collected can exceed the capacity for prompt analysis. The method
described in this paper, together with the EcoIP toolkit, contribute to
the automation of phenological data analysis based on digital images by
completely controlling the signal creation. The use of a Naive Bayesian
Model to generate a probabilistic representation of a color transformation
to determine the dates for phenophases allows rapid and robust model
creation that directly translate into semi-automatic date estimations.



Fig. 4. Sigmoid fit (solid line) to the phenological signal (dotted line) of an autumn ‘oak close-up’. Shaded areas represent missing data. Training was done with images from 2009.
Circles are estimated dates and diamonds are observed dates for both the onset and ending of autumn in the ‘oak close-up’ image series. 2008 and 2011 not included due to missing
data. Fit is particularly noisy in 2010 where there is a large difference between the estimated and observed ending date.
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EcoIP is implemented as an open platform that encourages anyone
to execute, copy, distribute, study, change, and/or improve the appli-
cation (Granados, 2012b). The code is made available for download
and examples are provided for every function to aid the user. EcoIP
is designed as an R (R version 2.15.0, R Team, 2012) package and it
can easily be installed in any platformwhere R is available. Help with-
in EcoIP is provided with sample data and executable examples. Two
data sets are included: One of an Oak and another of wallflowers.

EcoIP has a lot of room for improvement. One of its major weak-
nesses is that it focuses exclusively on color. It ignores other, potentially
useful, aspects of the image like the temporal information (contained
in the image series) that could be used to make decisions based on pre-
ceding and posterior images. The texture and shape of the FG and BG
could be added as an additional dimension to the NBM. EcoIP is also
constrained by the statistical model it uses. For the moment it only
works with a naive Bayesian approach but there could be an increase
in accuracy if we could experimentwith approaches like support vector
machines, FFT analysis, wavelet transform or neural networks.

4.2. Color transformations

In our experiments, there was no optimal color transformation that
allowed separation of phenological events among species or even with-
in species. For example, for the summer ‘oak canopy’we used a version
of the excess green color index (Richardson et al., 2007; Woebbecke et
Fig. 5. Distribution of error values (in days) for each phenophase. Mean value is
marked and displayed for each phenophase. Though outliers are not included in the
figure, we include them in the mean value calculation.
al., 1995) to detect green leaves, but in autumnwe used CIE 1976 L*a*b*
(Commission Internationale d'Eclairement, 1986) to detect the color
change from green to red leaves. Indeed, color transformations influ-
ence image segmentation and posterior classification, and should be
incorporated as yet another variable when doing these analysis as op-
posed to fixing it on one value.

EcoIP has not only tackled image series that are characteristically
green (summer ‘oak canopy’, summer ‘oak close-up’ and ferns), it
has also extended previous ecological work (Ide and Oguma, 2010;
Richardson et al., 2007; Sonnentag et al., 2011) by estimating onset
and ending dates of non-green phenophases (autumn ‘oak canopy’,
autumn ‘oak close-up’ and wallflowers). Our results show that
there are other color transformations (YCbCr, CIE L*u*v*) that are
better equipped for segmenting these non-green phenophases and
therefore a broader set of transformations should be considered
when doing analysis of phenophases like the blooming period of
flowers (wallflowers) and the autumn period in oaks (autumn ‘oak
close-up’ or autumn ‘oak canopy’).

The choice of color transformation to analyze the phenophases of the
‘oak canopy’ and ‘oak close-up’ were different in order to maximize the
signal and detect the timing of events with the greatest resolution.
However, the ability to compare the two data streams analyzed with
different methods may thus be compromised. The flexibility of EcoIP
allows analysis with any choice of color transformation and so it is left
up to the investigators using EcoIP to use the system as a tool for data
exploration.

4.3. Noise

While the color signals contain the underlying structure of the
phenophases, they also contain noise (Fig. 6) which represent a high
concentration of false positives and negatives. Noise in images is pro-
duced by natural changes in illumination, undesired automatic camera
adjustments, and hardware failure. The choice of a color transformation
thatminimizes the effect of illumination (e.g., L*a*b,where luminance is
separate from the color channels) can reduce naturally-occurring noise
while color transformations with less separation of FG and BG (Fig. 2)
resulted in a nearly random signal (data not shown). Mitigation of
camera-created noise requires full control of the camera settings
Table 3
Average of the absolute value of the difference between the consolidated estimated dates
and the observed dates. The consolidated sigmoid error is estimated from the consolidated
signal inflection points (first approach, Section 2.1.5). The individual sigmoid error is
estimated from minimum and maximum estimates (second approach, Section 2.1.5).

Type Consolidated sigmoid error Individual sigmoid error

Fern consolidate 3.50 2.75
Wallflower consolidate 3.87 2.90

image of Fig.�4
image of Fig.�5


Fig. 6. Bracken fern raw signal. 2008 is ignored due to noisy values.
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(aperture, exposure time, and white balance), which may not be possi-
ble in many situations where cameras are controlled by third parties
(e.g., land owners or reservemanagers).We also experienced hardware
and software malfunctions: In Fig. 6, before the beginning of the 2007
season, there are uncommonly large signal responses caused by errone-
ous exposure times, erroneous aperture values or bad focus resulting
in completely black or blurry images. Given the amount of ignored
data due to lack of camera resilience and camera control, we argue
that more emphasis should be placed on these two aspects to mitigate
these types of errors.

An additional problemwith images in natural areas is the impossibil-
ity to separate regions of interest based on color alone. For example,
Fig. 7 has two peaks per season, which is caused by direct sunlight strik-
ing fallen leaves in themeadow that reflect a color that is nearly identical
to the yellow of thewallflower.We reduced this effect bymanually iden-
tifying and ignoring the erroneous signals. Something similar occurred
with the colors in summer ‘oak close-up’ where autumn yellow and
summer green were being classified as FG pushing the estimated
ending summer date approximately one month after the observed one.
Fig. 8 is used to compare the position of each element in the excess
green color index. We see a large separation between greens of summer
and the browns of bark and fallen leaves. But unfortunately, autumn
yellow and summer green are in close proximity, which led to the
misclassification. We see the same behavior in the summer ‘oak canopy’
where the green of the oak is classified as FG together with the greens of
the distant pines. This however did not incur in any date miscalculation
because the pine colors were constant throughout the summer.

4.4. Consolidating signals

The process of adding different local elements into a global response
is a way to visualize the behavior of individuals with respect to their
containing ecosystem. Our consolidated signal was aimed at giving glob-
al onset and ending dates for ferns and wallflowers. Results showed
Fig. 7. Consolidated sigmoid fit of the wallflower signal from six independent PTZ image seri
beginning and ending of the blooming period of the wallflower image series. Here we show
that the way the consolidation was done had an effect on the accuracy.
Whilewe expected the first approach (Section 2.1.5) to suppress errone-
ous responses (given the added data), we found that it increased the
final error (Table 3). The averaging of noisy signals, together with the
recalculation of inflection points resulted in a final error that surpassed
the consolidation done with the second approach (Section 2.1.5). We
therefore preferred it to determine the onset and ending dates of ferns
and wallflowers. We see that we need to consider additional noise and
error factors of procedures used to consolidate local measurements.
5. Future work

An increase in the accuracy of phenological date estimates can occur
on several fronts. Computer vision features such as texture (Jähne, 2005,
page 435), shape (Jähne, 2005, page 515), and evenmotion (Jähne, 2005,
page 397) canmitigate or even completely remove some sources of noise
in image series used for phenology. Motion and an understanding of the
temporal characteristics of the phenomenon of interest are of particular
interest given the characteristics of time series data. Motion features can
separate ROIs (a moving branch compared to an immobile soil surface)
and short-term situations, like the sun reflecting off a patch of fallen
leaves, can be removed by incorporating temporal filtering (a flower
persists in one location through many images whereas a sun fleck may
move within a day or within a season).

One exciting possibility, after the automatic detection of colors
within an image has been established with EcoIP, is to create a more
independent ROI detector. In this way, images from PTZ cameras may
be captured at a high frequency and in locations not pre-programed
and then subsequently analyzed for ROIs. If nothing is found, then the
image is discarded, reducing the transmission load from remote ecolog-
ical reserves and reducing image storage needs. If an ROI is detected,
then the image may be sent to a human operator for evaluation and
feedback refinement of the NBM.
es. Circles on sigmoid are estimated dates and diamonds are observed dates for both the
a specific type of noise where there are two peaks per season instead of one.



Fig. 8. Distribution of color values in the excess green color index for summer ‘oak close-up’.
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6. Conclusions

Wehave introduced EcoIP, a toolkit that calculates onset and ending
dates of phenologies of interest based on pan–tilt–zoom image series. In
our experiments the toolkit estimatedwith an overall error of 2.78 days
from the observed date and was able to analyze phenophases with
characteristic colors different than green. We consolidated individual
image series to describe ecosystems that could not be captured in one
scene. We found that color separability and scene illumination are con-
tributing factors to the overall error. Andwewere able to effectively use
initial false negative and false positive values to pinpoint usablemodels.
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