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AN ELLIPTIC EXTENSION OF THE GENERAL PRODUCT FORMULA

FOR AUGMENTED ROOK BOARDS

MICHAEL J. SCHLOSSER∗ AND MEESUE YOO∗∗

Abstract. Rook theory has been investigated by many people since its introduction by
Kaplansky and Riordan in 1946. Goldman, Joichi and White in 1975 showed that the sum
over k of the product of the (n− k)-th rook numbers multiplied by the k-th falling factorial
polynomials factorize into a product. In the sequel, different types of generalizations and
analogues of this product formula have been derived by various authors. In 2008, Miceli
and Remmel constructed a rook theory model involving augmented rook boards in which
they showed the validity of a general product formula which can be specialized to all other
product formulas that so far have appeared in the literature on rook theory. In this work,
we construct an elliptic extension of the q-analogue of Miceli and Remmel’s result. Special
cases yield elliptic extensions of various known rook theory models.

1. Introduction

Let N be the set of positive integers and [n] = {1, 2, . . . , n}. A board is a finite subset of the
N× N grid of squares. We label the rows with 1, 2, . . . from bottom to top, and the columns
from left to right. To denote the cell in the column i and row j we use the notation (i, j). For
a sequence of nonnegative integers bi ≥ 0, i = 1, . . . , n, let B(b1, . . . , bn) denote the following
set of cells

B(b1, . . . , bn) = {(i, j) : 1 ≤ i ≤ n, 1 ≤ j ≤ bi}.

If a board B can be represented by B(b1, . . . , bn) for some bi’s, then B is called a skyline

board. Especially when bi’s are nondecreasing, that is, 0 ≤ b1 ≤ b2 ≤ · · · ≤ bn, then the board
is called a Ferrers board.

5

4

3

2

1

1 2 3 4 5

5

4

3

2

1

1 2 3 4 5

Figure 1. A skyline board B(4, 2, 1, 5, 3) and a Ferrers board B(0, 2, 3, 5, 5).
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Given a board B, we say that we place a rook in the (i, j) cell for choosing the cell (i, j) ∈ B.
A rook attacks the cells in the same row and in the same column. Thus a nonattacking rook
placement of k rooks in B is the subset of k cells in B such that no two cells have the same row
coordinate or the same column coordinate. Let Nk(B) denote the set of all nonattacking rook
placements of k rooks in B, and rk(B) = |Nk(B)|. Then for a Ferrers board B = B(b1, . . . , bn),
Goldman, Joichi and White [GJW75] proved that

n
∏

i=1

(z + bi − i+ 1) =

n
∑

k=0

rn−k(B)(z)↓k, (1.1)

where (z)↓k= z(z − 1) · · · (z − k + 1).
Garsia and Remmel [GR86] developed a q-analogue of the rook theory by introducing a

rook cancellation scheme. For the q-rook theory, we assume that the given board is a Ferrers
board. Given a Ferrers board B, a rook in B cancels all the cells in the same row to the right
and the cells in the same column below it. For a rook placement P ∈ Nk(B), let uB(P ) be
the number of uncancelled cells in B − P . The q-analogue of the k-th rook number defined
by Garsia and Remmel is

rk(q;B) =
∑

P∈Nk(B)

quB(P ).

Then we have
n
∏

i=1

[z + bi − i+ 1]q =

n
∑

k=0

rn−k(B)[z]q ↓k, (1.2)

where [z]q =
1−qz

1−q
and [z]q ↓k= [z]q[z − 1]q · · · [z − k + 1]q.

Garsia and Remmel [GR] also defined file numbers. Given a board B, a file placement of
k rooks is a k-subset of B such that no two cells lie in the same column, that is, we can
choose two cells in the same row, but each column contains at most one rook. Let Fk(B)
denote the set of all k-file placements in B and fk(B) = |Fk(B)|. Then for any skyline board
B = B(b1, . . . , bn), we have the product formula

n
∏

i=1

(z + bi) =

n
∑

k=0

fn−k(B)zk, (1.3)

and the q-analogue
n
∏

i=1

[z + bi]q =

n
∑

k=0

fn−k(q;B)[z]kq , (1.4)

where fk(q;B) is defined by

fk(q;B) =
∑

P∈Fk(B)

qũB(P ),

and ũB(P ) is the number of cells lying above a rook in P or cells in columns containing no
rooks.

There have been many generalizations of rook numbers and respective product formulas.
Goldman and Haglund [GH00] introduced the i-creation model in which a rook creates i
new rows to the right and proved a product formula involving the i-rook number. The α-
parameter model that Goldman and Haglund defined in [GH00] as well gives the q-analogue
of the i-creation model. Haglund and Remmel [HR01] considered shifted rook boards and
defined the rook placement as a subset of some perfect matching in the complete graph.
Remmel and Wachs [RW04] defined the“-attacking rook model and proved a product formula
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involving factors of “-differences. Briggs and Remmel [BR06] considered the rook model
corresponding to partial permutations of the wreath product of the cyclic group of order m
with the symmetric group Sn, Cm ≀ Sn. Briggs and Remmel [BR09] also considered one more
parameter p and defined a p, q-analogue of the rook numbers and proved a respective product
formula.

Each of the above models can be obtained by specializing the rook model of Miceli and
Remmel [MR08]. The main purpose of this work is to construct an elliptic extension of the
rook model of Miceli and Remmel which can be specialized to give elliptic extensions of all
the known rook models mentioned above.

2. Augmented rook board

In this section, we review the rook theory model on augmented rook boards defined by Miceli
and Remmel [MR08]. We consider two sequences of nonnegative integers of length n, A =
{ai}

n
i=1 and B = {bi}

n
i=1, and two functions sgn, sgn : [n] → {1,−1}. Let Ai = a1+a2+· · ·+ai

be the i-th partial sum of the ai’s and B = B(b1, b2, · · · , bn). The augmented rook board BA is
constructed by adding Ai cells on top of bi in the i-th column for i = 1, . . . , n. Note that BA

can be considered as the Ferrers board B(b1+A1, b2+A2, . . . , bn+An). We refer to the part of
the board corresponding to the bi’s as the base part of BA and the part corresponding to the
ai’s as the augmented part of BA. Moreover, for each column i, i = 1, . . . , n, we refer to the
cells in rows bi+1, . . . , bi+a1 as the a1-st part, the cells in rows bi+a1+1, . . . , bi+a1+a2 as
the a2-nd part, and the cells in rows bi+aj−1+1, . . . , bi+aj−1+aj as the aj-th part, in general.
Figure 2 is an example of an augmented rook board for B = (1, 2, 2, 3) and A = (1, 2, 1, 2). In
the figure, the cells corresponding to the ai-th part are filled with i’s.

1

1 1
12

2
2
2 2
23
3
4
4

Figure 2. An example of BA for B = (1, 2, 2, 3) and A = (1, 2, 1, 2).

Next we define the rook cancellation of a rook placement in BA. We consider placements
P of rooks in BA with at most one rook in each column. The leftmost rook of P will cancel
all the cells in the columns to its right which correspond to the as-th part of that column
of highest index s. In general, each rook cancels the cells in the columns to its right which
correspond to the as-th part of that column where s is the highest index such that the cells
of as-th part of that column have not been cancelled by any rook to its left. We say that a
rook placement is nonattacking if

(i) there is at most one rook in each column, and
(ii) no rook lies in a cell which has been cancelled by a rook to its left.

Let NA
k (BA) denote the set of nonattacking rook placements of k rooks in BA. Define

rAk (B
A, sgn, sgn) =

∑

P∈NA
k
(BA)

wsgn,sgn,BA(P ), (2.1)
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where
wsgn,sgn,BA(P ) =

∏

c∈P

wsgn,sgn,BA,P (c),

for

wsgn,sgn,BA,P (c) =

{

sgn(i), if c is in column i and in the base part of BA,
−sgn(s), if c is in the as-th part of the augmented part of BA.

Then Miceli and Remmel [MR08] proved the following theorem.

Theorem 2.1. [MR08, Theorem 3.1] Suppose A = (a1, . . . , an) and B = (b1, . . . , bn) are two

sequences of nonnegative integers and sgn : {1, . . . , n} → {1,−1} and sgn : {1, . . . , n} →
{1,−1} are two sign functions. Then,

n
∏

i=1

(z + sgn(i)bi) =

n
∑

k=0

rAn−k(B
A, sgn, sgn)

k
∏

j=1

(z +
∑

s≤j

sgn(s)as). (2.2)

We refer to the paper of Miceli and Remmel [MR08] for the detailed proof of Theorem 2.1,
but we introduce the extended augmented board BA

z for later use. Given two sequences of
nonnegative integers A, B and a nonnegative integer z, the board BA

z consists of three parts.
We start with the board BA which we refer to as the upper part of BA

z . Within the upper
part, the cells corresponding to the board B = B(b1, . . . , bn) will be called the base part of
BA
z and the part corresponding to the ai’s will be called the upper augmented part of BA

z .
Directly below BA, we attach n-columns of length z which will be referred to as the z-part
of BA

z . Finally, directly below the z-part, we place the reflected Ferrers board B(A1, . . . , An)
which will be called the lower augmented part of BA

z . We call the line separating the z-part
and the upper part BA the high bar and the line separating the lower augmented part and
the z-part the low bar. Figure 3 shows an example of an extended augmented rook board for















upper augmented part

}

base part







z-part















lower augmented part

low bar

high bar
1
1 1

12
2
2
2 2
23
3
4
4

1 1 1 1
2
2
2
2
2
2

3 3

4
4

Figure 3. An example of an extended augmented rook board

B = (1, 2, 2, 3), A = (1, 2, 1, 2) and z = 4. The cells in the upper augmented part and lower
augmented part are filled with i if they correspond to the ai-part in each column.

In [MR08], Miceli and Remmel also prove the following q-analogue of Theorem 2.1.
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Theorem 2.2. [MR08, Theorem 4.2] Suppose A = (a1, . . . , an) and B = (b1, . . . , bn) are two

sequences of nonnegative integers and sgn : {1, . . . , n} → {1,−1} and sgn : {1, . . . , n} →
{1,−1} are two sign functions. Then,

n
∏

i=1

[z + sgn(i)bi]q =

n
∑

k=0

RA
n−k(B

A, sgn, sgn, q)

k
∏

j=1

([z +
∑

s≤j

sgn(s)as]q). (2.3)

Here, RA
n−k(B

A, sgn, sgn, q) is a specially defined q-analogue of rAn−k(B
A, sgn, sgn). The

proof of Theorem 2.2 can be done by assigning q-weights to the cells of the extended augmented
rook board BA

z . We will see the detailed proof in the process of proving an elliptic extension
of (2.3).

3. Elliptic extension

In this section, we derive an elliptic extension of Theorem 2.2. We first briefly explain the
notion of an elliptic function. The multiplicative notation we adopt is common in the context
of elliptic hypergeometric series, cf. [GR04, Chapter 11].

A complex function is called elliptic if it is doubly periodic and meromorphic. Since elliptic
functions can be built from quotients of theta functions, we define and use theta functions to
construct elliptic functions.

Define a modified Jacobi theta function by

θ(x; p) =
∏

j≥0

(1− pjx)(1− pj+1/x), θ(x1, . . . , xm; p) =

m
∏

k=1

θ(xk; p),

where x, x1, . . . , xm 6= 0 and |p| < 1. Note that this definition is based on Jacobi’s triple
product identity. We also define an elliptic shifted factorial analogue of the q-shifted factorial
by

(a; q, p)n =











∏n−1
k=0 θ(aq

k; p), n = 1, 2, . . . ,

1, n = 0,

1/
∏−n−1

k=0 θ(aqn+k; p), n = −1,−2, . . . ,

and let

(a1, a2, . . . , am; q, p)n =

n
∏

k=1

(ak; q, p)n,

where a, a1, . . . , am 6= 0. The parameter q is called the base and p is called the nome. Note
that θ(x; 0) = 1 − x and thus (a; q, 0)n = (a; q)n. Among many identities involving the
Jacobi theta functions and the elliptic shifted factorials (see [GR04, (11.2.42)–(11.2.60)]), the
following addition formula is crucial in the theory of elliptic hypergeometric series

θ(xy, x/y, uv, u/v; p) − θ(xv, x/v, uy, u/y; p) =
u

y
θ(yv, y/v, xu, x/u; p). (3.1)

We next define the elliptic weights which are an elliptic extension of the q-weights. Let

wa,b;q,p(k) =
θ(aq2k+1, bqk, aqk−2/b; p)

θ(aq2k−1, bqk+2, aqk/b; p)
q, (3.2)

and

Wa,b;q,p(k) =
θ(aq2k+1, bq, bq2, aq−1/b, a/b; p)

θ(aq, bqk+1, bqk+2, aqk−1/b, aqk/b; p)
qk. (3.3)
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Note that for a positive integer k, the elliptic weights are related as

Wa,b;q,p(k) =

k
∏

j=1

wa,b;q,p(j), or wa,b;q,p(k) =
Wa,b;q,p(k)

Wa,b;q,p(k − 1)
.

We also have
wa,b;q,p(k + n) = waq2k ,bqk;q,p(n) (3.4a)

and
Wa,b;q,p(k + n) = Wa,b,q,p(k)Waq2k ,bqk;q,p(n). (3.4b)

Remark 3.1. If we let p → 0, a → 0 and b → 0, in this order (or, p → 0, b → 0 and a → ∞ in
this order), then we recover the q-weights

w0,0;q,0(k) = q and W0,0;q,0(k) = qk.

We can easily verify that the weights wa,b;q,p(k) and Wa,b;q,p(k) are indeed elliptic. More

precisely, if we let q = e2πiσ , p = e2πiτ , a = qα, b = qβ for σ, τ, α, β ∈ C, then wa,b;q,p(k)
is periodic in α with periods σ−1 and τσ−1. As a function in β (or k) the same applies to
wa,b;q,p(k).

We define an elliptic number of z by

[z]a,b;q,p =
θ(qz, aqz, bq2, a/b; p)

θ(q, aq, bqz+1, aqz−1/b; p)
. (3.5)

It can be verified that the elliptic numbers satisfy

[z]a,b;q,p = [z − 1]a,b;q,p +Wa,b;q,p(z − 1) (3.6a)

using the addition formula (3.1) and more generally,

[z]a,b;q,p = [y]a,b;q,p +Wa,b;q,p(y)[z − y]aq2y ,bqy;q,p (3.6b)

which reduces to (3.6a) for y = z − 1. Hence

[z]a,b;q,p = 1 +Wa,b;q,p(1) + · · ·+Wa,b;q,p(z − 1), (3.7a)

where Wa,b;q,p(0) = 1. From (3.6a) we can also deduce

− [−z]a,b;q,p = Wq,b;q,p(−1) +Wa,b;q,p(−2) + · · · +Wa,b;q,p(−z + 1) +Wq,b;q,p(−z). (3.7b)

We remark that the definitions of the elliptic weights wa,b;q,p(k), Wa,b;q,p(k) and the elliptic
numbers [z]a,b;q,p originate from the elliptic binomial coefficients

[

n
k

]

a,b;q,p

:=
(q1+k, aq1+k, bq1+k, aq1−k/b; q, p)n−k

(q, aq, bq1+2k, aq/b; q, p)n−k

, (3.8)

as defined by one of us in [Sch]. It is easy to see that the expression in (3.8) reduces to the usual
q-binomial coefficient if one lets p → 0, a → 0 and b → 0. The elliptic binomial coefficients
admit a combinatorial interpretation in terms of weighted lattice paths in Z

2. Consider lattice
paths P from (0, 0) to (k, n − k) consisting of east and north steps only. For each horizontal
step (s − 1, t) → (s, t), assign the weight Waqs−1,bq2s−2;q,p(t) and 1 to each vertical step. If
we define the weight of path P , denoted by wt(P ), to be the product of all the weights of
the respective steps of the path, then the elliptic binomial coefficient is the weight generating
function of all the paths from (0, 0) to (k, n − k), i.e.,

[

n
k

]

a,b;q,p

=
∑

P∈P((0,0)→(k,n−k))

wt(P ),
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where P(A → B) is the set of all the lattice paths from A to B. The proof of this identity is
based on the recurrence relation
[

n+ 1
k

]

a,b;q,p

=

[

n
k

]

a,b;q,p

+

[

n
k − 1

]

a,b;q,p

Waqk−1,bq2k−2;q,p(n+ 1− k) for n, k ∈ N ∪ {0}

(3.9)
with the initial conditions

[

n
0

]

a,b;q,p

= 1,

[

n
k

]

a,b;q,p

= 0 for n ∈ N ∪ {0}, and k ∈ −N or k > n. (3.10)

If we let k = 1 in (3.9), then we get
[

n+ 1
1

]

a,b;q,p

=

[

n
1

]

a,b;q,p

+ Wa,b;q,p(n)

which, by comparing to (3.6a), shows that the elliptic number [n]a,b;q,p is equal to

[

n
1

]

a,b;q,p

.

Now we are ready to construct an elliptic extension of Theorem 2.2. We remark that the
way to assign the weights to the cells in BA

z is similar to the way done in [MR08]. The main
idea is to extend the q-number (or p, q-number) to the elliptic number.

Consider two sequences A = (a1, . . . , an), B = (b1, . . . , bn) and two sign functions sgn :
{1, . . . , n} → {1,−1}, sgn : {1, . . . , n} → {1,−1}. We let As :=

∑s
i=1 sgn(i)ai. We assign the

elliptic weight Ma,b;q,p(B
A
z , sgn, sgn; c) to each cell c ∈ BA

z according to the following scheme.

(i) For each i, the cells c in the i-th column of the z-part of BA
z have weights

1,Wa,b;q,p(1),Wa,b;q,p(2), . . . ,Wa,b;q,p(z − 1),

reading from bottom to top.
(ii) For each i, the cells c in the i-th column of the base part of BA

z have weights
{

−1,−Wa,b;q,p(1),−Wa,b;q,p(2), . . . ,−Wa,b;q,p(bi − 1), if sgn(i) = −1
Wa,b;q,p(−1),Wa,b;q,p(−2), . . . ,Wa,b;q,p(−bi), if sgn(i) = 1,

reading from bottom to top.
(iii) For each i, we assign the elliptic weights to the cells c in the i-th column of the lower

augmented part as follows. First, to the cells in the a1-st part of column i, we assign
the weights

{

−1,−Wa,b;q,p(1),−Wa,b;q,p(2), . . . ,−Wa,b;q,p(a1 − 1), if sgn(1) = −1
Wa,b;q,p(−1),Wa,b;q,p(−2), . . . ,Wa,b;q,p(−a1), if sgn(1) = 1,

reading from top to bottom. Note that the sum of the weights of the cells in a1-st part
becomes −[−sgn(1)a1]a,b;q,p. In the case when sgn(1) = 1, we used the identity (3.7b).
Suppose that we have assigned the weights to cells in the aj-th part of column i in
the lower augmented part for j = 1, . . . , s so that the sum of the weights of cells that
lie in the aj-th part of column i for j ≤ s is −[−As]a,b;q,p. Then we assign the weights
to the cells in the as+1-st part of column i in the lower augmented part according to
the following cases.
Case 1: 0 ≤ As ≤ As+1

In this case, the weights of the cells in the as+1-st part are, reading from top to
bottom,

Wa,b;q,p(−As − 1),Wa,b;q,p(−As − 2), . . . ,Wa,b;q,p(−As+1).
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Case 2: 0 ≤ As+1 < As

Then the weights of the cells in the as+1-st part are

−Wa,b;q,p(−As),−Wa,b;q,p(−As + 1), . . . ,−Wa,b;q,p(−As+1 − 1),

reading from top to bottom.
Case 3: As+1 < 0 ≤ As

In this case, the weights of the cells in the as+1-st part are

−Wa,b;q,p(−As),−Wa,b;q,p(−As + 1), . . . ,−Wa,b;q,p(−1),−1,

−Wa,b;q,p(1), . . . ,−Wa,b;q,p(−As+1 − 1),

reading from top to bottom.
Case 4: As+1 ≤ As ≤ 0

Then the weights of the cells in the as+1-st part are, reading from top to bottom,

−Wa,b;q,p(−As),−Wa,b;q,p(−As + 1), . . . ,−Wa,b;q,p(−As+1 − 1).

Case 5: As < As+1 ≤ 0
In this case, the weights of the cells in the as+1-st part are

Wa,b;q,p(−As − 1),Wa,b;q,p(−As − 2), . . . ,Wa,b;q,p(−As+1),

reading from top to bottom.
Case 6: As ≤ 0 < As+1

Then, the weights of the cells in the as+1-st part are

Wa,b;q,p(−As − 1),Wa,b;q,p(−As − 2), . . . ,Wa,b;q,p(1), 1,

Wa,b;q,p(−1),Wa,b;q,p(−2), . . . ,Wa,b;q,p(−As+1),

reading from top to bottom.
The weights are defined so that the sum of the weights of cells that lie in the aj-th

part of column i for j ≤ s+ 1 also becomes −[−As+1]a,b;q,p.
(iv) For each i, the weight of the cell in the r-th row of the i-th column of the upper

augmented part, reading from the bottom, is equal to −1 times the weight of the cell
in the r-th row of i-th column of the lower augmented board, reading from the top.
That is, the weight of the cell in the upper augmented part of column i is just the
negative of the weight of its corresponding cell in the lower augmented part.

Suppose that P ∈ NA
k (BA) has rooks in cells c1, . . . , ck. Then we set

Ma,b;q,p(B
A, sgn, sgn;P ) =

k
∏

i=1

Ma,b;q,p(B
A
z , sgn, sgn; ci), (3.11)

and we define

MRA
k (a, b; q, p;B

A, sgn, sgn) =
∑

P∈NA
k
(BA)

Ma,b;q,p(B
A, sgn, sgn;P ), (3.12)

with MRA
0 (a, b; q, p;B

A, sgn, sgn) = 1. Finally we define

RA
n−k(a, b; q, p;B

A, sgn, sgn)

=

∏

s≤k Wa,b;q,p(−As)
∏n

i=1Wa,b;q,p(−sgn(i)bi)
MRA

n−k(a, b; q, p;B
A, sgn, sgn). (3.13)

Then we can prove the following elliptic extension of Theorem 2.2.
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Theorem 3.2. Suppose that two sequences of nonnegative integers A = (a1, . . . , an), B =
(b1, . . . , bn) and two sign functions sgn : {1, . . . , n} → {1,−1}, sgn : {1, . . . , n} → {1,−1} are

given. Then,

n
∏

i=1

[z + sgn(i)bi]aq−2sgn(i)bi ,bq−sgn(i)bi ;q,p

=

n
∑

k=0

RA
n−k(a, b; q, p;B

A, sgn, sgn)
∏

1≤j≤k

[z +Aj ]
aq

−2Aj ,bq
−Aj ;q,p

. (3.14)

Proof. We first set the cancellation scheme of the rook placements in the extended augmented
board BA

z . We consider placements of n rooks in BA
z where there is exactly one rook in each

column. If a rook is placed above the high bar in the j-th column, then it cancels all the cells
in columns j + 1, j + 2, . . . , n, in both the upper and lower augmented parts, which belong
to the ai-th part of the highest subscript in that column which are not cancelled by a rook
to the left of column j. A rook which is placed below the high bar does not cancel anything.
We say that a rook placement is nonattacking if no rook lies in a cell which is cancelled by a
rook to its left. We denote the set of all nonattacking rook placements of n rooks in BA

z by
NA

n (BA
z ).

We set, for Q ∈ NA
n (BA

z ) having rooks in cells c1, . . . , cn,

Ma,b;q,p(B
A
z , sgn, sgn;Q) =

n
∏

i=1

Ma,b;q,p(B
A
z , sgn, sgn; ci). (3.15)

By computing the sum

WT (a, b; q, p) =
∑

Q∈NA
n (BA

z )

Ma,b;q,p(B
A
z , sgn, sgn;Q)

in two different ways, we first prove the following product formula.




∏

i:sgn(i)=1

[z]a,b;q,p − [−bi]a,b;q,p









∏

i:sgn(i)=−1

[z]a,b;q,p − [bi]a,b;q,p





=

n
∑

k=0

MRA
n−k(a, b; q, p;B

A, sgn, sgn)

k
∏

j=1

([z]a,b;q,p − [−Aj ]a,b;q,p). (3.16)

We place n rooks column-wise, starting from the leftmost column. Note that the weights
coming from the cases of placing the first rook in the upper augmented part corresponding to
a1-part will be cancelled with the weights coming from placing the rook in the corresponding
cells in the lower augmented part. So, starting from the bottom cell in the z-part, the possible
weights are

1,Wa,b;q,p(1), . . . ,Wa,b;q,p(z − 1),−1,−Wa,b;q,p(1),−Wa,b;q,p(2), . . . ,−Wa,b;q,p(b1 − 1)

if sgn(1) = −1, and

1,Wa,b;q,p(1), . . . ,Wa,b;q,p(z − 1),Wa,b;q,p(−1),Wa,b;q,p(−2), . . . ,Wa,b;q,p(−b1)

if sgn(1) = 1. Hence the weight sum coming from the possible rook placements in the first
column is [z]a,b;q,p − [b1]a,b;q,p if sgn(1) = −1, and [z]a,b;q,p − [−b1]a,b;q,p if sgn(1) = 1. In
general, in each column i, the weights of the upper and lower augmented parts cancel each
other, and by considering the weights coming from the z-part and the base part, we get
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[z]a,b;q,p − [bi]a,b;q,p if sgn(i) = −1, and [z]a,b;q,p − [−bi]a,b;q,p if sgn(i) = 1. By multiplying the
factors coming from the columns i = 1, . . . , n, we get the left-hand side of (3.16).

On the other hand, we consider placing n− k rooks above the high bar and k rooks below
it. Fix a rook placement P ∈ NA

n−k(B
A) and extend it to NA

n (BA
z ) by placing k more rooks

below the high bar, and compute the weight sum coming from placing k more rooks. Note
that there are k columns containing no rooks. Let us say the l-th column is the first empty
column. Then the lower augmented part consists of a1 + · · · + al cells, but the l − 1 rooks
to the left of the l-th column cancel the cells in al, al−1, . . . , a2 parts, and so it has only a1
part uncancelled. In general, the i-th empty column from the left would have a1 + · · · + ai
uncancelled cells. Note that due to the way of assigning the weights to the cells in the lower
augmented part, the sum of the weights in the cells a1, . . . , ai equals to −[−Ai]a,b;q,p. Thus the

sum of the weights placing a rook in the i-th available column becomes [z]a,b;q,p − [−Ai]a,b;q,p.
Recall that placing a rook below the high bar does not cancel any cells. Hence,

WT (a, b; q, p) =

n
∑

k=0

∑

P∈NA
n−k

(BA)

Ma,b;q,p(B
A, sgn, sgn;P )

∏

1≤j≤k

([z]a,b;q,p − [−Aj ]a,b;q,p)

=
n
∑

k=0

MRA
n−k(a, b; q, p;B

A, sgn, sgn)
∏

1≤j≤k

([z]a,b;q,p − [−Aj ]a,b;q,p)

which gives the right hand side of (3.16). Recall that we have the following identity in (3.6b)

[z]a,b;q,p = [y]a,b;q,p +Wa,b;q,p(y)[z − y]aq2y ,bqy;q,p.

Using this identity, the factors in the left hand side of (3.16) can be rewritten as

[z]a,b;q,p − [bi]a,b;q,p = Wa,b;q,p(bi)[z − bi]aq2bi ,bqbi ;q,p

in the case when sgn(i) = −1 and

[z]a,b;q,p − [−bi]a,b;q,p = Wa,b;q,p(−bi)[z + bi]aq−2bi ,bq−bi ;q,p

when sgn(i) = 1. These factors can be rewritten uniformly as

[z]a,b;q,p − [−sgn(i)bi]a,b;q,p = Wa,b;q,p(−sgn(i)bi)[z + sgn(i)bi]aq−2sgn(i)bi ,bq−sgn(i)bi ;q,p.

Similarly, we rewrite the factors in the right hand side of (3.16) by using the identity

[z]a,b;q,p − [−Aj]a,b;q,p = Wa,b;q,p(−Aj)[z +Aj]
aq

−2Aj ,bq
−Aj ;q,p

.

Then replacing MRA
n−k(a, b; q, p;B

A, sgn, sgn) by RA
n−k(a, b; q, p;B

A, sgn, sgn) which was de-
fined in (3.13) takes care of the extra factors and in the end we obtain (3.14). �

Remark 3.3. In previous work [SY], we have defined elliptic extensions of q-rook numbers and
q-file numbers, rk(a, b; q, p;B) and fk(a, b; q, p;B) respectively, and obtained the following
product formulas: for any Ferrers board B = B(b1, . . . , bn),

n
∏

i=1

[z+bi−i+1]aq2(i−1−bi),bqi−1−bi ;q,p =

n
∑

k=0

rn−k(a, b; q, p;B)

k
∏

j=1

[z−j+1]aq2(j−1) ,bqj−1;q,p, (3.17)

and for any skyline board B = B(c1, . . . , cn),

n
∏

i=1

[z + ci]aq−2ci ,bq−ci ;q,p =
n
∑

k=0

fn−k(a, b; q, p;B)([z]a,b;q,p)
k. (3.18)
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If we set sgn(i) = 1 and sgn(i) = −1 for all i = 1, . . . , n, A = (0, 1, 1, . . . , 1) and B =
(b1, b2 − 1, b3 − 2, . . . , bn − n+ 1), then the product formula in Theorem 3.2 becomes (3.17).

On the other hand, if we set sgn(i) = 1 for all i = 1, . . . , n, A = (0, 0, . . . , 0) (hence we do
not need to define sgn), B = (c1, c2, . . . , cn), then we obtain (3.18) as a result of Theorem 3.2.

4. Realization of other rook models

4.1. “-attacking rook model. In [RW04], Remmel and Wachs introduced the “-attacking

rook model. Fix an integer “ ≥ 1. A Ferrers board B(b1, . . . , bn) is called a “-attacking board

if bi+1 ≥ bi +“ − 1, for bi 6= 0, 1 ≤ i < n. Given a “-attacking board B(b1, . . . , bn), a rook
r ∈ B “-attacks a cell c ∈ B(b1, . . . , bn) if c lies in a column which is strictly to the right of
the column containing r and c lies in the first “ rows which are weakly above the row of r and
which are not “-attacked by any rook which lies in a column that is strictly to the left of r.
A placement P of k rooks in B is called “-nonattacking if each column contains at most one
rook and each rook does not “-attack other rooks. Given a “-nonattacking rook placement P ,
a rook r ∈ P cancels the cells in the same column below it and the cells which are “-attacked
by r.

Given a “-attacking board B, let N “

k (B) denote the set of all “-nonattacking placements of

k rooks in B. For any placement P ∈ N “

k (B), let u“

B(P ) denote the number of cells in B−P
which are not cancelled by any rook in P . If we define the q-rook number of B by

r“

k(q;B) =
∑

P∈N
“

k
(B)

qu
“

B
(P ),

then we have the following product formula.

Theorem 4.1. [RW04] Given a “-attacking board B = B(b1, . . . , bn),
n
∏

i=1

[z + bi −“(i− 1)]q =

n
∑

k=0

r“

n−k(q;B)[z]q ↓k,“, (4.1)

where [z]q ↓0,“= 1 and for k > 0, [z]q ↓k,“= [z]q[z −“]q · · · [z − (k − 1)“]q.

Note that in the case when “ = 1, if we denote r1k(q;B) by rk(q;B), then we recover the
q-rook numbers of Garsia and Remmel [GR86] and the product formula (1.2). We can obtain
an elliptic extension of the product formula (4.1) from Theorem 3.2. Let A“,n = (0,“, . . . ,“),
B“,n = (b1, b2 −“, . . . , bn −“(n − 1)), for bi ≥ “(i − 1), sgn(i) = 1 and sgn(i) = −1, for all
i = 1, . . . , n. In this setting, (3.14) becomes

n
∏

i=1

[z + bi −“(i− 1)]aq2(“(i−1)−bi),bq“(i−1)−bi ;q,p

=

n
∑

k=0

RA
n−k(a, b; q, p;B

A“,n

“,n , sgn, sgn)

k−1
∏

i=0

[z − i“]aq2i“,bqi“;q,p. (4.2)

If we set “ = 1 in (4.2), then we get
n
∏

i=1

[z + bi − i+ 1]aq2(i−1−bi),bqi−1−bi ;q,p

=

n
∑

k=0

RA
n−k(a, b; q, p;B

A1,n

1,n , sgn, sgn)

k−1
∏

i=0

[z − i]aq2i,bqi;q,p (4.3)
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which can be considered as an elliptic extension of (1.2). Note that this result is consistent
with what we obtained in [SY].

In [SY] also an elliptic extension of Haglund and Remmel’s [HR01] rook-theoretic model
for perfect matchings was obtained (and even further generalized). The “ = 2 case of (4.2)

n
∏

i=1

[z + bi − 2(i− 1)]aq2(2(i−1)−bi),bq2(i−1)−bi ;q,p

=

n
∑

k=0

RA
n−k(a, b; q, p;B

A2,n

2,n , sgn, sgn)

k−1
∏

i=0

[z − 2i]aq4i,bq2i;q,p (4.4)

gives the same product formula as the one considered in [SY, Sec. 6].

Remark 4.2. In [BR06], Briggs and Remmel defined the m-rook numbers and the q-analogue
of them, and proved the following product formula: let B = B(b1, . . . , bn) be a Ferrers board
satisfying 0 ≤ b1 ≤ · · · ≤ bn ≤ mn and for each 1 ≤ i ≤ n − 1, if bi = aim+ bi, 1 ≤ bi < m,
then bi+1 ≥ (ai + 1)m. Then

n
∏

i=1

[mz + bi −m(i− 1)]q =

n
∑

k=0

rmn−k(q;B)[mz]q ↓k,m . (4.5)

We can obtain an elliptic extension of the product formula (4.5) from (4.2) by setting “ = m
and replacing z by mz.

Remmel and Wachs use the “-attacking rook model to explain the generalized Stirling

numbers s“ı,“
n,k(p, q) and S“ı,“

n,k(p, q) combinatorially in [RW04]. The generalized Stirling numbers

of the second kind S“ı,“
n,k(p, q) can be defined by the recurrence relation

S“ı,“
0,0(p, q) = 1, S“ı,“

n,k(p, q) = 0 if k < 0 or k > n,

S“ı,“
n+1,k(p, q) = S“ı,“

n,k−1(p, q) + [“ı+ k“]p,qS
“ı,“
n,k(p, q),

and also they satisfy

[z]np,q =

n
∑

k=0

S“ı,“
n,k(p, q)([z]p,q − [“ı]p,q)([z]p,q − [“ı+“]p,q) · · · ([z]p,q − [“ı+ (k − 1)“]p,q), (4.6)

where [n]p,q = pn−qn

p−q
. Note that we used a different font “p” to distinguish from the nome p

in elliptic functions.
If we set A“ı,“,n = (“ı,“, . . . ,“), B0 = (0, . . . , 0), sgn(i) = −1, for all i = 1, . . . , n, (3.16)

becomes

[z]na,b;q,p =
n
∑

k=0

MRA
n−k(a, b; q, p;B

A“ı,“,n

0 , sgn, sgn
k
∏

s=1

([z]a,b;q,p − [“ı+ (s− 1)“]a,b;q,p) (4.7)

which can be considered as an elliptic extension of (4.6). Thus we define

S“ı,“
n,k(a, b; q, p) := MRA

n−k(a, b; q, p;B
A“ı,“,n

0 , sgn, sgn)

as an elliptic extension of S“ı,“
n,k(p, q). From (4.6), we get the recurrence relation of S“ı,“

n,k(a, b; q, p)

S“ı,“
n+1,k(a, b; q, p) = S“ı,“

n,k−1(a, b; q, p) + [“ı+ k“]a,b;q,pS
“ı,“
n,k(a, b; q, p)
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which may be used to define S“ı,“
n,k(a, b; q, p) uniquely with the conditions

S“ı,“
0,0(a, b; q, p) = 1 and S“ı,“

n,k(a, b; q, p) = 0 for k < 0 or k > n.

On the other hand, the generalized Stirling numbers of the first kind s“ı,“
n,k(p, q) are defined

by

s“ı,“
0,0(p, q) = 1, s“ı,“

n,k(p, q) = 0 if k < 0 or k > n,

s“ı,“
n+1,k(p, q) = s“ı,“

n,k−1(p, q) − [“ı+ n“]p,qs
“ı,“
n,k(p, q),

and they have the generating function

([z]p,q − [“ı]p,q)([z]p,q − [“ı+“]p,q) · · · ([z]p,q − [“ı+ (n− 1)“]p,q) =

n
∑

k=0

s“ı,“
n,k(p, q)[z]

k
p,q . (4.8)

If we set A0 = (0, 0, . . . , 0) and B“ı,“,n = (“ı,“ı+“, . . . ,“ı+(n−1)“), sgn(i) = −1 for all i = 1, . . . , n,
(3.16) becomes

([z]a,b;q,p − [“ı]a,b;q,p)([z]a,b;q,p − [“ı+“]a,b;q,p) · · · ([z]a,b;q,p − [“ı+ (n− 1)“]a,b;q,p)

=

n
∑

k=0

MRA
n−k(a, b; q, p;B

A0
“ı,“,n, sgn, sgn)[z]

k
a,b;q,p. (4.9)

We let s“ı,“
n,k(a, b; q, p) := MRA

n−k(a, b; q, p;B
A0
“ı,“,n, sgn, sgn) which defines an elliptic extension of

s“ı,“
n,k(p, q). Then (4.9) gives the recurrence relation

s“ı,“
n+1,k(a, b; q, p) = s“ı,“

n,k−1(a, b; q, p) − [“ı+ n“]a,b;q,ps
“ı,“
n,k(a, b; q, p)

which can be used to define s“ı,“
n,k(a, b; q, p) uniquely with the conditions s“ı,“

0,0(a, b; q, p) = 1 and

s“ı,“
n,k(a, b; q, p) = 0 if k < 0 or k > n.

As the matrices ||s“ı,“
n,k(p, q)|| and ||S“ı,“

n,k(p, q)|| are inverses of each other, the elliptic exten-

sions ||s“ı,“
n,k(a, b; q, p)|| and ||S“ı,“

n,k(a, b; q, p)|| share the same property. The idea used to prove

this property in [RW04] works in this case similarly.

Proposition 4.3. For all 0 ≤ r ≤ n,
n
∑

k=r

S“ı,“
n,k(a, b; q, p)s

“ı,“
k,r(a, b; q, p) = χ(r = n), (4.10)

where χ(A) = 1 if the statement A is true and 0 otherwise.

Proof. Recall the definitions

S“ı,“
n,k(a, b; q, p) = MRA

n−k(a, b; q, p;B
A“ı,“,n

0 , sgn, sgn)

=
∑

P∈NA
n−k

(B
A“ı,“,n
0 )

Ma,b;q,p(B
A“ı,“,n

0 , sgn, sgn;P ),

and

s“ı,“
k,r(a, b; q, p) = MRA

k−r(a, b; q, p;B
A0
“ı,“,k, sgn, sgn)

=
∑

P∈NA
k−r

(B
A0
“ı,“,k

)

Ma,b;q,p(B
A0
“ı,“,k, sgn, sgn;P ),
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where Ma,b;q,p(B
A, sgn, sgn;P ) is defined in (3.11), hence we want to show that

n
∑

k=r

S“ı,“
n,k(a, b; q, p)s

“ı,“
k,r(a, b; q, p)

=

n
∑

k=r









∑

(P,Q)∈NA
n−k

(B
A

“ı,“,n
0 )×NA

k−r
(B

A0
“ı,“,k

)

Ma,b;q,p(B
A“ı,“,n

0 , sgn, sgn;P )Ma,b;q,p(B
A0
“ı,“,k, sgn, sgn;Q)









=

{

1 if r = n,

0 otherwise .

For r = n,

S“ı,“
n,n(a, b; q, p)s

“ı,“
n,n(a, b; q, p)

= MRA
0 (a, b; q, p;B

A“ı,“,n

0 , sgn, sgn)MRA
0 (a, b; q, p;B

A0
“ı,“,n, sgn, sgn) = 1.

Now suppose that r < n. Consider the elements

(P,Q) ∈
n
⋃

k=r

NA
n−k(B

A“ı,“,n

0 )×NA
k−r(B

A0
“ı,“,k)

and partition them into three classes:

(i) (P,Q) ∈ Class I if P has a rook in the last column of B
A“ı,“,n

0 ,

(ii) (P,Q) ∈ Class II if P has no rook in the last column of B
A“ı,“,n

0 , but there is a rook of

Q in the last column of BA0
“ı,“,k,

(iii) (P,Q) ∈ Class III if P has no rook in the last column of B
A“ı,“,n

0 and Q has no rook in

the last column of BA0
“ı,“,k.

We make a correspondence between the elements in Class I and Class II such that the sum

of the weights becomes zero. More precisely, given (P,Q) ∈ NA
n−k(B

A“ı,“,n

0 ) × NA
k−r(B

A0
“ı,“,k) of

Class I, we find (P ′, Q′) ∈ NA
n−k−1(B

A“ı,“,n

0 )×NA
k−r+1(B

A0
“ı,“,k+1) of Class II such that

Ma,b;q,p(B
A“ı,“,n

0 , sgn, sgn;P )Ma,b;q,p(B
A0
“ı,“,k, sgn, sgn;Q)

+Ma,b;q,p(B
A“ı,“,n

0 , sgn, sgn;P ′)Ma,b;q,p(B
A0
“ı,“,k+1, sgn, sgn;Q

′) = 0.

Since (P,Q) is in Class I, P has a rook in the last column of B
A“ı,“,n

0 , and the n− k − 1 rooks
to the left of the last column cancel (n− k− 1)“ cells in the last column corresponding to the
an, an−1, . . . , ak+2-parts, and there are “ı+ (n − 1)“ − (n − k − 1)“ = “ı + k“ uncancelled cells
which have assigned weights 1,Wa,b;q,p(1), . . . ,Wa,b;q,p(“ı + k“ − 1) from bottom to top. Then

define P ′ to be the placement P after removing the rook in the last column of B
A“ı,“,n

0 and Q′

to be the result of attaching an extra column of height “ı + k“ to the right of the placement
Q such that this extra column contains a rook in the t-th cell from the bottom, if P had the
last rook in the t-th cell from the bottom. Note that by the way of assigning weights to the
cells, this last column in Q′ has weights −1,−Wa,b;q,p(1), . . . ,−Wa,b;q,p(“ı + k“ − 1) from the
bottom. Hence, the correspondence (P,Q) → (P ′, Q′) would preserve the product of weights
but changes the signs. Reversing this correspondence can be easily described. If (P ′, Q′) is in
Class II, then Q is the result of removing the last column of Q′ and P is the result of putting
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a rook in the last column of B
A“ı,“,n

0 in the t-th row from the bottom, if Q′ had a rook in the
t-th row from the bottom. See Figure 4 for an example of this map. This bijection implies

P

X
X

X•
•
•
•
•
•
•
•

•
•

•
•

Q

XX
=⇒

P ′

X
X

•
•
•
•
•
•
•
•

•
•

•
•

Q′

XX

X

Figure 4. An example of correspondence from Class I to Class II

that we only need to consider the elements in Class III.
Note that if r = 0, then there are no elements in Class III since every element (P,Q) ∈

NA
n−k(B

A“ı,“,n

0 ) × NA
k−0(B

A0
“ı,“,k) has a rook of Q in the last column of BA0

“ı,“,k. Hence, in the case

when r = 0, the correspondence between Class I and Class II proves
n
∑

k=0

S“ı,“
n,k(a, b; q, p)s

“ı,“
k,0(a, b; q, p) = 0.

For r ≥ 1, there is a weight-preserving bijection between Class III and the set
⋃n−1

k=r−1N
A
n−1−k(B

A“ı,“,n−1

0 ) × NA
k−(r−1)(B

A0
“ı,“,k), simply by removing (and adding, in the other

direction of the correspondence) the empty last columns. See Figure 5 for an example. Thus

P

X
X

•
•
•
•
•
•
•
•

•
•

•
•

Q

X
=⇒

P ′

X
X

•
•
•
•
•
•
•
•

Q′

X

Figure 5. An example of a map from Class III to
⋃n−1

k=r−1N
A
n−1−k(B

A“ı,“,n−1

0 )×NA
k−(r−1)(B

A0
“ı,“,k).

the two bijections that we constructed above explains
n
∑

k=r

S“ı,“
n,k(a, b; q, p)s

“ı,“
k,r(a, b; q, p)

=
n−1
∑

k=r−1

S“ı,“
n−1,k(a, b; q, p)s

“ı,“
k,r−1(a, b; q, p)
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= χ(n− 1 = r − 1)

where the last equality comes from the induction hypothesis. �

4.2. Elliptic extension of the Stirling numbers. In the generalized Stirling numbers

S“ı,“
n,k(a, b; q, p) and s“ı,“

n,k(a, b; q, p) considered in Section 4.1, if we set “ı = 0 and “ = 1, we can

consider them as elliptic extensions of the q-Stirling numbers Sq(n, k) and sq(n, k). To be
consistent with the notation for q-Stirling numbers, let us denote

Sa,b;q,p(n, k) := S0,1
n,k(a, b; q, p), sa,b;q,p(n, k) := s0,1n,k(a, b; q, p).

Note that if we let p → 0, a → 0 and b → 0 in this order (or p → 0, b → 0 and a → ∞ in this
order), then the elliptic extensions converge to the q-analogues of the Stirling numbers Sq(n, k)
and sq(n, k). In [dML95], de Médicis and Leroux introduced and studied A-Stirling numbers
which are generalizations of the Stirling numbers of the second and first kind. By setting
wi = [i]a,b;q,p in their setting (see [dML95] for details) we can obtain the elliptic extensions
Sa,b;q,p(n, k) and sa,b;q,p(n, k). In [dML95], the generalizations of convolution formulae has
been studied and proved by using the A-tableaux which are the generalizations of the 0-1-
tableaux. Here, we state the convolution formulae of Sa,b;q,p(n, k) and sa,b;q,p(n, k), and prove

them by using the augmented rook board. Let ca,b;q,p(n, k) = (−1)n−ksa,b;q,p(n, k) denote the
unsigned Stirling numbers of the first kind.

Proposition 4.4. The elliptic extension of the Stirling numbers of the second kind Sa,b;q,p(n, k)
satisfy

Sa,b;q,p(m+ n, k) =

k
∑

i=0

m
∑

j=k−i

(

m

j

)

([i]a,b;q,p)
m−j(Wa,b;q,p(i))

i+j−k

× Sa,b;q,p(n, i)Saq2i,bqi;q,p(j, k − i), (4.11)

Sa,b;q,p(n + 1, k + l + 1) =

n
∑

i=0

n−l−i
∑

j=0

{(

n− i

j

)

(Wa,b;q,p(k + 1))n−l−i−j

×[k + 1]ja,b;q,pSa,b;q,p(i, k)Saq2k+2 ,bqk+1;q,p(n− i− j, l)
}

, (4.12)

and the elliptic extension of the signless Stirling numbers of the first kind ca,b;q,p(n, k) satisfy

ca,b;q,p(m+ n, k) =
k

∑

i=0

m
∑

j=k−i

(

j

k − i

)

([n]a,b;q,p)
j−k+i(Wa,b;q,p(n))

m−j

× ca,b;q,p(n, i)caq2n,bqn;q,p(m, j), (4.13)

ca,b;q,p(n+ 1, k + l + 1) =

n
∑

i=0

n−l−i
∑

j=0

{(

j + l

j

)

(Wa,b;q,p(i+ 1))n−l−i−j

×([i+ 1]a,b;q,p)
jca,b;q,p(i, k)caq2i+2 ,bqi+1;q,p(n− i, j + l)

}

. (4.14)

Proof. Recall that the elliptic extension of the Stirling numbers of the second kind can be
realized if we use the sequences A0,1,n = (0, 1, 1, . . . , 1), B0 = (0, 0, . . . , 0) and sgn(i) = −1 for
all i = 1, . . . , n (and sgn(i) does not matter since bi’s are all zero). Then

Sa,b;q,p(n, k) = MRA
n−k(a, b; q, p;B

A0,1,n

0 ; sgn, sgn)
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where MRA
n−k(a, b; q, p;B

A; sgn, sgn) is defined in (3.12). The weights of the cells in the i-th
column are 1,Wa,b;q,p(1), . . . ,Wa,b;q,p(i− 2) from the bottom, for each i.

We prove (4.11) by considering the augmented board B
A0,1,m+n

0 where B0 has m+ n zeros.

The first n columns can be considered as B
A0,1,n

0 and let us place (n− i) rooks in there. This
takes care of the factor Sa,b;q,p(n, i). Those (n − i) rooks cancel (n − i) cells from the top in
each column to the right of this board, and the (n+1)-st column has i uncancelled cells. Now

we divide the rest of B
A0,1,m+n

0 in two parts: a rectangular shape part with height i in the
bottom, and the rest of the upper part. Let us place (m− j) rooks in the bottom rectangular
part. There are

(

m
m−j

)

=
(

m
j

)

possibilities for choosing columns to place those (m− j) rooks,

and these possible placements of (m − j) rooks give the weight contribution ([i]a,b;q,p)
m−j .

After considering the cancellation of the (m − j) rooks, the rest of the upper part would be

considered as a board B
A0,1,j

0 . We place (j− k+ i) rooks in this board. Note that the weights
of the cells in this board start from Wa,b;q,p(i) in each column and that is why we need the

extra factor (Wa,b;q,p(i))
i+j−k for each rook and the shifts for a and b in Saq2i,bqi;q,p(j, k − i).

See Figure 6 for an example. The convolution in (4.12) can be explained similarly and so we

X
X X

X

X X
X•

•
•
•
•
•
•
•
•
•

•
•
•
•
•
•
•
•
•

•
•
•
•
•
•

•
•
•

•
• •

•
•

•
•

Figure 6. An example of partitioning the board B
A0,1,m+n

0 for m = 9, n = 4,
i = 2, j = 7 and k = 3.

do not provide details.
For the elliptic extension of the Stirling numbers of the first kind sa,b;q,p(n, k), we considered

the augmented board BA0
0,1,n, where B0,1,n = (0, 1, 2, . . . , n− 1), A0 = (0, 0, . . . , 0) and the sign

function sgn(i) = −1 for all i = 1, . . . , n. The weights of the cells in the i-th column are
−1,−Wa,b;q,p(1), . . . ,−Wa,b;q,p(i− 2) from the bottom, and set

sa,b;q,p(n, k) = MRA
n−k(a, b; q, p;B

A0
0,1,n; sgn, sgn).

Since ca,b;q,p(n, k) = (−1)n−ksa,b;q,p(n, k), we can just think that the weight of the cells in
the i-th column are 1,Wa,b;q,p(1), . . . ,Wa,b;q,p(i− 2) from the bottom in the same augmented
board and set

ca,b;q,p(n, k) = MRA
n−k(a, b; q, p;B

A0
0,1,n; sgn, sgn).

Note that since there are no cells in the upper augmented part, namely ai = 0 for all i, the
rooks placed in this board do not cancel any other cells.

Now we prove (4.13). We consider BA0
0,1,m+n and partition the augmented board in three

parts: the staircase board of the first n-columns BA0
0,1,n, the rectangular shape board of size
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[n]× [m] to the right and bottom of this first part, and the staircase board BA0
0,1,m which sits on

top of the rectangular shape board. We place (n− i) rooks in the first part and this procedure
contributes ca,b;q,p(n, i) factor. Then we move to the third part and place (m − j) rooks in

BA0
0,1,m. Since the weight of the bottom cell is Wa,b;q,p(n) in each column of this board, we have

to replace a and b by aq2n and bqn, respectively, and the possible placements of (m− j)-rooks
in the third part give (Wa,b;q,p(n))

m−jcaq2n,bqn;q,p(m, j). After placing (m − j) rooks in the
upper staircase board part, there are j many empty columns in the rectangular shape part.
We place (j − k + i) rooks there. There are

(

j
j+i−k

)

=
(

j
k−i

)

choices for choosing the columns

to place rooks and those rook placements contribute ([n]a,b;q,p)
j−k+i to the weight sum. This

explains all the terms in (4.13). A similar argument applies to (4.14) for which we omit the
details. �

4.3. Elliptic extension of the α-parameter model. In [GH00], Goldman and Haglund
introduced generalized rook models, called i-creation model and α-parameter model, which
we briefly review first. Given a Ferrers board B and a file placement P ∈ Fk(B), we assign
weights to the rows containing rooks as follows. If there are u rooks in a given row, then the
weight of this row is

{

1 if 0 ≤ u ≤ 1,

α(2α − 1)(3α − 2) · · · ((u− 1)α − (u− 2)), if u ≥ 2.

The weight of a placement P , wt(P ), is the product of the weights of all the rows. Then for
a Ferrers board B, set

r
(α)
k (B) =

∑

P∈Fk(B)

wt(P ).

Note that for α = 0, r
(0)
k (B) reduces to the original rook number. If α is a positive integer i,

r
(i)
k (B) is the i-creation rook number which counts the number of i-creation rook placements
of k rooks on B. The i-creation rook placement is defined as follows: we first choose the
columns to place the rooks. Then as we place rooks from left to right, each time a rook is
placed, i new rows are created drawn to the right end and immediately above where the rook
is placed.

In this setting Goldman and Haglund [GH00] proved the α-factorization theorem. Given a
Ferrers board B = B(b1, . . . , bn),

n
∏

j=1

(z + bj + (j − 1)(α − 1)) =

n
∑

k=0

r
(α)
k (B)z(z + α− 1) · · · (z + (n− k − 1)(α− 1)). (4.15)

Goldman and Haglund also defined the q-analogue of r
(α)
k (B) by assigning q-weights to the

cells in B. For a cell c ∈ B, let v(c) be the number of rooks strictly to the left of, and in the
same row as c. Then define the weight of c to be

wt(c) =











1, if there is a rook above and in the same column as c,

[(α− 1)v(c) + 1]q, if c contains a rook,

q(α−1)v(c)+1, otherwise.

For a placement P ∈ Fk(B), define the weight of P to be

wt(α)(P ) =
∏

c∈B

wt(c)
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and

r
(α)
k (q;B) =

∑

P∈Fk(B)

wt(α)(P ).

Then one has the q-analogue of the α-factorization theorem
n
∏

j=1

[z + bj + (j − 1)(α− 1)]q =

n
∑

k=0

r
(α)
n−k(q;B)[z]q [z + α− 1]q · · · [z + (k − 1)(α− 1)]q. (4.16)

Now, we construct an elliptic extension of (4.16). Set Aα,n = (0, α − 1, . . . , α− 1), Bα,n =
(b1, b2 + α − 1, b3 + 2(α − 1), . . . , bn + (n − 1)(α − 1)), for b1 ≤ b2 ≤ · · · ≤ bn, and sgn(i) =
sgn(i) = 1 for all i = 1, . . . , n. In this setting, (3.14) becomes

n
∏

j=1

[z + bj + (j − 1)(α − 1)]
aq

−2(bj+(j−1)(α−1))
,bq

−bj−(j−1)(α−1);q,p

=
n
∑

k=0

RA
n−k(a, b; q, p;B

Aα ,n
α,n , sgn, sgn)

k
∏

i=1

[z + (i− 1)(α − 1)]aq−2(i−1)(α−1) ,bq−(i−1)(α−1);q,p.

(4.17)

The coefficient RA
k (a, b; q, p;B

Aα,n
α,n , sgn, sgn) can be considered as an elliptic extension of

r
(α)
k (q;B).

Remark 4.5. In [GH00], Goldman and Haglund mentioned that in the case α = 2 and the
staircase board Stn = B(0, 1, 2, . . . , n− 1),

r
(2)
k (q;Stn) = q(

n−k
2 )

[

n+ k − 1
2k

]

q

k
∏

j=1

[2j − 1]q.

If we set A2,n = (0, 1, . . . , 1), B2,n = (0, 2, 4, . . . , 2(n − 1)) and sgn(i) = sgn(i) = 1, for all

i = 1, . . . , n, then RA
k (a, b; q, p;B

A2,n

2,n , sgn, sgn) is an elliptic extension of r
(2)
k (q;Stn). Unfor-

tunately RA
k (a, b; q, p;B

A2,n

2,n , sgn, sgn) does not have a closed form. However, in the limiting
case p → 0 and b → 0 in this order, we have

RA
k (a, 0; q, 0;B

A2,n

2,n , sgn, sgn)

= q−(
n+k
2 )+k(k+2)

[

n+ k − 1
2k

]

q

k
∏

j=1

[2j − 1]q
(aq3−2n+2k; q2)n−k(aq

1−2n; q2)k
(aq5−4n; q4)n

. (4.18)

Note that by dividing the cases when there is a rook in the last column or not, we can derive

the following recursion for RA
k (a; q;B

A2,n

2,n , sgn, sgn) := RA
k (a, 0; q, 0;B

A2,n

2,n , sgn, sgn)

RA
k (a; q;B

A2,n

2,n , sgn, sgn) =
Wa;q(−n+ k + 1)

Wa;q(2− 2n)
RA

k (a; q;B
A2,n−1

2,n−1 , sgn, sgn)

+
Wa;q(2− 2n)[n+ k − 2]aq2(2−2n) ;q

Wa;q(2− 2n)
RA

k−1(a; q;B
A2,n−1

2,n−1 , sgn, sgn). (4.19)

Here

Wa;q(k) =
(1− aq1+2k)

(1− aq)
q−k, [n]a;q =

(1− qn)(1 − aqn)

(1− q)(1 − aq)
q1−n.
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The coefficients Wa;q(−n + k + 1) in the first term and Wa;q(2 − 2n) in the denominators in
both terms are from the extra factors multiplied to MRA

k (a; q;B
A, sgn, sgn) in the definition

of RA
k (a; q;B

A2,n

2,n , sgn, sgn) in (3.13), and the factor Wa;q(2 − 2n)[n + k − 2]aq2(2−2n) ;q in the

second term comes from placing a rook in the last column of B
A2,n

2,n . The weights assigned to
the cells in the base part are

Wa;q(−1),Wa;q(−2), . . . ,Wa;q(2− 2n)

reading from the bottom, and the weights of the cells in the upper augmented part are

−Wa;q(1− n),−Wa;q(2− n), . . . ,−Wa;q(−2),−Wa;q(−1)

reading from the top. Since the (k− 1) rooks placed in the left (n− 1) columns cancel (k− 1)
cells from the top, the last rook can be placed in the cells in the base part and the (n − k)
cells in the upper augmented part, counting from the bottom. Then the sum of the weights is

(Wa;q(−1) +Wa;q(−2) + · · · +Wa;q(2− 2n))

+ (−Wa;q(−1)−Wa;q(−2)− · · · −Wa;q(−n+ k))

= Wa;q(−n+ k − 1) + · · · +Wa;q(2− 2n)

= Wa;q(2− 2n)(1 +Waq2(2−2n);q(1) + · · · +Waq2(2−2n) ;q(n+ k − 3))

= Wa;q(2− 2n)[n + k − 2]aq2(2−2n) ;q.

Note that we used the identity (3.4b). Finally, by appealing to the explicit recursion for

RA
k (a; q;B

A2,n

2,n , sgn, sgn) in (4.19), the formula (4.18) is readily proved by induction.
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