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Abstract

A graph G is said to be 1-perfectly orientable if it has an orientation such that for every
vertex v ∈ V (G), the out-neighborhood of v in D is a clique in G. In 1982, Skrien posed the
problem of characterizing the class of 1-perfectly orientable graphs. This graph class forms a
common generalization of the classes of chordal and circular arc graphs; however, while polyno-
mially recognizable via a reduction to 2-SAT, no structural characterization of this intriguing
class of graphs is known. Based on a reduction of the study of 1-perfectly orientable graphs
to the biconnected case, we characterize, both in terms of forbidden induced minors and in
terms of composition theorems, the classes of 1-perfectly orientable K4-minor-free graphs and
of 1-perfectly orientable outerplanar graphs. As part of our approach, we introduce a class of
graphs defined similarly as the class of 2-trees and relate the classes of graphs under considera-
tion to two other graph classes closed under induced minors studied in the literature: cyclically
orientable graphs and graphs of separability at most 2.

1 Introduction

We consider the graphs having an orientation that is an out-tournament, that is, a digraph in
which the out-neighborhood of every vertex induces an orientation of a (possibly empty) complete
graph. Following the terminology of Kammer and Tholey [20], we say that an orientation of a
graph is 1-perfect if the out-neighborhood of every vertex induces a tournament, and that a graph
is 1-perfectly orientable if it has a 1-perfect orientation. The notion of 1-perfectly orientable graphs
was introduced by Skrien in 1982 [25]. He referred to them under the name {B2}-graphs and posed
the problem of characterizing this graph class. It is known that 1-perfectly orientable graphs can
be recognized in polynomial time via a reduction to 2-SAT [1, Theorem 5.1]. A polynomial time
algorithm for recognizing 1-perfectly orientable graphs that works directly on the graph was given
by Urrutia and Gavril [27]. An arc reversal argument shows that 1-perfectly orientable graphs
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are exactly the graphs that admit an orientation that is an in-tournament; such orientations were
called fraternal orientations in several papers [12–15,21,22,27].

While a structural understanding of 1-perfectly orientable graphs is still an open question,
partial results are known. Bang-Jensen et al. [1] (see also [23]) gave characterizations of 1-perfectly
orientable line graphs and of 1-perfectly orientable triangle-free graphs, and showed that every
graph representable as the intersection graph of connected subgraphs of unicyclic graphs is 1-
perfectly orientable. This implies that all chordal graphs and all circular arc graphs are 1-perfectly
orientable, as observed already in [27] and in [25], respectively. Bang-Jensen et al. also showed
that every graph having a unique induced cycle of order at least 4 is 1-perfectly orientable. The
subclass of 1-perfectly orientable graphs consisting of graphs that admit an orientation that is both
an in-tournament and an out-tournament was characterized in [25] (see also [19]) as precisely the
class of proper circular arc graphs. A characterization of 1-perfectly orientable graphs in terms of
edge clique covers and characterizations of 1-perfectly orientable co-bipartite graphs and cographs
were obtained recently by Hartinger and Milanič [18].

Overview of our results and approach. In this paper we prove various structural properties
of 1-perfectly orientable graphs and apply them to derive our main results: characterizations of
1-perfectly orientable graphs within K4-minor-free graphs and outerplanar graphs, respectively. In
both cases (Theorems 5.4 and 6.1), characterizations include a complete description of the set of
forbidden induced minors as well as a composition result. To obtain these results, we split the study
of the structure of connected 1-perfectly orientable graphs into two natural cases – biconnected
graphs and graphs with cut vertices. In the latter case, it turns out that all but possibly one block
in a graph need to have the additional property that the corresponding induced subgraph has a
1-perfect orientation with a sink, that is, a vertex with empty out-neighborhood. These two cases
as a rule yield two different structural results for 1-perfectly orientable graphs within a given class
of graphs, one for the biconnected case and the other for the general case. The general case is then
reduced to the study of biconnected 1-perfectly orientable rooted graphs, where the root plays the
role of the (unique) sink in some 1-perfect orientation of the graph. Two classes come forth in
the investigation of 1-perfectly orientable K4-minor-free graphs; these are the well-known class of
2-trees and the newly introduced class of non-chordal graphs, which are obtainable by a similar
inductive construction as 2-trees and which we call hollowed 2-trees.

The known and new results on the relationships between the graph classes studied in this paper
are summarized in the Hasse diagram on Fig. 1.

Organization of the paper. In Section 2 we fix the notation and state some preliminary results
for later use; in particular, a result from [18] gives a long list of forbidden induced minors for the
class of 1-perfectly orientable graphs. In this section we also prove some preparatory results for later
use; for instance, cyclically orientable graphs are characterized as exactly the {K4,K2,3}-induced-
minor-free graphs and it is proved that every 1-perfect orientation of a connected graph contains
at most one sink. In Section 3 the possible 1-perfect orientations of graphs with cut-vertices are
analyzed. As a by-product, connected 1-perfectly orientable block-cactus graphs are characterized
as exactly those block-cactus graphs in which at most one block is not complete. In Section 4 we
introduce the class of hollowed 2-trees and present several properties of 2-trees and of hollowed
2-trees needed for the investigation of 1-perfectly orientable graphs within the class of K4-minor-
free graphs. Finally, in Sections 5 and 6 we consider K4-minor-free graphs and outerplanar graphs,
respectively, and prove several characterizations of 1-perfectly orientable graphs within those graph
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K4-minor-free
= treewidth ≤ 2
= K4-induced-minor-free

separability ≤ 2
= {K2,3, F13, F14, F15}-induced-minor-free

cyclically orientable
= K4-minor-free of separability ≤ 2
= {K4,K2,3}-induced-minor-free

outerplanar
= {K4,K2,3}-minor-free
= {K4,K2,3,K

+
2,3}-induced-minor-free

1-perfectly orientable outerplanar
= {K4,K2,3,K

+
2,3, F1, F2}-induced-minor-free

1-perfectly orientable K4-minor-free

= {K4,K2,3, F1, F2}-induced-minor-free
= 1-perfectly orientable cyclically orientable

1-perfectly orientable
= ?-induced-minor-free

Figure 1: Hasse diagram of inclusion relations between induced-minor-closed graph classes consid-
ered in this paper, summarizing known results and results obtained in this paper.

classes. We conclude in Section 7 with an observation that 1-perfectly orientable planar graphs are
of bounded treewidth and pose a related open problem, the answer to which could lead to further
insights on the structure of 1-perfectly orientable graphs.

2 Preliminaries

In this section, we review the basic notation and definitions, recall the basic properties of some
graph classes relevant to our study, and prove some preliminary results.

We use standard graph theory notation. All graphs considered in this paper will be finite and
simple but can be either undirected or directed; accordingly, we will refer to them as graphs or as
digraphs, respectively. Given a graph G and a subset S of its vertices, the subgraph of G induced by
S is the graph denoted by G[S] and defined as (S, {{u, v} : u, v ∈ S and {u, v} ∈ E(G)}). Induced
subgraphs of directed graphs are defined analogously. A subset of vertices in a graph is called a
clique if it induces a complete graph. The distance between two vertices u and v in an undirected
connected graph G is denoted by dG(u, v) and defined as the minimum length (that is, number of
edges) of a u,v-path in G. A cut vertex in a connected graph G is a vertex v such that the graph
G − v is disconnected. A graph G is biconnected if it is connected and has no cut vertices, and
2-connected if it is biconnected and has at least 3 vertices. A block of a graph G is a maximal
biconnected subgraph of G. Every connected graph decomposes into a tree of blocks called the
block tree of the graph. The vertex set of the block tree T of G is the set B ∪ C where B is the
set of blocks of G and C is the set of cut vertices of G; a block B ∈ B and a cut vertex v ∈ C are
connected by en edge in T if and only if v ∈ V (B). Blocks of G that are leaves of T are called end
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blocks of G. Every leaf of the block tree T is a block of G, thus every graph with a cut vertex has
at least two end blocks. A sink in a directed graph is a vertex of out-degree zero. A directed graph
is said to be sink-free if it has no sinks.

Minors and induced minors. A graph H is said to be a minor of a graph G if H can
be obtained from G by a series of vertex deletions, edge deletions, and edge contractions, or,
equivalently, if there exists an minor model of H in G, that is, a collection {Sv : v ∈ V (H)}
of pairwise disjoint subsets of V (G) each inducing a connected subgraph such that for every two
adjacent vertices u and v of H, we have {x, y} ∈ E(G) for some x ∈ Su and y ∈ Sv. A graph H
is said to be an induced minor of G if H can be obtained from G by a series of vertex deletions
and edge contractions, or, equivalently, if there exists an induced minor model of H in G, that
is, a collection {Sv : v ∈ V (H)} of pairwise disjoint subsets of V (G) each inducing a connected
subgraph such that for every two distinct vertices u and v of H, we have {u, v} ∈ E(H) if and only
if {x, y} ∈ E(G) for some x ∈ Su and y ∈ Sv.

Given a set F of graphs, a graph G is said to be F-minor-free if no minor of G is isomorphic
to a member of F . Every minor-closed class G of graphs can be uniquely characterized in terms of
forbidden minors. That is, there exists a unique set F of graphs such that: (i) a graph G is in G if
and only if G is F-minor-free, and (ii) every proper minor of every graph in F is in G. The notions
of F-induced-minor-free graphs and of forbidden induced minors are defined analogously, with
respect to the induced minor relation. For minor-closed graph classes, the sets of forbidden minors
are always finite, while in the case of induced-minor-closed graph classes, the sets of forbidden
induced minors can be either finite or infinite. Given two graphs G and H, we say that G is H-free
(H-minor-free, resp., H-induced-minor-free) if no induced subgraph of G (no minor of G, resp., no
induced minor of G) is isomorphic to H.

Note that for every graph H an induced minor model of H in G is also a minor model of it, and
if H is a complete graph, then the converse holds as well. In particular, for H = K4, this implies
that a graph G is K4-minor-free if and only if it is K4-induced-minor-free. Moreover, if H is a
graph of maximum degree at most three and G is any graph, then H is isomorphic to a minor of G
if and only if G contains a subgraph isomorphic to a subdivision of H. In particular, for H = K4

we obtain that a graph G is K4-minor-free if and only if it does not contain a subgraph isomorphic
to a subdivision of K4.

Chordal graphs. A graph G is said to be chordal if it is Ck-free for all k ≥ 4. A vertex in a
graph G is simplicial if its neighborhood forms a clique. A perfect elimination ordering in a graph
is a linear ordering of the vertices of the graph such that, for each vertex v, the neighbors of v that
occur after v in the order form a clique. Fulkerson and Gross showed that graph is chordal if and
only if it has a perfect elimination ordering [11]; equivalently, if it can be reduced to the one-vertex
graph by a sequence of simplicial vertex removals. Note that the class of chordal graphs is closed
both under vertex deletions and edge contractions, hence it is also closed under induced minors.
Consequently, a graph G is chordal if and only if it is C4-induced-minor-free.

For further background on graph theory we refer the reader to [7, 29].

2.1 Preliminaries on 1-perfectly orientable graphs, graphs of separability at
most 2, cyclically orientable graphs, and outerplanar graphs

The class of 1-perfectly orientable graphs is closed under induced minors [18]. The characterization
of the class of 1-perfectly orientable graphs in terms of forbidden induced minors is not known;
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a partial answer is given in the following theorem.

Theorem 2.1 (Hartinger and Milanič [18]). Let F = {F1, F2, F5, . . . , F12} ∪ F3 ∪ F4, where:

• graphs F1, F2 are depicted in Fig. 2, and

• F3 = {C2k | k ≥ 3}, the set of complements of even cycles of length at least 6,

• F4 = {K2 + C2k+1 | k ≥ 1}, the set of complements of the graphs obtained as the disjoint
union of K2 and an odd cycle,

• for i ∈ {5, . . . , 12}, graph Fi is the complement of the graph Gi−4, depicted in Fig. 2.

Then, every 1-perfectly orientable graph is F-induced-minor-free.

F1 F2

G1 = F5

F4 = K2 + C3F3 = C6

G2 = F6 G3 = F7 G4 = F8

G5 = F9 G6 = F10 G7 = F11 G8 = F12

Figure 2: Four non-1-perfectly orientable graphs and 8 complements of non-1-perfectly orientable
graphs. Graphs F3 and F4 are the smallest members of families F3 and F4, respectively.

An orientation of a cycle is said to be cyclic if it has no sink. The following simple observation
about 1-perfectly orientable graphs is also from [18].

Lemma 2.2. In every 1-perfect orientation of a graph G, every induced cycle of G of length at
least 4 is oriented cyclically.
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For a positive integer k, graphs of separability at most k were defined by Cicalese and Milanič
in [5] as the graphs in which every two non-adjacent vertices are separated by a set of at most k
other vertices. Several characterizations of graphs of separability at most 2 were given in [5]. In
the next theorem we summarize those relevant to this paper (Theorems 1 and 9 in [5]). We say
that a graph G is obtained from two graphs G1 and G2 by pasting along a k-clique, and denote
this by G = G1⊕kG2, if for some r ≤ k there exist two r-cliques K(1) = {x1, . . . , xr} ⊆ V (G1) and
K(2) = {y1, . . . , yr} ⊆ V (G2) such that G is isomorphic to the graph obtained from the disjoint
union of G1 and G2 by identifying each xi with yi, for all i = 1, . . . , r. In particular, if k = 0, then
G1 ⊕k G2 is the disjoint union of G1 and G2, and if k = 1, then the graph G1 ⊕k G2 has a cut
vertex.

Theorem 2.3 (Cicalese-Milanič [5]). For every graph G, the following statements are equivalent.

1. G is of separability at most 2.

2. G is {K2,3, F13, F14, F15}-induced-minor-free, where K2,3, F13, F14, F15 are the four graphs de-
picted in Fig. 3.

3. G can be constructed from complete graphs and cycles by an iterative application of pasting
along 2-cliques.

K2,3 = F4 F13 F14 F15

Figure 3: Forbidden induced minors for the class of graphs of separability at most 2

A graph G is said to be cyclically orientable if it admits an orientation in which every chordless
cycle is oriented cyclically. Motivated by applications of cyclically orientable graphs to cluster
algebras, this family of graphs was introduced by Barot et al. [2] and studied further by Gurvich [17]
and Zou [30]. The following theorem combines [17, Theorems 1 and 4] and [26, Theorem 1].

Theorem 2.4 (Gurvich [17]; Speyer [26]). For every graph G, the following statements are equiv-
alent:

1. G is cyclically orientable.

2. G can be built from copies of K1, K2, and cycles by an iterative application of pasting along
2-cliques.

3. G is a K4-free graph of separability at most 2.

As a consequence, we obtain the following.

Corollary 2.5. If G is biconnected and cyclically orientable, then G can be build from cycles by
an iterative application of pasting along edges.
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The following is [17, Lemma 2].

Lemma 2.6 (Gurvich [17]). Cyclically orientable graphs contain no subgraphs isomorphic to a
subdivision of K4.

A graph G is outerplanar if it can be drawn in the plane without edge crossings and with all
vertices incident with the outer face. Outerplanar graphs are exactly the {K4,K2,3}-minor-free
graphs [4]. The following characterization in terms of forbidden induced minors is an immediate
consequence of the characterization in terms of forbidden minors. We denote by K+

2,3 the graph
obtained from K2,3 by adding an edge between the two vertices of degree 3.

Proposition 2.7. For every graph G, the following statements are equivalent:

1. G is outerplanar.

2. G is {K4,K2,3,K
+
2,3}-induced-minor-free.

Proof. Since none of the graphs K4, K2,3, K
+
2,3 is outerplanar (as it has either a K4 or a K2,3 as a

minor), the class of outerplanar graphs is contained in the class of {K4,K2,3,K
+
2,3}-induced-minor-

free graphs. Conversely, we will show that every {K2,3,K
+
2,3,K4}-induced-minor-free graph G is

{K4,K2,3}-minor-free (and hence outerplanar). Indeed, suppose that G contains H ∈ {K4,K2,3}
as a minor. If H = K4 then G contains K4 as induced minor, which is impossible. So H = K2,3.
Consider a minor model S = {Sv : v ∈ V (K2,3)} of K2,3 in G and let x and y be the two vertices of
degree 3 in K2,3. To avoid that S is an induced minor model of K2,3 in G, we infer that G has an
edge {x, y} for some x ∈ Su and y ∈ Sv. This implies that either K+

2,3 or K4 is an induced minor
of G, contrary to the assumption.

2.2 Preparatory results

The above results imply the following characterization of cyclically orientable graphs in terms of
forbidden induced minors.

Theorem 2.8. For every graph G, the following statements are equivalent:

1. G is cyclically orientable.

2. G is {K4,K2,3}-induced-minor-free.

Proof. We first argue that the class of cyclically orientable graphs is closed under induced minors.
It is clearly closed under vertex deletions. To see that it is also closed under edge contractions, recall
that by Theorem 2.4 G is cyclically orientable if and only if G is a K4-free graph of separability
at most 2. Since the class of graphs of separability at most 2 is closed under induced minors
(cf. Theorem 2.3), contracting an edge of a cyclically orientable graph G results in a graph G′ of
separability at most 2. By Lemma 2.6, G does not contain any subdivision of K4 (as a subgraph),
which is equivalent to the fact that G does not contain K4 as a minor. Since contracting an edge
cannot produce a K4 minor, graph G′ has no K4 minor, in particular, it is K4-free. Thus, G′ is
cyclically orientable by Theorem 2.4.

Since the class of cyclically orientable graphs is closed under induced minors and the graphs
K4 and K2,3 are not cyclically orientable, the implication 1⇒ 2 follows. Suppose now that G is a
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{K4,K2,3}-induced-minor-free graph. Since each of the graphs in the set {F13, F14, F15} (cf. Fig. 3)
can be contracted to a K4, the class of {K4,K2,3}-induced-minor-free graphs is a subclass of the
class of {K2,3, F13, F14, F15}-induced-minor-free graphs. It follows from Theorem 2.3 that every
{K4,K2,3}-induced-minor-free graph is a K4-free graph of separability at most 2. The implication
2⇒ 1 now follows from Theorem 2.4.

We conclude this section with two lemmas, one regarding sinks in 1-perfect orientations of
connected graphs and one characterizing 1-perfect orientations of trees.

Lemma 2.9. Every 1-perfect orientation of a connected graph has at most one sink.

Proof. Let D be a 1-perfect orientation of a connected graph G with two sinks x and y. Suppose
for a contradiction that x 6= y. Let P = (x = v0, v1, . . . , vk = y) be a shortest x,y-path in G.
Since v0 = x is a sink, the edge {v0, v1} is oriented as v1 → v0 in D. This implies that there is
a unique maximum index j ∈ {1, . . . , k} such that (vj , vj−1) is an arc of D. Since y is a sink, the
edge {vk−1, vk} is oriented as vk−1 → vk in D, which implies j < k. The definition of j implies that
(vj+1, vj) is not an arc of D. Hence (vj , vj+1) is an arc of D. Since the out-neighborhood of vj in
D is a clique in G, vertices vj−1 and vj+1 are adjacent, contradicting the minimality of P .

An in-tree is a directed graph D that has a vertex r called the root such that for every vertex
v ∈ V (D), there is exactly one directed path from v to r. Equivalently, an in-tree is a directed
rooted tree in which all arcs point towards the root (that is, for every edge {x, y} of the underlying
undirected tree T , we have that (x, y) is an arc of D if and only if dT (x, r) < dT (y, r)). It is easy
to see in every in-tree D, every vertex v ∈ V (D) satisfies d+D(v) = 1, except for the root r, which
is a sink.

Lemma 2.10. Let T be a tree and let D be an orientation of T . Then, D is 1-perfect if and only
if D is an in-tree. Moreover, for every vertex r ∈ V (T ) there exists a 1-perfect orientation D of T
such that r is the root of the in-tree D.

Proof. If D is an in-tree then the fact that D is a 1-perfect orientation of T follows from the fact
that every vertex v ∈ V (T ) satisfies d+D(v) ≤ 1.

Suppose now that D is a 1-perfect orientation of T . Then d+D(v) ≤ 1 for all vertices v ∈ V (T ).
By Lemma 2.9, D has at most one sink. If D does not have any sink, then for every vertex v of
T , we have d+D(v) = 1, which implies that the total number of arcs in D equals |V (D)| = |V (T )|,
contrary to the fact that T is acyclic. It follows that D has a unique sink, say r. We claim that D
is an in-tree with root r, that is, for every vertex v ∈ V (D) there is exactly one directed path from
v to r. Since D is an orientation of a tree, for every vertex v ∈ V (T ) there is at most one directed
path from v to r. Clearly, for v = r there is a unique v,r-directed path. Since every vertex v that
is not the root has a unique out-neighbor and D has no directed cycles, any maximal path from v
ends in the root.

The last statement of the lemma is immediate since, given a vertex r ∈ V (T ), orienting all
edges of T towards r results in an in-tree with root r.

3 Reduction to the biconnected case

Since a graph is 1-perfectly orientable if and only if each component of G is 1-perfectly orientable,
in the study of 1-perfectly orientable graphs we may restrict our attention to connected graphs. In
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this section, we analyze to what extent the study of 1-perfectly orientable graphs can be reduced
to the biconnected case. It turns out that biconnectivity comes at a price: the study of slightly
more general structures is required, namely of pairs (G, v) where G is a biconnected 1-perfectly
orientable graph having a 1-perfect orientation D such that v is a sink in D.

Definition 3.1. A rooted graph is a pair (G, v), denoted also by Gv, such that G is a graph and
v ∈ V (G). A rooted graph Gv is said to be connected (resp., biconnected) if G is connected (resp.,
biconnected), and 1-perfectly orientable if G has a 1-perfect orientation in which v is a sink.

We summarize the reduction to biconnected rooted graphs in the following theorem. Given
a tree T and a vertex r ∈ V (T ), the 1-perfect orientation of T in which r is the unique sink
(cf. Lemma 2.10) will be referred to as the r-rooted orientation of T .

Theorem 3.2. Let G be a connected graph with a cut vertex, let B and C be the sets of blocks and
cut vertices of G, respectively, and let T be the block tree of G. Then, G is 1-perfectly orientable if
and only if one of the following conditions holds:

1. There exists a block Br of G such that Br is 1-perfectly orientable and for every arc
(B, v) ∈ B × C of the Br-rooted orientation of T , the rooted graph Bv is 1-perfectly orientable.

2. There exists a cut vertex vr of G such that for every arc (B, v) ∈ B × C of the vr-rooted
orientation of T , the rooted graph Bv is 1-perfectly orientable.

Proof. Necessity. Suppose first that G is 1-perfectly orientable, and let D be a 1-perfect orientation
of G. Consider the orientation TD of the block tree T defined by orienting any edge {v,B} of T
(with v ∈ C and B ∈ B) as B → v if and only if v is a sink in the subgraph of D induced by V (B).

We claim that for every node x of the block tree T , we have d+TD
(x) ≤ 1. If x = B is a block of

G, then the inequality d+TD
(B) ≤ 1 follows from Lemma 2.9. So let x = v be a cut vertex of G and

suppose for a contradiction that d+DT
(v) ≥ 2. Then there exist two blocks B and B′ of G containing

v such that v is not a sink in the subgraph of D induced by X for any X ∈ {V (B), V (B′)}. It
follows that the out-neighborhood of v in D contains a vertex from V (B) \ {v} and a vertex from
V (B′)\{v}. As these two vertices are not adjacent in G, this contradicts the fact that D is 1-perfect.

Since every node of TD is of out-degree at most 1, TD is a 1-perfect orientation of T . Lemma 2.10
implies that orientation TD is an in-tree. As there are two types of nodes in T , the blocks of G and
the cut vertices of G, the unique sink of TD can be either a block of G or a cut vertex. Suppose
first that the unique sink of TD is a block of G, say Br. Then TD is the Br-rooted orientation of
T . Since the subgraph of D induced by V (Br) is a 1-perfect orientation of Br, it follows that Br is
1-perfectly orientable. Moreover, for every arc (B, v) ∈ B×C of TD, the subgraph of D induced by
V (B) is 1-perfect orientation of B in which v ∈ V (B) is a sink, which implies that Bv is 1-perfectly
orientable. Thus, condition 1 holds in this case. A similar argument shows that condition 2 holds
if the unique sink of TD is a cut vertex of G.

Sufficiency. We now show that each of the two conditions is sufficient for G to be 1-perfectly
orientable.

First, suppose that condition 1 holds, that is, there exists a block Br of G such that Br is
1-perfectly orientable and for every arc (B, v) ∈ B × C of the Br-rooted orientation of T , the
rooted graph Bv is 1-perfectly orientable. Fix a 1-perfect orientation DBr of Br and, for every arc
(B, v) ∈ B × C of the Br-rooted orientation of T , fix a 1-perfect orientation DB of B in which v
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is a sink. Note that since every block B 6= Br is of out-degree 1 in the Br-rooted orientation of T ,
each of the blocks of G is oriented by exactly one of the above |B| orientations. Since each edge of
G lies in a unique block of G, combining the above orientations defines a unique orientation of G,
say D. We claim that D is a 1-perfect orientation of G. Every vertex v ∈ V (G) that is not a cut
vertex belongs to a unique block, say B, and therefore N+

D (v) = N+
DB

(v). Since DB is a 1-perfect

orientation of B, the set N+
DB

(v) is a clique in B, and hence also a clique in G. If v ∈ V (G) is a cut
vertex, then there is a unique block B of G such that (v,B) is an arc of the Br-rooted orientation
of T , which means that for every block B′ containing v other than B, the vertex v is a sink in DB′ .
Again we obtain that N+

D (v) = N+
DB

(v), hence this set is a clique in G. This shows that D is a
1-perfect orientation of G, showing that G is 1-perfectly orientable.

The proof in the case when condition 2 holds is very similar. Suppose that there is a cut vertex
vr of G such that for every arc (B, v) ∈ B × C of the vr-rooted orientation of T , the rooted graph
Bv is 1-perfectly orientable. For every such arc (B, v), fix a 1-perfect orientation DB of B in which
v is a sink. In this case, every block B of G is of out-degree 1 in the vr-rooted orientation of T
and combining the above |B| orientations defines a unique orientation of G, say D. Arguments
analogous to those in the above paragraph show that D is a 1-perfect orientation of G, hence G is
1-perfectly orientable in this case too. This completes the proof.

As an immediate consequence of the previous theorem, we obtain the following side result: a
characterization of 1-perfectly orientable block-cactus graphs. A block-cactus graphs is a graph such
that all its blocks are either cycles or complete graphs. A rooted extension of a graph G is a rooted
graph Gv for any v ∈ V (G).

Corollary 3.3. A connected block-cactus graph G is 1-perfectly orientable if and only if at most
one block of G is a cycle of length at least four.

Proof. Let G be a connected block-cactus graph. Then each block of G is a cycle or a complete
graph, hence 1-perfectly orientable. If G is 2-connected, then G has only one block and the condition
from the corollary is trivially satisfied. Suppose now that G has a cut-vertex. Graph G has blocks
of two types: blocks that are complete – for which every rooted extension is 1-perfectly orientable
– and blocks that are not complete – which are cycles of length at least four, and for which, by
Lemma 2.2, no rooted extension is 1-perfectly orientable. The two conditions from Theorem 3.2
are now easily seen to be equivalent to the following two conditions, respectively: (1) there exists
a block B of G such that all blocks of G other than B are complete, and (2) all blocks of G are
complete. Clearly, at least one of these two conditions holds if and only if at most one block of G
is a cycle of length at least four.

We also prove a lemma on chordal graphs for later use.

Lemma 3.4. Every rooted extension of a chordal graph is 1-perfectly orientable.

Proof. Let G be a chordal graph and v ∈ V (G). Since G is chordal, it has a perfect elimination or-
dering, that is, a linear ordering σ = (v1, . . . , vn) of the vertices of G such that for all i ∈ {1, . . . , n},
vertex vi is a simplicial vertex in the subgraph of G induced by {v1, . . . , vn}. Moreover, the perfect
elimination orderings of G are exactly the sequences of the form (σ′, vn) where vn is a simplicial
vertex of G and σ′ is a perfect elimination ordering of G− vn.

We claim that G has a perfect elimination ordering σ = (v1, . . . , vn) such that v = v1. As
observed already by Dirac [8], every minimal separator in a chordal graph is a clique, which implies
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that every chordal graph is either complete or has a pair of non-adjacent simplicial vertices. It
follows that every chordal graph with at least two vertices has a pair of perfect elimination orderings
σ = (u1, . . . , un) and σ′ = (u′1, . . . , u

′
n) such that un 6= u′n. In particular, one can construct a

perfect elimination ordering (v1, . . . , vn) of G by iteratively deleting simplicial vertices (and at the
end reversing the order of deleted vertices) so that vertex v is deleted only at the very end, that is,
so that v = v1, as claimed.

Let σ = (v1, . . . , vn) be a perfect elimination ordering of G such that v = v1. Orienting the
edges of G as vi → vj if and only if i > j result in a 1-perfect orientation of G in which v is a sink,
showing that Gv is 1-perfectly orientable.

4 Hollowed 2-trees

It is well known that trees can be constructed recursively as follows: (i) K1 is a tree, (ii) a graph
obtained from a tree by adding to it a vertex of degree 1 is a tree, and (iii) there are no other trees.
The class of 2-trees is defined in a similar way: (i) K2 is a 2-tree, (ii) a graph obtained from a 2-tree
by adding to it a simplicial vertex of degree 2 is a 2-tree, and (iii) there are no other 2-trees. We
now consider the following extension of the notion of 2-trees.

Definition 4.1. A hollowed 2-tree is defined as follows: (i) any cycle of length at least four is a
hollowed 2-tree, (ii) a graph obtained from a hollowed 2-tree by adding to it a simplicial vertex of
degree 2 is a hollowed 2-tree, and (iii) there are no other hollowed 2-trees.

The name of this graph class relates to the fact that a hole in a graph G often refers to an induced
cycle of length at least four in G. Every hollowed 2-tree has a unique hole (and, in particular, is
not a 2-tree).

Note that all 2-trees and all hollowed 2-trees are biconnected. They will play an important
role in our characterization of 1-perfectly orientable K4-minor-free graphs (Theorem 5.4) and in its
reduction to the biconnected case.

We first note some properties of 1-perfect orientations of 2-trees and of hollowed 2-trees.

Lemma 4.2. All 2-trees and their rooted extensions are 1-perfectly orientable. Every hollowed
2-tree is 1-perfectly orientable, however, all its 1-perfect orientations are sink-free. (That is, no
rooted extension of a hollowed 2-tree is 1-perfectly orientable.)

Proof. Since 2-trees are chordal, Lemma 3.4 implies that all their rooted extensions are 1-perfectly
orientable. In particular, every 2-tree is 1-perfectly orientable.

Now, let G be a hollowed 2-tree. We prove by induction on |V (G)| that G is 1-perfectly
orientable, having only sink-free 1-perfect orientations. If G is a cycle of length at least 4, then
this holds by Lemma 2.2. Otherwise, G is obtained from a hollowed 2-tree G′ by adding to it
a simplicial vertex, say v, of degree 2. Extending a 1-perfect orientation of G′ by orienting the
two edges incident with v away from v yields a 1-perfect orientation of G, hence G is 1-perfectly
orientable. Suppose for a contradiction that G has a 1-perfect orientation D with a sink s. If
s 6= v, then the subgraph of D induced by V (G′) would be a 1-perfect orientation of G′ with a
sink, contrary to the inductive hypothesis. Therefore s = v. Let x and y be the two neighbors of
v and suppose without loss of generality that x→ y in D. Since D is a 1-perfect orientation of G,
we infer that y is a sink in D′, the subgraph of D induced by V (G′). However, this implies that D′

is a 1-perfect orientation of G′ with a sink, contrary to the inductive hypothesis.
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In the rest of the section, we prove four inter-related lemmas: one regardingK4-minor-free bicon-
nected graphs, one showing that 2-trees and hollowed 2-trees are the only biconnected {K4,K2,3, F1}-
induced-minor-free graphs, one showing that every connected {K4,K2,3, F1, F2}-induced-minor-free
graph has at most one hole, and, finally, one characterizing the {K2,3, F1, F2}-induced-minor-free
graphs within the class of connected K4-minor-free graphs.

Lemma 4.3. Let G be a biconnected K4-minor-free graph with at least two vertices. Then G is
chordal if and only if G is a 2-tree.

Proof. It follows immediately from the definition of 2-trees that every 2-tree is chordal.
Conversely, suppose that G is a biconnected chordal K4-minor-free graph with at least two

vertices. The fact that G is a 2-tree can be proved by induction on the number of vertices. If G
has exactly 2 vertices, then G = K2 is a 2-tree. Suppose that |V (G)| > 2. Since G is chordal, it
has a simplicial vertex, say v. Since G is K4-free, v is of degree at most 2. Since G is biconnected,
v is of degree at least 2. Therefore, v is of degree exactly 2. It is easy to see that the graph G− v is
a biconnected chordal K4-minor-free graph with at least two vertices. Therefore, by the inductive
hypothesis, G− v is a 2-tree. It follows that G is also a 2-tree.

Lemma 4.4. Let G be a biconnected K4-minor-free graph. Then, G is {K2,3, F1}-induced-minor-
free if and only if G is either K1, a 2-tree, or a hollowed 2-tree.

Proof. If G is either K1, a 2-tree or a hollowed 2-tree, then G has at most one hole, which imme-
diately implies that neither F1 nor K2,3 is an induced minor of G.

Suppose now that G is {K2,3, F1}-induced-minor-free. If G is chordal, then, since G is K4-
minor-free, it follows from Lemma 4.3 that G is a 2-tree. Therefore we may assume that G is
non-chordal. We will show that in this case G is a hollowed 2-tree. It follows from Theorem 2.8
that G is cyclically orientable. By Corollary 2.5, G can be constructed from cycles by an iterative
application of pasting along an edge. Assume that we are in step k > 1 of this construction
procedure, and assume inductively that the graph G′ constructed right before step k is a hollowed
2-tree. Now, in step k we will paste a cycle C along some edge e = xy of G′. If C is of length
3, the graph will remain a hollowed 2-tree after the last operation. So we can assume that C is
of length at least 4. Let C ′ be the unique hole in G′. Since G is biconnected, it has a pair P , Q
of vertex-disjoint paths between x and C ′ and between y and C ′, respectively. Let P and Q be
chosen so that their common length |E(P )|+ |E(Q)| is minimized. Let x′ and y′ be the endpoints
of P and Q on C ′, respectively. Note that G′ contains three pairwise internally vertex-disjoint
x′, y′-paths (two along C ′ and one more through P ∪ Q); in particular, vertices x′ and y′ they
cannot be separated by a set of less than 3 other vertices. Since G′ is cyclically orientable, it is of
separability at most 2 (by Theorem 2.4). Therefore, x′ and y′ are adjacent. Let z be the neighbor
of x on C other than y, and similarly, z′ be the neighbor of x′ on C ′ other than y′. Now, the sets
V (P ), V (Q), {z}, {z′}, V (C) \ {x, y, z}, V (C ′) \ {x′, y′, z′}, form an induced minor model of F1 in
G, contrary to the fact that G is F1-induced-minor-free.

Lemma 4.5. Let G be a connected {K4,K2,3, F1, F2}-induced-minor-free graph. Then G has at
most one hole.

Proof. Let G be a biconnected {K4,K2,3, F1, F2}-induced-minor-free graph. If G has a hole, then
G is not chordal and in this case G is a hollowed 2-tree (by Lemma 4.4). Therefore, G has at most
one hole.

12



Therefore we may assume that G is not biconnected. Since each block of G is {K4,K2,3, F1, F2}-
induced-minor-free, each block of G can contain at most one hole. Suppose that G contains two
holes, say C and C ′. Then C and C ′ belong to different blocks, say B and B′, respectively. Let
P = v1, . . . , vn be a shortest path between C and C ′. If n = 1 then F2 appears as induced minor,
a contradiction. If n = 2, then we consider the adjacencies between v1 and C ′. If v1 has exactly
one neighbor or exactly two neighbors in C ′ which are consecutive then we get F2 as induced
minor, if it has exactly two neighbors in C ′ which are not consecutive, we get either F2 or K2,3

as induced minor, and if it has 3 or more neighbors in C ′ we get K4 as induced minor. If n ≥ 3,
then by minimality of the path we cannot have adjacencies between the vertices of the two cycles
and internal vertices of the path, and thus we may contract n − 2 edges of P to reduce it to the
previous case.

Lemma 4.6. Let G be a connected K4-minor-free graph with a cut vertex. Then, G is {K2,3, F1, F2}-
induced-minor-free if and only if every block of G is a 2-tree, except possibly one, which is a hollowed
2-tree.

Proof. Let G be a connected K4-minor-free graph with a cut vertex.
Suppose first that G is {K2,3, F1, F2}-induced-minor-free. Since every block of G is {K2,3, F1}-

induced-minor-free, Lemma 4.4 implies that every block of G is either a 2-tree or a hollowed 2-tree.
Suppose for a contradiction that G has two distinct blocks, say B and B′, that are not 2-trees.
Each of these two blocks is a biconnected K4-minor-free graph with at least two vertices. Therefore,
by Lemma 4.3, neither of B and B′ is chordal. By Lemma 4.5, G contains at most one hole, and
therefore such a pair of blocks B and B′ cannot exist.

Suppose now that every block is a 2-tree, except possibly one, which is a hollowed 2-tree. Then
G has at most one hole. By Lemma 4.4, every block is {K2,3, F1}-induced-minor-free. Since any
induced minor K2,3 or F1 can only belong to a single block, G is {K2,3, F1}-induced-minor-free.
It remains to show that G is F2-induced-minor-free. Assume by contradiction that G contains F2

as an induced minor. Fix an induced minor model of F2 in G, say Sv1 , . . . , Sv7 , minimizing the
size of the union of the Svi ’s. Suppose that the two four-cycles of F2 are induced by vertex sets
{v1, v2, v3, v4} and {v4, v5, v6, v7}. By the minimality of the model, the set Sv1 ∪ Sv2 ∪ Sv3 together
with a path within Sv4 forms a hole in G. Similarly, the sets Sv5 ∪ Sv6 ∪ Sv7 together with a path
within Sv4 form a hole in G. However, since these two holes are distinct, this contradicts the fact
that G has at most one hole.

5 1-perfectly orientable K4-minor-free graphs

In this section we develop a structural characterization of 1-perfectly orientable graphs within the
class of K4-minor-free graphs. Since the class of K4-minor-free graphs contains the class of out-
erplanar graphs, this will imply a structural characterization of 1-perfectly orientable outerplanar
graphs (developed in Section 6).

We first characterize the biconnected case and then apply Theorem 3.2 to characterize the
general case.

5.1 The biconnected case

To apply Theorem 3.2, we need to understand both biconnected 1-perfectly orientableK4-minor-free
graphs and biconnected 1-perfectly orientable K4-minor-free rooted graphs. Both characterizations
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are easy to obtain using the results of the previous section.

Lemma 5.1. For a biconnected K4-minor-free graph G, the following statements are equivalent:

1. G is 1-perfectly orientable.

2. G is {K2,3, F1}-induced-minor-free.

3. G is either K1, a 2-tree, or a hollowed 2-tree.

4. G is either K1, K2, or can be constructed from a cycle by a sequence of additions of simplicial
vertices of degree 2.

5. G is either K1, K2, or has a sink-free 1-perfect orientation.

Proof. The implication 1⇒ 2 follows from Theorem 2.1, Lemma 4.4 yields the equivalence 2⇔ 3.
The equivalence between 3 and 4 follows immediately from the definitions of 2-trees and hollowed
2-trees. The implication 5⇒ 1 is clear.

To complete the proof, we show the implication 3⇒ 5. Suppose that G is either K1, a 2-tree, or
a hollowed 2-tree. If G is K1 or K2, then there is nothing to prove. Therefore, G is either a cycle or
is obtained from a 2-connected possibly hollowed) 2-tree by adding to it a simplicial vertex of degree
2. We prove that G has a sink-free 1-perfect orientation by induction on |V (G)|. If G is a cycle, then
G has a sink-free 1-perfect orientation. If G is obtained from a 2-connected (possibly hollowed)
2-tree G′ by adding to it a simplicial vertex, say v, of degree 2, then the inductive hypothesis
implies that G′ has a sink-free 1-perfect orientation, say D′. Extending D′ by orienting the two
arcs incident with v away from v yields a sink-free 1-perfect orientation of G, as claimed.

Lemma 5.2. For a biconnected K4-minor-free graph G, the following statements are equivalent:

1. Some rooted extension of G is 1-perfectly orientable.

2. All rooted extensions of G are 1-perfectly orientable.

3. G is chordal.

4. G is either K1 or a 2-tree.

Proof. First, we show the implication 1⇒ 4. Suppose that some rooted extension of a biconnected
K4-minor-free graph G is 1-perfectly orientable. In particular, G is 1-perfectly orientable, and
hence {K2,3, F1}-induced-minor-free by Theorem 2.1. By Lemma 4.4, G is either K1, a 2-tree, or a
hollowed 2-tree. By Lemma 4.2, G cannot be a hollowed 2-tree, and hence condition 4 holds.

Implication 4 ⇒ 3 is clear, implication 3 ⇒ 2 follows from Lemma 3.4, and implication 2 ⇒ 1
is trivial.

Corollary 5.3. For a biconnected K4-minor-free graph G and v ∈ V (G), the rooted graph Gv is
1-perfectly orientable if and only if G is either K1 or a 2-tree.
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5.2 The general case

Now we have all the ingredients ready to complete the characterization of 1-perfectly orientable
K4-minor-free graphs. In the following result we will use the following two operations:

• (A1): attach a simplicial vertex of degree 1.

• (A2): attach a simplicial vertex of degree 2 (that is, add a new vertex and connect it by an
edge to exactly two vertices of the graph, which are adjacent to each other).

Theorem 5.4. Let G be a connected K4-minor-free graph. Then the following statements are
equivalent:

1. G is 1-perfectly orientable.

2. G is {K2,3, F1, F2}-induced-minor-free.

3. Every block of G is a 2-tree, except possibly one, which is either K1 or a hollowed 2-tree.

4. G can be constructed from either K1 or a cycle by a sequence of operations (A1) and (A2).

Proof. Suppose first that G is biconnected. By Theorem 2.1, condition 1 implies condition 2. By
Lemma 5.1, condition 2 implies condition 3, and condition 3 implies condition 4. Suppose now that
G can be constructed from either K1 or a cycle by a sequence of operations (A1) and (A2). Since
G is biconnected, we may assume that operation (A1) was never used in the sequence, unless G is
isomorphic to K2. Therefore, G is either K1, K2, or can be constructed from a cycle by a sequence
of operations (A2). By Lemma 5.1, this implies condition 1.

We are left with the case when G has a cut vertex. In this case, we first establish the equivalence
of conditions 1 and 3. Let T be the block tree of G. By Theorem 3.2, G is 1-perfectly orientable if
and only if one of the following conditions holds:

• There exists a block Br of G such that Br is 1-perfectly orientable and for every arc
(B, v) ∈ B × C of the Br-rooted orientation of T , the rooted graph Bv is 1-perfectly ori-
entable.

• There exists a cut vertex vr of G such that for every arc (B, v) ∈ B × C of the vr-rooted
orientation of T , the rooted graph Bv is 1-perfectly orientable.

Since each block of G is a biconnected K4-minor-free graph, Lemma 5.1 and Corollary 5.3 imply
that the above two conditions are equivalent, respectively, to the following two:

• There exists a block Br of G such that Br is either a 2-tree or a hollowed 2-tree, and for every
arc (B, v) ∈ B × C of the Br-rooted orientation of T , the graph B is a 2-tree.

• There exists a cut vertex vr of G such that for every arc (B, v) ∈ B × C of the vr-rooted
orientation of T , the graph B is a 2-tree.

Since the only sink of a w-rooted orientation of a tree T ′ (with w ∈ V (T ′)) is w, the two conditions
can be further simplified as follows:

• There exists a block Br of G such that Br is either a 2-tree or a hollowed 2-tree, and every
other block B 6= Br is a 2-tree.
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• All blocks of G are 2-trees.

Clearly, one of these two conditions holds if and only if condition 3 holds. This establishes the
equivalence of conditions 1 and 3.

The equivalence of conditions 2 and 3 follows from Lemma 4.6. The implication 3⇒ 4 can be
proved by induction on |V (G)|, as follows. If |V (G)| = 1, then G is isomorphic to K1 and we are
done. Otherwise, G has an end block B that is not a hollowed 2-tree. Let v be the cut vertex
of G contained in B. By induction, the graph G′ = G − (V (B) \ {v}) can be constructed from
either K1 or a cycle by a sequence of operations (A1) and (A2). Such a sequence can be extended
with an operation of the form (A1) (resulting in a simplicial vertex w with a unique neighbor v)
to create a new block corresponding to B and then with a sequence of operations of the form (A2)
to grow B out of the edge {v, w}. The implication 4 ⇒ 1 can also be proved by induction on the
number of vertices, using the fact that K1 and cycles are 1-perfectly orientable and that a 1-perfect
orientation of a graph G can be extended to a 1-perfect orientation of a graph obtained from G by
adding to it a simplicial vertex v by orienting the edges incident with v away from v.

As a consequence of Theorem 5.4 we obtain the following result.

Corollary 5.5. For every graph G, the following statements are equivalent:

1. G is 1-perfectly orientable and K4-minor-free.

2. G is 1-perfectly orientable and cyclically orientable.

3. G is {K4,K2,3, F1, F2}-induced-minor-free.

Proof. Since each of the three properties are closed under taking components and disjoint union,
we may assume that G is connected. The equivalence 1⇔ 3 is then an immediate consequence of
Theorem 5.4. The implication 2 ⇒ 3 follows from Theorems 2.1 and 2.8. The implication 3 ⇒ 2
follows from Theorems 5.4 and 2.1.

6 1-perfectly orientable outerplanar graphs

Since every outerplanar graph is K4-minor-free, we can derive from Theorem 5.4 a characterization
of 1-perfectly orientable outerplanar graphs. In the following result we will use the following two
operations:

• (A1) attach a simplicial vertex of degree 1.

• (A′2) attach a simplicial vertex of degree 2 to adjacent vertices v and w where the edge vw
lies in at most one induced cycle.

Theorem 6.1. For a connected outerplanar graph G, the following statements are equivalent:

1. G is 1-perfectly orientable.

2. G is {K2,3, F1, F2}-induced-minor-free.

3. Every block of G is a 2-tree, except possibly one, which is either K1 or a hollowed 2-tree.

4. G can be constructed from either K1 or a cycle by a sequence of operations (A1) and (A′2).
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Proof. The equivalences 1 ⇔ 2 ⇔ 3 as well as the implication 4 ⇒ 1 follow from Theorem 5.4.
From Theorem 5.4 we also know that if one of conditions 1, 2, or 3 holds, then G can be constructed
from either K1 or a cycle by a sequence of operations (A1) and (A2). Suppose that, when using
the operation (A2) to add a simplicial vertex u with neighbors v and w, the edge vw already lies
in two (distinct) induced cycles, say C and C ′. First, we claim that C and C ′ intersect in a path
(which contains the edge vw). Suppose that this is not the case. Then the intersection of C and
C ′ consist of at least two components, each of which is a path. Let x be an endvertex of one of
these path components, and let P be the path in C ′ with x as an endvertex, whose internal vertices
and edges are not in C, and the other endvertex is y ∈ V (C) ∩ V (C ′). Now, it is easy to see that
the subgraph induced by V (C)∪ V (P ) contains K2,3 as a minor; this implies that the graph is not
outerplanar, and since this property is preserved in further steps of the procedure, this contradicts
the assumption that G is outerplanar. Thus C and C ′ intersect in a path, which contains vw. If
this path contains other vertices than v and w, then one can again easily derive that K2,3 appears
as a minor, contradicting outerplanarity of G. Hence C and C ′ intersect exactly in the subgraph
K2 formed by v and w. Then, after applying the operation (A2) of adding the vertex u as the
neighbor of v and w, we infer that the sets {u}, {v}, {w}, V (C) \ {v, w}, and V (C ′) \ {v, w} form
an induced minor model of K+

2,3. Hence, in this case the obtained graph would not be outerplanar,
and it would remain non-outerplanar until the end of the procedure. Therefore, we deduce that in
each step of the construction that uses (A2), in fact an operation is of the form (A′2). This proves
the implication 1⇒ 4.

As a consequence of Proposition 2.7 and Theorem 6.1 we obtain the following result.

Corollary 6.2. For every graph G, the following statements are equivalent:

1. G is 1-perfectly orientable and outerplanar.

2. G is {K4,K2,3,K
+
2,3, F1, F2}-induced-minor-free.

Proof. Let G be a 1-perfectly orientable outerplanar graph. Then G is {K4,K2,3,K
+
2,3}-induced-

minor-free since G is outerplanar, and {F1, F2}-induced-minor-free since it is 1-perfectly orientable.
Conversely, if G is {K4,K2,3,K

+
2,3, F1, F2}-induced-minor-free then G is outerplanar by Proposi-

tion 2.7. By Theorem 6.1, G is also 1-perfectly orientable.

7 Concluding remarks

Since outerplanar and K4-minor-free graphs are subclasses of the class of planar graphs (see,
e.g., [3]), it is a natural question whether the characterizations of 1-perfectly orientable graphs
within these two graph classes given by Theorems 5.4 and 6.1 could be generalized to the class of
planar graphs. While no such characterizations are presently known, we observe below that known
results on treewidth imply a partial result in this direction, namely that 1-perfectly orientable pla-
nar graphs are of bounded treewidth. We remind the reader that every outerplanar graph is of
treewitdh at most 2 and, more generally, K4-minor-free graphs are exactly the graphs of treewidth
at most 2.

A k×k grid is the graph with vertex set {1, . . . , k}2 and edge set {{(i, j), (i′, j′)} : 1 ≤ i, j, i′, j′ ≤
k, |i − i′| + |j − j′| = 1}. One of the results from the graph minor project states that for every
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positive integer k there is a positive integer N such that if G is a graph of treewidth at least N then
the k × k grid is a minor of G. This result was further strengthened for planar graphs in several
ways. For example, a result due to Gu and Tamaki [16] implies the following.

Proposition 7.1. For every planar graph G, the treewidth of G is at most 4.5k− 1 where k is the
largest integer such that G contains a k × k grid as a minor.

Proof. Let G be a planar graph, let k be as above, and let b and t denote the treewidth and the
branchwitdh of G, respectively. Since G is planar, a result by Gu and Tamaki [16] implies that
b ≤ 3k. Moreover, we have t ≤ max{1.5b− 1, 1} by a general result relating the treewidth and the
branchwidth due to Robertson and Seymour [24]. Consequently, t ≤ max{4.5k − 1, 1} = 4.5k − 1
since k ≥ 1.

Corollary 7.2. For every k > 1, the treewidth of every planar graph having no k×k grid as minor
is at most 4.5(k − 1)− 1.

Next, observe that a minor model of a 6× 6 grid in a planar graph G can be used to obtain an
induced minor model of F1 in G (see Fig. 4).

Figure 4: Obtaining F1 as induced minor in a planar graph having the 6× 6 grid as a minor.

Therefore, no 1-perfectly orientable planar graph can have a 6×6 grid as minor and Corollary 7.2
implies the following.

Corollary 7.3. The treewidth of every 1-perfectly orientable planar graph is at most 21.

More generally, for every positive integer r, the treewidth is bounded in the class of 1-perfectly
orientable Kr-minor-free graphs. This follows from the analogous statement in the more general
setting, for Kr-minor-free graphs excluding any fixed planar graph as induced minor, which can
be proved using arguments as in Case 2 of the proof of [28, Theorem 9]. (Theorem 9 from [28]
was derived from results due to Fellows et al. [9] and Fomin et al. [10].) This observation has
the following algorithmic consequence: since the defining property of 1-perfectly orientable graphs
can be expressed in Monadic Second Order Logic with quantifiers over edges and edge subsets,
Courcelle’s Theorem [6] implies that 1-perfectly orientable graphs can be recognized in linear time
in any class of graphs of bounded treewidth. In particular, by the above observation, this is the
case for any class of graphs excluding some complete graph as a minor.

We conclude with a question that could lead to further insights on the structure of 1-perfectly
orientable graphs; a positive answer would generalize Corollary 7.3.
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Open problem. Is it true that for every positive integer k there is a positive integer N such that
every 1-perfectly orientable graph with clique number k is of treewidth at most N?
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[5] F. Cicalese and M. Milanič. Graphs of separability at most 2. Discrete Appl. Math., 160(6):685–
696, 2012.

[6] B. Courcelle. The monadic second-order logic of graphs. I. Recognizable sets of finite graphs.
Inform. and Comput., 85(1):12–75, 1990.

[7] R. Diestel. Graph theory, volume 173 of Graduate Texts in Mathematics. Springer, Heidelberg,
fourth edition, 2010.

[8] G. A. Dirac. On rigid circuit graphs. Abh. Math. Sem. Univ. Hamburg, 25:71–76, 1961.

[9] M. R. Fellows, J. Kratochv́ıl, M. Middendorf, and F. Pfeiffer. The complexity of induced
minors and related problems. Algorithmica, 13(3):266–282, 1995.

[10] F. V. Fomin, P. Golovach, and D. M. Thilikos. Contraction bidimensionality: the accurate
picture. In Algorithms—ESA 2009, volume 5757 of Lecture Notes in Comput. Sci., pages
706–717. Springer, Berlin, 2009.

[11] D. R. Fulkerson and O. A. Gross. Incidence matrices and interval graphs. Pacific J. Math.,
15:835–855, 1965.

[12] H. Galeana-Sánchez. Normal fraternally orientable graphs satisfy the strong perfect graph
conjecture. Discrete Math., 122(1-3):167–177, 1993.

19



[13] H. Galeana-Sánchez. A characterization of normal fraternally orientable perfect graphs. Dis-
crete Math., 169(1-3):221–225, 1997.

[14] F. Gavril. Intersection graphs of proper subtrees of unicyclic graphs. J. Graph Theory,
18(6):615–627, 1994.

[15] F. Gavril and J. Urrutia. Intersection graphs of concatenable subtrees of graphs. Discrete
Appl. Math., 52(2):195–209, 1994.

[16] Q.-P. Gu and H. Tamaki. Improved bounds on the planar branchwidth with respect to the
largest grid minor size. Algorithmica, 64(3):416–453, 2012.

[17] V. Gurvich. On cyclically orientable graphs. Discrete Math., 308(1):129–135, 2008.
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