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PAIRWISE INTERSECTING HOMOTHETS OF A CONVEX BODY

A. POLYANSKII

Abstract. We show that the maximum number of pairwise intersecting positive homo-
thets of a d-dimensional centrally symmetric convex body, none of which contains the
center of another in its interior, is at most 3d+1. Also, we improve upper bounds for
cardinalities of k-distance sets in Minkowski spaces.

1. Introduction

A convex body K in the d-dimensional Euclidean space Rd is a compact convex set with
non-empty interior, and it is o-symmetric if K = −K. A homothet of K is a set of the
form v + λK := {v + λk : k ∈ K}, where λ ∈ R is the homothety ratio, and v ∈ R

d is a
translation vector. A homothet of K is called positive if its homothety ratio is positive.
We will consider only positive homothets of o-symmetric bodies here, and thus we will
omit the word ”positive” most of the time. Also, we write [n] for the set {1, 2, . . . , n},
dist(h1, h2) for the Euclidean distance between two parallel hyperplanes h1 and h2, dim(h)
for the dimension of a flat h. conv(A), aff(A), vol(A) and ∂A stand for the convex hull,
the affine hull, the volume and the boundary of a set A ⊂ R

d respectively.
A Minkowski arrangement of an o-symmetric convex body K is called a family {vi +

λiK} of positive homothets of K such that none of the homothets contains the center of
any other homothet in its interior (see [7]). We write κ(K) for the largest number of ho-
mothets that a pairwise intersecting Minkowski arrangement ofK can have. Z. Füredi and
P.A. Loeb [2] proved that κ(K) ≤ 5d. Recently, M. Naszódi, J. Pach and K. Swanepoel [4]
improved this result to κ(K) ≤ O(3dd log d). The authors of [4] noted that it is obvious
that for the d-dimensional cube Cd we have κ(Cd) = 3d. We prove the following upper
bound for κ(K), which is sharp up to the constant factor.

Theorem 1. For any d-dimensional o-symmetric convex body K,

κ(K) ≤ 3d+1.

Also, some generalization of a Minkowski arrangement for non-symmetric bodies (the
role of the center is played by an arbitrary interior point) was studied in [4]. Unfortunately,
it is impossible to generalize our approach for non-symmetric bodies.

We call a subset S of a metric space a k-distance set if the set of non-zero distances
occurring between points of S is of size at most k. A 1-distance set is called an equilateral
set. For d-dimensional Minkowski spaces it is well known that the maximal cardinality of
an equilateral (that is, a 1-distance) set is 2d with equality iff the unit ball of the space is
a parallelotope, see [6]. K. Swanepoel [8] proved that if the unit ball of a d-dimensional
Minkowski space is a parallelotope then a k-distance set has cardinality at most (k+1)d,
where the bound is tight. Therefore, he [8] conjectured that the maximal cardinality of k-
distance sets in Minkowski spaces is (k+1)d. Also, it was proved in [8] that the cardinality

of a k-distance set in a d-dimensional Minkowski space is at most min{2kd, (k+1)(11
d
−9d)/2}.

Moreover, the last bound was recently replaced by (k+1)5
d+o(d)

, see [9]. Our second result
is the following improvement.
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Theorem 2. The cardinality of a k-distance set (k > 1) in a d-dimensional Minkowski

space is at most kO(3dd), where the constant in O(·) does not depend on d and k.

Our proof is based on Theorem 3, which seems to be of independent interest.

Theorem 3. Assume that v1,v2, . . . ,vn are points in a d-dimensional Minkowski space
with an o-symmetric convex body K as the unit ball, such that ‖vi − vj‖K = λi for any
1 6 i < j 6 n, where λi, i ∈ [n− 1], are some positive numbers. Then

n ≤ d

(

1 +
2

2− 21/(d−1)

)d+1

= O(3dd).

It is important to note that M. Naszódi, J. Pach and K. Swanepoel [4] proved that if
the conditions of Theorem 3 hold then n = O(6d(d log d)2).

For more links dealing with k-distance sets we refer the interested readers to [8, 9].
One of the main ingredients of the proofs of Theorems 1 and 3 is the following simple

lemma which is a generalization of the well-known Danzer-Grünbaum Theorem about the
maximal cardinality antipodal sets, i.e. such sets that satisfy conditions of Lemma 1 when
λ = 1 (see [1] and also Lemma 7 in [4]).

Lemma 1. Suppose that λ ≥ 1 is a real number and X = {x1, . . . ,xn} ⊂ R
d is a set of

points such that for any i 6= j ∈ [n] there are two distinct parallel hyperplanes ki,j and kj,i
with X ⊂ conv(ki,j, kj,i) and

dist(ki,j, kj,i)

dist(gi,j, gj,i)
≤ λ, (1)

where gi,j and gj,i are hyperplanes passing through xi and xj respectively and parallel to
ki,j (and kj,i). Then n ≤ (1 + λ)d.

Another key tool in our proofs is the lifting method developed in [5] (see also [3]), where
M. Naszódi showed that the maximal number of pairwise touching positive homothets of
a convex body K that is not necessary o-symmetric is at most 2d+1. We develop this
method further by new ideas.

The article is organized in the following way. In Section 2.1 we prove Lemma 1. In
Section 2.2 we discuss some properties of a set of pairwise intersecting homothets, which we
will use in Sections 3.1 and 3.2, where we present the proofs of Theorem 1 and Theorem 3
respectively. In Section 3.3 we prove Theorem 2 using Theorem 3.

2. Auxiliary Lemmas

2.1. Proof of Lemma 1. We may clearly assume that P := conv(X) is a d-dimensional
polytope in R

d, otherwise d1 := dim(aff(P )) < d, i.e. by induction hypothesis, we have
n ≤ (1 + λ)d1 < (1 + λ)d. It is easy to see that Pi = xi +

1
1+λ

(P − xi) ⊂ P . Without
loss of generality we assume that xi is closer to ki,j than xj . We claim that Pi and Pj do
not share a common interior point. Indeed, Pi ⊂ conv(ki,j ∪ li,j), Pj ⊂ conv(kj,i ∪ lj,i),
where li,j = xi +

1
1+λ

(kj,i − xi), lj,i = xj +
1

1+λ
(ki,j − xj). Note that conv(ki,j ∪ li,j) and

conv(kj,i ∪ lj,i) do not have a common interior point because

dist(ki,j, li,j) + dist(kj,i, lj,i) =

= dist(ki,j, gi,j) +
1

1 + λ
dist(gi,j, kj,i) + dist(kj,i, gj,i) +

1

1 + λ
dist(gj,i, ki,j) =

= dist(ki,j, kj,i)− dist(gi,j, gj,i) +
1

1 + λ
dist(ki,j, kj,i) +

1

1 + λ
dist(gi,j, gj,i) ≤ dist(ki,j, kj,i).

The last inequality holds because of (1). Therefore,
∑n

i=1 vol(Pi) ≤ vol(P ), i.e. n
(1+λ)d

vol(P ) ≤

vol(P ), n ≤ (1 + λ)d. Lemma 1 is proved.
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2.2. Properties of pairwise intersecting homothets. Throughout Section 2.2, ℓ(x,y)
denotes the line passing through points x and y, ℓ(x, l) and h(x, h) stand for the line and
the k-dimensional flat passing through a point x and parallel to a line l and to a k-
dimensional flat h respectively, we write [x,y] for the segment with endpoints x and y,
∆(x,y, z) denotes the triangle with vertices x,y, z. We write ∆(x1,y1, z1) ∼ ∆(x2,y2, z2)
if the triangles ∆(x1,y1, z1) and ∆(x2,y2, z2) are similar. (x1,x2;x3,x4) stands for the
cross-ratio of points x1,x2,x3,x4 on the real line, i.e.

(x1,x2;x3,x4) =
x1 − x3

x2 − x3
:
x1 − x4

x2 − x4
,

where x1, x2, x3, x4 are coordinates of the points x1,x2,x3,x4 respectively. If one of the
points is the point at infinity then the two distances involving that point are dropped from
the formula. Also, we will use the fact that if p : Rd → R

d is a projective transformation
and distinct points x1,x2,x3,x4 ∈ R

d are collinear then p(x1), p(x2), p(x3), p(x4) are also
collinear and

(p(x1), p(x2); p(x3), p(x4)) = (x1,x2;x3,x4).

Let us identify R
d with the d-dimensional flat

h := {(x1, . . . , xd+2) ∈ R
d+2 : xd+1 = 0, xd+2 = 1} in R

d+2

and consider the following hyperplanes

h0 := {(x1, . . . , xd+2) ∈ R
d+2 : xd+2 = 1} in R

d+2,

h1 := {(x1, . . . , xd+2) ∈ R
d+2 : xd+1 = 1} in R

d+2.

Note that h ⊂ h0. Let {ei : i ∈ [d+ 2]} be the standard basis of Rd+2.
Let K be an o-symmetric d-dimensional convex body such that

K ⊂ h′ := {(x1, . . . , xd+2) ∈ R
d+2 : xd+1 = 0, xd+2 = 0}.

Note that the d-dimensional flat h′ is parallel to the d-dimensional flat h. Suppose that
{vi : i ∈ [n]} ⊂ h is a set of n distinct vectors, {λi : i ∈ [n]} ⊂ R

+ is a set of n positive
scalars and {vi + λiK : i ∈ [n]} ⊂ h is a finite family of pairwise intersecting positive
homothets of K.

Section 2.2 is organized in the following way. First, we define the set X0 := {xi :=
vi+λied+1 : i ∈ [n]} ⊂ h0 of n points and prove some properties of X0. Second, we apply
on X0 the central projection pr : h0 → h1 from the origin of Rd+2 onto the hyperplane h1.
Finally, we check that the image X1 := {yi := pr(xi) : i ∈ [n]} ⊂ h1 of X0 satisfies some
properties.

r

vi − λir vi + λir

vj − λjr vj + λjr

v
′

k − λkr v
′

k + λkr

vi

v
′

k

vjx

xi

xj

x
′

k

bi ai bjaj

Figure 1. Plane π
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Choose i 6= j ∈ [n]. Write r := ri,j := ℓ(vi,vj) ⊂ h and let r := ri,j and −r be the
points of intersection of ∂K and ℓ(o, r), here we assume that the vectors r and vj − vi

have the same direction (see Figure 1). Denote by f := fi,j a supporting hyperplane of
vi + λiK in h passing through vi + λir, i.e. f is a (d− 1)-dimensional flat.

Let v′

k := v′

k,i,j, x
′

k := x′

k,i,j and tk := tk,i,j := [v′

k−λkr,v
′

k+λkr] ⊂ r be the projections
of vk, xk and vk + λkK in the direction of f onto the two-dimensional plane π, where
π := πi,j passes through vi, vj, xi and xj (see Figure 1). It follows immediately that
vi = v′

i, vj = v′

j, xi = x′

i, xj = x′

j , x
′

k = v′

k + λked+1, ti = [vi − λir,vi + λir] and
tj = [vj − λjr,vj + λjr].

We claim that the segments tk share a common point, which we will denote as x := xi,j.
Indeed, any two segments tp and tq share a common point otherwise {vp + λpK} and
{vq + λqK} do not intersect each other. Therefore, by Helly’s theorem for R, we get that
tk have a common point x.

Let ui := ui,j and uj := uj,i be the real numbers such that

x− vi = uir and vj − x = ujr. (2)

Set (see Figure 1)

ai := ai,j := ℓ(vi + λir,xi), aj := aj,i := ℓ(vj − λjr,xj),

bi := bi,j := ℓ(x, ai), bj := bj,i := ℓ(x, aj),

f0 := f0,i,j := h(x, f), Bi := Bi,j := aff(bi ∪ f0), Bj := Bj,i := aff(bj ∪ f0).

Note that the set X0 lies in the wedge formed by Bi and Bj in h0 that lies in the
halfspace {(x1, . . . , xd+2) ∈ R

d+2 : xd+1 ≥ 0}. Indeed, points x′

k lie in the angle formed
by bi and bj that lies in the halfspace {(x1, . . . , xd+2) ∈ R

d+2 : xd+1 ≥ 0} (see Figure 1).
Since x′

k are the projections of xk in the direction of f onto the plane π, the points xk lie
in the corresponding wedge formed by Bi and Bj .

Next, we apply the central projection pr : h0 → h1 from the origin of Rd+2 onto the
hyperplane h1. The image of h is the ”hyperplane at infinity” in h1. Therefore, we proved
the following lemma.

Lemma 2. ki,j := pr(Bi) and kj,i := pr(Bj) are parallel hyperplanes in h1 and X1 =
pr(X0) lies in the slab conv(ki,j ∪ kj,i).

r vi + λirvj − λjr

vi vjx

xi

r0

xj

zi

zj

wi wj

x
′

c

Figure 2. Plane π
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Denote by zi := zi,j and zj := zj,i the points of intersection of r0 := r0,i,j = ℓ(xi,xj)
with bi (or Bi) and bi (or Bj) respectively (see Figure 2). Recall that yk = pr(xk). Let
si := si,j = pr(zi), sj := sj,i = pr(zj). Of course, si and sj are the points of intersection of
ℓ(yi,yj) with ki,j and kj,i respectively because central projections preserve lines. Denote
by gi,j and gj,i the hyperplanes in h1 that are parallel to ki,j and kj,i and pass through yi

and yj respectively.

Lemma 3. We have

dist(ki,j, kj,i)

dist(gi,j, gj,i)
=

‖si − sj‖

‖yi − yj‖
=

2λiλj

λiuj + λjui

.

Proof. Denote by c the point of intersection r0 with r, where, if r0 and r are parallel,
then we consider c as the corresponding point at infinity. Let c′ := pr(c). Since c ∈ h,
the point c′ is a point at infinity. Without loss of generality we assume that points on
the line r0 lie in the following order: zi,xi,xj , zj. Denote by wi and wj the orthogonal
projections of zi and zj onto the line r respectively. Note that points on the line r lie in
the following order: wi, vi, vj , wj . Moreover, x must lie between vj − λjr and vi + λir.

Using the fact that c′ is a point at infinity, {si,yi,yj, sj , c
′} = pr({zi,xi,xj , zj, c}) and

pr0({zi,xi,xj , zj, c}) = {wi,vi,vj ,wj, c}, where pr0 : r0 → r is the orthogonal projection
onto the line r, we easily get

‖si − sj‖

‖yi − yj‖
= (si,yi; sj , c

′) · (sj ,yj;yi, c
′) = (zi,xi; zj, c) · (zj,xj;xi, c) =

= (wi,vi;wj, c) · (wj,vj;vi, c) =
‖wi −wj‖

‖vi − vj‖
·
‖vi − c‖

‖wj − c‖
·
‖vj − c‖

‖wi − c‖
. (3)

If c is not a point at infinity then using ∆(c,vi,xi) ∼ ∆(c,wi, zi) and ∆(c,vj ,xj) ∼
∆(c,wj, zj), we have

‖vi − c‖

‖wi − c‖
=

‖vi − xi‖

‖wi − zi‖
=

λi

‖wi − zi‖
and

‖vj − c‖

‖wj − c‖
=

‖vj − xj‖

‖wj − zj‖
=

λj

‖wj − zj‖
.

Note that if c is a point at infinity then these equalities are obvious. Substituting the last
equality into (3), we get

‖si − sj‖

‖yi − yj‖
=

‖wi −wj‖

‖vj − vi‖
·

λi

‖wi − zi‖
·

λj

‖wj − zj‖
. (4)

Since ∆(wi, zi,x) ∼ ∆(vi,xi,vi + λir) and ‖vi − xi‖ = λi, we get

‖wi − x‖

‖wi − zi‖
=

‖vi − vi − λir‖

‖vi − xi‖
⇔

‖wi − x‖

‖r‖
= ‖wi − zi‖. (5)

By a similar argument, we obtain

‖x−wj‖

‖r‖
= ‖wj − zj‖. (6)

From (5), (6) and (2) we conclude that

‖wi −wj‖

‖vi − vj‖
=

‖wi − zi‖+ ‖wj − zj‖

ui + uj

.

Substituting the last equality into (4), we have

‖si − sj‖

‖yi − yj‖
=

‖wi − zi‖+ ‖wj − zj‖

ui + uj

·
λi

‖wi − zi‖
·

λj

‖wj − zj‖
. (7)

Now we are ready to apply twice the following simple fact.
5



Lemma 4. Suppose that ai and bi for 1 ≤ i ≤ 3 are points in R
d such that θ1(a1− a2) =

θ2(a2 − a3) and θ1(b1 − b2) = θ2(b2 − b3), where θ1 and θ2 are real numbers. Then

b2 − a2 =
θ1

θ1 + θ2
(b1 − a1) +

θ2
θ1 + θ2

(b3 − a3).

Proof. A simple exercise. �

Denote by x′ the point of intersection of ℓ(x, ℓ(vi,xi)) with r0 (see Figure 2). Using
Lemma 4 for wi, zi,x,x

′,wj and zj, we obtain

‖x− x′‖ =
2‖wi − zi‖‖wj − zj‖

‖wi − zi‖+ ‖wi − zj‖
. (8)

Using Lemma 4 for vi,xi,x,x
′,vj and xj, we have

‖x− x′‖ =
uj

ui + uj
λi +

ui

ui + uj
λj =

λiuj + λjui

ui + uj
. (9)

The comparison of (8) and (9) shows that

‖wi − zi‖+ ‖wj − zj‖

‖wi − zi‖‖wj − zj‖
=

2

‖x− x′‖
= 2

ui + uj

λiuj + λjui

.

Substituting the last equality into (7), we get

‖si − sj‖

‖yi − yj‖
=

2λiλj

λiuj + λjui
.

Lemma 3 is proved. �

Lemma 5. If ti ∩ tj ⊂ [vi,vj ] then

2λiλj

λiuj + λjui
≤ 2.

Proof. Without loss of generality we assume that λi ≥ λj. Note that by definition ui, uj

are such numbers that x − vi = uir and vj − x = ujr. Thus if x ∈ ti ∩ tj ⊂ [vi,vj]
then ui, uj ≥ 0 and ui + uj ≥ λi ≥ λj, i.e. λiλj ≤ (ui + uj)λj ≤ (λjui + λiuj). The last
inequality proves the statement of Lemma 5. �

3. Proofs of theorems

3.1. Proof of Theorem 1. Using the notations of Section 2.2, we consider X1 ⊂ h1,
where h1 is a (d+1)-dimensional plane. Moreover, by Lemmas 2 and 3 for any i 6= j ∈ [n]
there exist two parallel d-dimensional planes ki,j and kj,i such that yk ∈ conv(ki,j ∪ kj,i)
for any k ∈ [n] and

dist(ki,j, kj,i)

dist(gi,j, gj,i)
=

2λiλj

λiuj + λjui

. (10)

Since these homothets form a Minkowski arrangement, we have ti ∩ tj ⊂ [vi,vj ], i.e. by
Lemma 5 we have that (10) is less than or equal to 2. Therefore, X1 satisfies conditions
of Lemma 1 with λ = 2. Thus n ≤ 3d+1.

6



3.2. Proof of Theorem 3. Consider the following family of pairwise intersecting homo-
thets {vi + λiK : i ∈ [n]}, where λn := λn−1. Without loss of generality assume that
maxi∈[n] λi = 1. Let us divide the set [n] into d subsets. For any l ∈ [d] we consider

Jl = {i ∈ [n] : λi ∈ µl−1I}, where µ = 2−1/(d−1) < 1, i.e. µd = µ/2, and

I = I1 ∪ I2 ∪ I3 ∪ · · · := (µ, 1] ∪ (µd+1, µd] ∪ (µ2d+1, µ2d] ∪ · · · .

Obviously, the Jls are not pairwise intersecting sets and their union is [n]. We claim that

|Jl| ≤

(

1 +
2

2− µ−1

)d+1

(11)

Clearly, (11) implies the statement of Theorem 3:

n ≤ d

(

1 +
2

2− µ−1

)d+1

.

It is enough to prove (11) for l = 1. Consider the set of homothets {vk+λkK : k ∈ J1}.
Using the notations of Section 2.2, we have that for any i 6= j there exist two parallel
d-dimensional planes ki,j and kj,j in the (d + 1)-dimensional plane h1 such that yk ∈
conv(ki,j ∪ kj,i) for any k ∈ J1 and

dist(ki,j, kj,i)

dist(gi,j, gj,i)
=

2λiλj

λiuj + λjui
. (12)

By Lemma 1, it is enough to prove that the right hand side of (12) is at most 2
2−µ−1 > 2.

Consider two cases:
1) i, j ∈ Ik for some k. Assume that i < j thus vj − vi = λir. If λi ≥ λj then we

have ti ∩ tj ⊂ [vi,vj ], i.e. by Lemma 5, we have that (12) is at most 2. Assume that
λj > λi. Since x ∈ [vj − λjr,vi + λir] = [vj − λjr,vj], we have ui + uj = λi, 0 ≤ uj ≤ λj.
Therefore, using λj/λi < µ−1 (because i, j ∈ Ik) we have

λiuj + λjui

λiλj

= uj

(

1

λj

−
1

λi

)

+
ui + uj

λi

> λj

(

1

λj

−
1

λi

)

+ 1 > 2− µ−1,

i.e. the right hand side of (12) is at most 2
2−µ−1 .

2) i ∈ Ik, j ∈ Il for some k < l. Note that λi > 2λj (see the definition of Im) thus
it is impossible that vj − vi = λjr. Indeed, in such case vi + λi∂K and vj + λj∂K do
not intersect each other because of the triangle inequality, a contradiction. Therefore,
vj − vi = λir, i.e. ti ∩ tj ⊂ [vi,vj], thus (12) is at most 2.

Theorem 3 is proved.

3.3. Proof of Theorem 2. Assume that there exists a k-distance set {xi : i ∈ [n]} in
the d-dimensional Minkowski space with an o-symmetric convex body K as the unit ball,
where

n = kf(d), f(d) =

⌊

d

(

1 +
2

2− 21/(d−1)

)d+1
⌋

= O(3dd).

We will construct a set Y = {yi : i ∈ [f(d) + 1]} in the same d-dimensional Minkowski
space such that ‖yi − yj‖K = λi for any 1 ≤ i < j ≤ f(d) + 1, where λi are some positive
real numbers, using the following algorithm.

0. Set A := [n], Y := {y1 := x1}, l := 1.
7



1. Let λl be a positive real number such that the cardinality of the set

A′ := {j : ‖yl − xj}‖K = λl, j ∈ A}

is at least kf(d)−l (such il exists because |A| ≥ kf(d)−l+1 and there are k distances
occurring between points of {xi : i ∈ A ⊆ [n]}). Put A := A′.

2. Choose any j ∈ A and put yl+1 := xj. Add yl+1 to the set Y .
3. If l < f(d) then l := l + 1 and return to Step 1, else, output Y , and finish.

Obviously, the existence of the set Y contradicts Theorem 3, therefore, we get a contra-
diction with our assumption that there exists a k-distance set consisting of kf(d) points in
R

d.
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[4] M. Naszódi, J. Pach, K. Swanepoel, Arrangements of homothets of a convex body, arXiv:1608.04639,

submitted.
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