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Abstract

Current fuzzy control research tries to obtain the less conservative conditions to prove sta-
bility and performance of fuzzy control systems. In many fuzzy models, membership func-
tions with multiple arguments are defined as the product of simpler ones, where all possible
combinations of such products conform a fuzzy partition. In particular, such situation arises
with widely-used fuzzy modelling techniques for non-linear systems. These type of fuzzy
models will be denoted as tensor-product fuzzy systems, because its expressions can be un-
derstood as operations on multi-dimensional arrays. This paper discusses the generalisation
to tensor-product fuzzy systems of the results in [5,18]. The procedures here will allow to
set up LMI conditions which are less conservative than the cited ones, by exploiting the
tensor-product structure of the membership functions. A numerical example illustrates the
achieved improvement.
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1 Introduction

Fuzzy control started as an heuristic methodology in the 1970’s, coding by hand
control rules provided by experts to control nonlinear systems. However, in three
decades, state-of-the-art research has become more and more formal and rigorous
using advanced mathematical tools, in order to guarantee control specifications ex-
pressed in terms of stability, performance, robustness to modelling errors,etc.

Nowadays, Linear Matrix Inequality (LMI) techniques have become the tool of
choice in order to design fuzzy controllers in most application areas where a fuzzy
model of the process is available in the Takagi-Sugeno form [9] ( ˙x = ∑r

i=1 µi fi ,
xk+1 = ∑r

i=1 µi fi with fi linear). Such fuzzy models may come from nonlinear first-
principle equations and from data. LMIs were introduced by [12] in the fuzzy com-
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munity. The reader is referred to [7] for a review of the current trends and open
issues in fuzzy modelling, identification and control.

Most LMI control design techniques are based on proving positiveness (or nega-
tiveness) of a so-called double fuzzy summation [11,5,4,14], in expressions such
as ∑r

i=1 ∑r
j=1 µiµ j xTQi j x > 0, related to decrescence of an associated Lyapunov

function1 .

Early sufficient conditions in literature for positivity of the above fuzzy summations
wereQi j > 0 (the most elementary ones), orQii > 0, Qi j +Qji > 0 [12]; they have
been later improved, achieving less conservative results. In particular, nowadays,
the most widely-used conditions are those in [18] (generalising [5]). These condi-
tions will be later discussed in this paper, and a more powerful version of them will
be stated for a particular class of fuzzy systems.

Note, importantly, that all the above cited conditions are independent of the mem-
bership functions: that fact is a source of conservativeness in some cases. For in-
stance, the system ˙x = µ1(z) ·x+(1−µ1(z)) · (−x) cannot be proved stable for an
arbitraryµ1, 0≤ µ1(z)≤ 1 (it is unstable forµ1(z) = 1). However, itis stable for,
say,µ1 = 0.2+ 0.2sin(x) as ẋ = (−1+ 2µ1)x is, trivially, an exponentially stable
first-order nonlinear system whenµ1≤ b < 0.5, b∈ R.

Another example of such a conservativeness, as this paper will show, occurs when
the membership functions can be expressed as the “tensor product” of simpler parti-
tions, so that the fuzzy system can be written as a multi-dimensional fuzzy summa-
tion, for instance ˙x = ∑r

i=1 ∑r
j=1∑r

k=1 µiµ j µk(Ai jkx+Bi jku). The tensor notation to
be used in this paper is motivated by the use of multidimensional arrays to describe
this class of fuzzy systems (see Appendix and [1]).

Removing part of the conservatism in current solutions for the tensor-product case
above is indeed of interest; this product structure is often the case in many engi-
neering applications of fuzzy control:

• in the systematic “sector nonlinearity” fuzzy modelling techniques reported in
[12];

• in many man-made rulebases for multi-input fuzzy systems, where the rules are
built via theconjunctionof simpler concepts arising from fuzzy partitions on
each of the input domains. A typical example are rulebases formed with rules in
the form “if z1 is large andz2 is smalland . . . then . . . ”, “ifz1 is mediumandz2

is smalland . . . then . . . ”,etc., with the antecedents covering all combinations of
fuzzy sets onz1, z2, etc..

1 Other settings, such as fuzzy observers, descriptor systems and fuzzy Lyapunov func-
tions, may require higher summation dimension, for instance triple fuzzy summations ap-
pearing in [12,10].
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• in approximate interpolation and model reduction techniques based in gridding
and tensor-SVD algebra in [1].

These settings will give rise to a particular class of fuzzy models which will be
denoted, following the nomenclature in [1], astensor-product(TP) fuzzy systems.
The reader is referred to the above references and later sections in this paper for a
more precise definition of TP fuzzy systems. In particular, a tensor-product struc-
ture of Takagi-Sugeno fuzzy systems will be the object of study, denoted as tensor-
product Takagi-Sugeno fuzzy systems (TPTS).

In summary, the objective of this contribution is defining and analysing the tensor-
product fuzzy systems, presenting fuzzy control design tools for them which ex-
plicitly use the tensor-product structure. The study of the properties of this class of
systems is very relevant, in the authors’ opinion, as most of the fuzzy systems in
nontrivial engineering applications of fuzzy control belong to this class, as above
discussed.

In particular, a generalisation of Theorem 2 in [18], exploiting the particular struc-
ture of the TPTS systems will be presented. The result provides less conservative
conditions than other approaches in literature in closed-loop analysis and controller
design problems. A numerical example will illustrate the achieved improvement.

The structure of the paper is as follows: next section discusses preliminary con-
cepts, in particular the well-known double fuzzy summations, arising from closed-
loop fuzzy systems. In addition to that, the section reviews the literature results
which will be later extended. Tensor product fuzzy systems are defined in Section
3. Section 4 generalises the results in Section 2 to this class of fuzzy systems. Sec-
tion 5 presents an example of the proposed methodology, showing that significative
improvements are possible. A conclusion section closes the paper. Tensor notation
and properties are discussed in an appendix.

2 Preliminaries

Let us consider a Takagi-Sugeno (TS) fuzzy system [9], expressed in rule-based
form as a set ofr rules, being rulei, 1≤ i ≤ r stated as:

IF z is Mi thenẋ = Aix+Biu

wherez is a suitable set of variables to describe the system’s nonlinearity,x is the
process state (a vector with lengthn) and u is the process input (a vector with
lengthw). The variablesz may include some (or all) of the components ofx, u.
Denoting byµi(z) the membership function of the fuzzy setMi, the above rule base
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is interpreted as the expression [12]:

ẋ =
r

∑
i=1

µi(z)(Aix+Biu) (1)

On the following,µi(z) will be assumed to belong to a fuzzy partition{µ1(z),µ2(z), . . . ,µr(z)},
i.e., fulfilling

r

∑
i=1

µi(z) = 1 0≤ µi(z)≤ 1 (2)

Shorthandµi denotingµi(z) will be used in the sequel.

Widely-used controllers for TS systems (whenz is measurable) are the so-called
parallel distributed compensators(PDC) defined by:

u =−
r

∑
k=1

µkFkx (3)

which yield a closed-loop [13] given by:

ẋ =
r

∑
i=1

r

∑
j=1

µiµ j(Ai−BiFj)x (4)

A simple condition to ensure closed-loop stability of (4) can be derived from a
quadratic Lyapunov function (V = xTPx) as shown in [17,12], based on the posi-
tivity of V and−V̇, i.e.,

−V̇ =
r

∑
i=1

r

∑
j=1

µiµ j x
T(−AT

i P−PAi +PBiFj +FT
j BT

i P)x > 0 (5)

After a standard change of variableψ = P−1x, the result is that stability (moreover,
decay rate performanceα) is proved [12] if:

r

∑
i=1

r

∑
j=1
−µi µ jψT(AiX +XAi

T −BiMj −MT
j BT

i +2αX)ψ > 0 (6)

for ψ 6= 0, whereP−1 = X > 0 andMi = FiX are LMI decision variables andα is
a user-defined decay-rate parameter.

This is the simplest example of a class of widely-used conditions for stability or
performance of a closed-loop fuzzy control system. These conditions may be ex-
pressed, for some matricesQi j , in the form

Ξ(t) =
r

∑
i=1

r

∑
j=1

µiµ j x
TQi j x≥ 0 (7)
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The left-hand term of expression (7) will be denoted asdouble fuzzy summation.
For instance, in the above decay-rate fuzzy control problem,

Qi j =−(AiX +XAi
T −BiMj −MT

j BT
i +2αX) (8)

Note, importantly, that ifQi j are linear in some matrix unknowns, then linear matrix
inequality (LMI) techniques [12] may be used to check condition (7) by restating it
as the requirement of positive-definiteness of the matrix∑r

i=1 ∑r
j=1 µiµ jQi j .

Example 1 Another example of performance-related condition uses2 :

Qi j =




PAT
i +RT

j BT
2i +AiP+B2iRj B1i PCT

i +RT
j DT

12i

BT
1i −γI DT

11i

CiP+D12iRj D11i −γI


 (9)

in order to prove that the H∞ norm (i.e.,L2 to L2 induced norm) of a TS fuzzy
system given by:

ẋ =
r

∑
i=1

µi(z)(Aix+B1iv+B2iu) (10)

y =
r

∑
i=1

µi(z)(Cix+D11iv+D12iu) (11)

is lower thanγ. The reader is referred to [16] for details on how(9) is obtained.

Other well-known performance and robustness requirements for fuzzy systems can
also be cast as similar expressions, as well as conditions for discrete-time TS sys-
temsxn+1 = ∑r

i=1 µi(Aixn + Biun). The reader is referred to [11,6,12], etc. for de-
tails.

2.1 Sufficient Positivity Conditions

Sufficient conditions for positivity ofΞ in (7) are discussed in [11,5,18]. For con-
venience, some of them are reviewed below.

Lemma 1 If there exist matrices Xi j = XT
ji such that:

Xii ≤Qii (12)
Xi j +Xji ≤Qi j +Qji i < j (13)

2 In this case,x in (7) does not represent the state vector; it must be understood as a vector
of artificial variables arising from Schur complements [2].

5



defining

Θ(t) =
r

∑
i=1

r

∑
j=1

µi(z(t))µ j(z(t))x(t)TXi j x(t) (14)

thenΞ(t) in (7) fulfills
Ξ(t)≥ Θ(t) (15)

Proof: The proof is evident after reordering (7) and (14) as

Ξ(t) =
r

∑
i=1

µ2
i xTQii x+

r

∑
i=1

r

∑
j=i+1

µiµ j x
T(Qi j +Qji )x (16)

Θ(t) =
r

∑
i=1

µ2
i xTXii x+

r

∑
i=1

r

∑
j=i+1

µiµ j x
T(Xi j +Xji)x (17)

respectively. In this way, (12) and (13) indicate that each term in the summations in
Ξ in (16) is larger than the corresponding one in the reorderedΘ in (17). 2

Note that, in addition to an expression in the form (17), another expression forΘ
is:

Θ(t) = (µ1xT µ2xT . . .µnxT)




X11 . . . X1r
...

. . .
...

Xr1 . . . Xrr







µ1x

µ2x
...

µnx




(18)

which yields the well-known result below.

Theorem 1 [18]. Expression(7) under fuzzy partition condition holds if there exist
matrices Xi j = XT

ji such that:

Xii ≤Qii (19)
Xi j +Xji ≤Qi j +Qji i 6= j (20)

Y =




X11 . . . X1n
...

...
...

Xn1 . . . Xnn


 Y > 0 (21)

Note: In [5], all Xi j are forced to be symmetric (i.e., Xi j = Xji = XT
i j ). The authors

in [18] realised that only symmetry of the larger matrix in (21) is needed (Xi j =
XT

ji stated above); such minor amendment provided significantly less conservative
conditions than in the earlier reference.

6



3 Tensor-product fuzzy systems

This section will first present the fuzzy systems and fuzzy summations in Section
2 with tensor notation, and then generalise the expressions via a new definition,
which will encompass widely used classes of fuzzy systems. Basically, a so-called
rank-p tensor will denote ap-dimensional array of real numbers. The reader is
referred to the Appendix for tensor definitions, notation and operations with them.

3.1 Tensor expression for fuzzy systems

Note that the Takagi-Sugeno system (1) may be considered, by juxtaposingAi and
Bi as a matrix with sizen× (n+w), as:

ẋ =
r

∑
i=1

µi(Ai Bi)


 x

u


 (22)

Consider now the one-dimensional array of matrices(Ai Bi) to be the components
of a suitably defined rank-3 tensorSso that the elementsi jk is the element( j,k) of
the matrix(Ai Bi), for j = 1, . . . ,n, k= 1, . . . ,(n+w). Consider also the membership
functions to be arranged as a vector (rank-1 tensor). Then, (22) may be written as a
tensor product

ẋ = (µ ·1 S)


 x

u


 (23)

because the tensor productµ ·1 Sproduces the so-called system matrix (rank-2 ten-
sor):

µ ·1 S=
r

∑
i=1

µi(Ai Bi) (24)

As the memberships are a rank-1 tensor, the above fuzzy systems will be also de-
noted as rank-1 fuzzy systems. The case of higher dimensionality (higher tensor
rank) will be discussed later in this section.

It’s also straightforward to check that the double fuzzy summations in (7) may also
be expressed as:

Ξ = (µ⊗µ⊗x⊗x) ·4 Q (25)

whereQ is a rank-4 tensor (a “matrix” of matricesQi j ), i.e., elementqi jkl is equal
to the element at position(k, l) of the matrixQi j . Note thatΞ is a scalar.
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3.2 Multi-dimensional tensor-product fuzzy systems

In many applications, membership functions in a multi-input fuzzy model are cho-
sen to be the product of simpler memberships with a linguistic interpretation, and
all the possible products of such simpler memberships appear as rule antecedents3 .
Let us discuss a couple of simple motivating examples.

Example 2 Consider a so-called fuzzy-PD regulator built by setting up a fuzzy
partition on an “error (e)” variable (say, a partition with 5 sets given by{negative
large, negative, zero, positive, positive large}), and another (different) partition in
the “error derivative (de)” (say, a partition with 3 sets{negative, zero, positive }).

For convenience, the membership functions on the error partition will be denoted by
(µ11(e), . . . ,µ15(e)), respectively, and those on the error derivative, by(µ21(de),µ22(de),µ23(de)).
The partitions are assumed to verify∑5

i=1 µ1i = 1, ∑3
i=1 µ2i = 1.

Once such partitions have been defined, rules are stated in a form such as:

IF e isnegative largeandde ispositiveTHEN u = u13

IF e isnegativeandde iszeroTHEN u = u22
...

In this example, the total number of rules is5×3 = 15. If the conjunction is in-
terpreted as the algebraic product, the output of the controller may be expressed
as:

u =
5

∑
i1=1

3

∑
i2=1

µ1i1(e)µ2i2(de)ui1i2 (26)

Now, consider the tensor outer product of the vectors (i.e., rank-1 tensors)µ1 =
(µ11(e), . . . ,µ15(e)) and µ2 = (µ21(de),µ22(de),µ23(de)). Then, considering the
following “membership tensor”,

µ1(e)⊗µ2(de) =




µ11(e)µ21(de) µ11(e)µ22(de) µ11(e)µ23(de)

µ12(e)µ21(de) µ12(e)µ22(de) µ12(e)µ23(de)

µ13(e)µ21(de) µ13(e)µ22(de) µ13(e)µ23(de)

µ14(e)µ21(de) µ14(e)µ22(de) µ14(e)µ23(de)

µ15(e)µ21(de) µ15(e)µ22(de) µ15(e)µ23(de)




3 Such simpler functions usually refer to a reduced number of input variables (but the
definitions later in this section allow for any set of variables in any membership).
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it’s easy to see that(26)may be expressed as an inner product of two tensors:

u = (µ1⊗µ2) ·2U (27)

for a suitably crafted matrix (rank-2 tensor) U of size5×3 whose elements are the
corresponding rule consequents ui j for i = 1, . . . ,5, j = 1,2,3.

Example 3 Consider a nonlinear model̇x = A(x)x+B(x)u where

A(x) = 0.75x−2.25sin(x)+sin(x)x−2.5 (28)
B(x) = 0.42x+1.25sin(x)−0.42sin(x)x−0.25 (29)

for which a fuzzy model is to be set up for x∈ [−π,π]. In this case, x may be written
as x= ∑2

i=1νi pi , and sin(x) as sin(x) = ∑2
i=1ηiqi , with:

x = ν1(x) ·π +ν2(x) · (−π), sin(x) = η1(x) ·1+η2(x) · (−1)

where membership functions areν1 = 1
2π (x+π), ν2 = 1−µ1, η1 = 1

2(sin(x)+1),
η2 = 1−η1, resulting in

A(x) = 0.75
2

∑
i=1

νi pi−2.25
2

∑
i=1

ηiqi +(
2

∑
i=1

ηiqi)(
2

∑
i=1

νi pi)−2.5

A(x) =
2

∑
i=1

2

∑
j=1

νiη j(0.75pi−2.25qj + piqj −2.5) =
2

∑
i=1

2

∑
j=1

νiη jai j

where
a11 = 0.748,a12 =−1.035,a21 =−10.247,a22 = 0.536

and similarly

B(x) =
2

∑
i=1

2

∑
j=1

νiη j(0.42pi +1.25qj −0.42piqj −0.25) =
2

∑
i=1

2

∑
j=1

νiη jbi j

where:
b11 = 1,b12 = 1.139,b21 = 1,b22 =−4.139

Hence, the fuzzy system can be expressed as:

ẋ =
2

∑
i=1

2

∑
j=1

νiη j(ai j x+bi j u) = ∑
i∈I2

µ̃i(aix+biu) (30)

where i is a two-dimensional index variable(i1, i2) taking values in the setI2 =
{1,2}×{1,2}, and µ̃i = νi1ηi2, using the multiindex notation in the Appendix. In
an analogous way to(26) in the previous example, a tensor notation can be thought
of (see below).
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Motivated by the above examples, let us consider now a definition for a general
tensor-product fuzzy model in the Takagi-Sugeno (TS) framework (TS fuzzy sys-
tems are the most frequently used process model for fuzzy control in current lit-
erature), in order give a compact notation to fuzzy systems whose expression is a
multi-dimensional sum, as in the above examples.

Definition 1 (tensor-product Takagi-Sugeno fuzzy systems.)Consider a vector
of measurable variables, z, in an universe of discourse Z. Consider also p fuzzy
partitions defined on Z, each of them with n1, . . . np fuzzy sets, respectively.

The fuzzy sets will be assumed to have linguistic labels denoted by M1i1, i1 =
1, . . . ,n1 for the first partition, M2i2, i2 = 1, . . . ,n2 for the second partition,etc.
and membership functions arranged in rank-1 tensors:

µ1 =(µ11(z) µ12(z) . . . µ1n1(z))
µ2 =(µ21(z) µ22(z) . . . µ1n2(z))

... (31)
µp =(µp1(z) µp2(z) . . . µpnp(z))

fulfilling
nl

∑
k=1

µlk = 1 0≤ µlk ≤ 1 l = 1, . . . , p

Then, a rank-p continuous-time tensor-product Takagi-Sugeno fuzzy system (TPTS)
built on the above fuzzy sets will be defined as the one described by the rules4 :

IF z is (M1i1 and M2i2 and Mpip) THEN ẋ = Ai1i2...i px+Bi1i2...i pu

being its output evaluated with:

ẋ = ∑
i∈Ip

µ̃i(Aix+Biu) (32)

where x and u are the TPTS state and input variables, respectively,i = i1i2 . . . i p,
and

µ̃i =
p

∏
k=1

µkik (33)

4 In many applications, such as the one in Example 2, the rules have the form:

IF z1 is M1i1 and z2 is M2i2 and ... and zp is Mpip THEN ẋ = Ai1i2...i px+Bi1i2...i pu

i.e., fuzzy partitions are defined over universes of discurse of smaller dimension, so that
Z = Z1×Z2× . . .Zp. However, that’s not necessary, in principle, for the results in this paper
to apply. For instance ifZ is R

2, we could havep = 3, with three fuzzy partitions defined
on, say,z1 + z2, z1−√z2 and (sin(z1)+ 1)/(cos(z2) + 1). Hence, the rules above in this
footnote are a particular case of the ones in Definition 1.
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Remark: Analogous definitions may be cast for discrete-time TPTS systems and
also for systems incorporating output equations, but they are omitted for brevity.

Using tensor notation, the following definition for TPTS systems is equivalent to
the previous one (proof is omitted as it is just an issue of notation).

Definition 2 Consider a state vector x with dimension d, and an input vector u
with dimension w, and form a vector of dimension n+ w by juxtaposing x and u.
Consider a set of p fuzzy partitions defined on a universe Z, each of them arranged
as a rank-1 tensorµi , i = 1, . . . , p, i.e., as in(31)above. Then, a TPTS fuzzy system
is described by:

ẋ = (µ̃ ·p S)


 x

u


 (34)

where S is a tensor with rank p+ 2 and dimensions n1, n2, . . . , np, np+1 = d,
np+2 = d+w and

µ̃ = µ1⊗µ2⊗·· ·⊗µp

is a tensor with dimensions n1, n2, . . . , np (whose elements are, evidently, given by
(33)), denoted asmembership tensor. S will be denoted asconsequent tensor5 .

An example of a membership tensor element is, for instanceµ3,4,1,1 = µ13µ24µ31µ41,
which will denote a particular rule in a rank-4 TPTS fuzzy system.

Note thatµ̃ ·p S is a rank-2 tensor (i.e., a matrix which multiplies the state-input
vector with the ordinary matrix-vector multiplication).

Obviously, the notations (32) and (34) are equivalent to an expression such as:

ẋ =
n1

∑
i1=1

n2

∑
i2=1
· · ·

np

∑
i p=1

µ1i1µ2i2 . . .µpip(Ai1i2...i px+Bi1i2...i pu) (35)

For instance, the fuzzy system (30) may be considered a rank-2 TPTS one.

Remarks on TPTS modelling:Many fuzzy systems in practice have the tensor-
product structure:

• Example 2 shows how they naturally arise from man-made rules.
• Another paradigmatic example is the “sector nonlinearity” modelling methodol-

ogy in [12]; Example 3 in this work is one of the simplest cases of the referred
modelling technique. The reader is also referred to Example 3, in section 2.2.1 of

5 Notation in (34) is somehow different from that in [1], but equivalent. We wanted to
emphasise the concept of “membership tensor” (generated via an outer product) whereas
Baranyi usedn-mode products [3] for subsequent singular-value-related computations.
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the referred book, which results in a 16-rule model TPTS described by a mem-
bership tensor of dimensions 2×2×2×2 (of course, the authors there do not
use the notation introduced here),i.e., a rank-4 TPTS system.

• Last, [1] proposes a tensor-product based methodology to approximate func-
tions of multiple variables via Takagi-Sugeno fuzzy systems. The procedure,
instead of being based on the previously-discussed sector-nonlinearity approach,
is based on multi-dimensional gridding, lookup and interpolation. A subsequent
step of complexity reduction based on higher-order singular value decomposition
[3] is needed in order to get a reduced number of rules.

In fact, fuzzy system without a TSTP structure are seldom present in applications,
except in the simplest cases (even some first-order single-input TS systems can
be better modelled as TSTP, by using the sector-nonlinearity methodology above
cited, as demonstrated in Example 3 in this work).

Proposition 1 Standard TS fuzzy systems are rank-1 TPTS fuzzy systems. Con-
versely, TPTS systems are a subclass of standard TS fuzzy systems.

Proof: The first affirmation is evident from the definitions, and it has already been
discussed in Section 3.1. Regarding the second one, consider the well-known iden-
tity

n1

∑
i1=1

n2

∑
i2=1
· · ·

np

∑
i p=1

µ1i1 . . .µpip = 1 (36)

It shows that the tensor product conforms a fuzzy partition composed ofq = n1×
n2× ·· ·× np fuzzy sets. Such partition is given by the rank-1 membership func-
tions obtained by unfolding (flattening) the tensorµ̃ onto a vector. The idea can be
formalised by using proposition 3, as:

ẋ = (µ̃ ·p S)


 x

u


 =

(
f l1←···←pµ̃ ·1 f l1←···←pS

)

 x

u


 (37)

Hence, the original TPTS fuzzy system is expressed as a standard TS one because
the membership tensor has been unfolded onto a vector, and the consequent tensor
S has been suitably rearranged by thef l operator as a rank 3 tensor. Such rank-3
tensorf l1←···←pSproduces an ordinary matrix when subject to the product with the
unfolded f l1←···←pµ̃ (rank 1). 2

Example 4 Consider a TP fuzzy system with p= 2, n1 = 2, n2 = 3. It may be
equivalently considered as an “unfolded” fuzzy system with 6 membership func-
tions, denoted asβk(z) given by:
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k = 1 β1(z) = µ11(z)µ21(z)
k = 2 β2(z) = µ11(z)µ22(z)
k = 3 β3(z) = µ11(z)µ23(z)
k = 4 β4(z) = µ12(z)µ21(z)
k = 5 β5(z) = µ12(z)µ22(z)
k = 6 β6(z) = µ12(z)µ23(z)

As another example, consider the fuzzy model of Example 3. In the same way as
above, ifµ1 = ν1η1, µ2 = ν1η2, µ3 = ν2η1 andµ4 = ν2η2 were defined, a fuzzy TS
with four models:

ẋ =
4

∑
i=1

µi(aix+biu) (38)

a1 = 0.748,a2 =−1.035,a3 =−10.247,a4 = 0.536 (39)
b1 = 1,b2 = 1,139,b3 = 1,b4 =−4.139 (40)

will exactly describe the nonlinear system under analysis for x∈ [−π,π].

The reader is referred to [12] for more examples of this tensor-product nonlinear
modeling methodology (although tensor notation is not used and the final model is
always unfolded).

Remark: Proposition (1) seems to make ill-fated any attempt to approach fuzzy
control design for TPTS systems because TPTS are TS systems and vice-versa.
However, a crucial fact is overlooked in this argumentation: most results for sta-
bility and performance of TS fuzzy systems areindependentof the membership
shapes – particularly those in [12,5,18]. However, an unfolded TPTS system does
notsweep over all possible membership values6 . Hence, such membership-independent
stability and performance conditions are conservative in the case of TPTS systems.
This is the key issue motivating the work in Section 4 in this paper.

3.3 Closed-loop tensor-product fuzzy systems

Definition 3 (tensor-product controller) Given a rank-p TPTS system(32), a con-
troller in the form:

u =− ∑
j∈Bp

µ̃j (z)Fjx =−(µ̃ ·p F)x (41)

will be denoted as rank-p tensor product PDC controller (F is a rank-(p+2) tensor
formed by suitably arranging matrices Fj ).

6 for instance, it’s impossible to haveβ1 = 0.1 andβ2 or β3 larger than 0.1 in Example 4.
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By analogy with (4), it is straightforward to prove that, when a rank-p tensor-
product PDC controller is used to control a rank-p system (32), the closed loop
equations are given by:

ẋ = ∑
i∈Bp

∑
j∈Bp

µ̃i µ̃j Gij = ((µ̃⊗ µ̃) ·2p G)x (42)

whereGij = Ai −BiFj defines a tensorG with rank 2p+ 2 (note that, for fixedi
and j , Bi andFj are rank-2 tensors, following notation (66), so the product is well
defined, being the usual matrix product).

In general, analogously to (7), many stability and performance criteria for tensor-
product closed-loop fuzzy systems can be expressed as requiring, for anyx 6= 0:

Θ = ∑
i∈Bp

∑
j∈Bp

µ̃i µ̃j x
TQij x > 0 (43)

For instance, it’s almost evident to check that a condition for quadratic stability of
a TPTS fuzzy system is (43) withQij given by (6) but replacing thei and j with its
boldfaced counterparts.

In tensor notation, stability and performance conditions (43) look like

Θ = (µ̃⊗ µ̃⊗x⊗x) ·2p+2 Q > 0 (44)

for a suitably defined tensorQ with rank 2p+2. Indeed,

Θ = ∑
i∈Bp

∑
j∈Bp

n

∑
k=1

n

∑
l=1

µ̃i µ̃j xkxl Qij kl

Unfolding to a TS system.A possibility to work with TPTS systems is considering
them as ordinary TS systems (Proposition 1) and design fuzzy controllers for them.
Indeed, this is the commonly considered option in literature which this paper seeks
to improve.

The above argumentation may be equivalently stated by using Proposition 3 on
(44), which results in stating:

Θ = ( f l1←···←pµ̃⊗ f l1←···←pµ̃⊗x⊗x) ·4 f l1←···←p f l(p+1)←···←2pQ (45)

where f l1←···←pµ̃ is a rank-1 tensor (i.e., the memberships of an ordinary TS sys-
tem arranged as a vector, suitably ordered) so (45) may be written as (25),i.e., (7).
Hence, LMIs for such conditions can be applied, such as Theorem 1 (details are
omitted for brevity).

The next section discusses an explicit use of the tensor-product form of the mem-
berships in order to produce conditions less conservative than the “unfolding +
Theorem 1” procedure used in literature.
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4 Main Result: relaxed stability and performance conditions for TPTS fuzzy
systems

Theorem 2 Expression(43) (equiv.(44)) holds if there exists a rank-(2p+2) ten-
sor X such that the conditions stated below hold. For ease of notation, note that
Xikjs i, j ∈ Ip−1, k,s∈ Ip is a rank-2 tensor (matrix), and the same applies to Qikjs.
The conditions are:

Xikjs = XT
isjk (46)

Xikjk≤Qikjk (47)
Xikjs+Xisjk≤Qikjs+Qisjk (48)

Y = f l p←2p+1 f l2p←2p+2X, i.e.,

Yij =




Xi1j1 . . . Xi1jnp

...
...

...

Xinpj1 . . . Xinpjnp


 (49)

∑
i∈Bp−1

∑
j∈Bp−1

µ̃i µ̃j ξ (t)TYij ξ (t) > 0 (50)

where Y is a rank-(2p) tensor (hence Yij is a matrix).

If (50) can be proved by a set of LMI sufficient conditions, then such conditions
jointly with (47)–(49)are still an LMI problem stating sufficient conditions for(43).

Proof. Note that, fori ∈ Ip−1, k∈ Ip, for any tensorT of rank greater thanp:

∑
h∈Ip

µ̃hTh = ∑
i∈Ip−1

np

∑
k=1

µ̃ikTik = ∑
i∈Ip−1

µ̃i

np

∑
k=1

µpkQik

Similarly, (43) may be written as:

Θ = ∑
i∈Ip−1

∑
j∈Ip−1

µ̃i µ̃j

np

∑
k=1

np

∑
s=1

µpkµpsx
TQikjsx (51)

Then, Lemma 1 can be applied to

δij =
np

∑
k=1

np

∑
s=1

µpkµpsx
TQikjsx (52)
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consideringi andj as fixed, so that, if (47), (48) hold, then (considering the analo-
gous formulas to (16) and (17)):

δij ≥ pij =
np

∑
k=1

np

∑
s=1

µpkµpsx
TXikjsx (53)

and, hence, building the matrixYij in (49),

pij = ξ TYij ξ (54)

whereξ = f l1←2(µp⊗ x) = (µp1x1 . . . µp1xn µp2x1 . . . µpnpxn) expressed as a
column vector. As the elements of the membership tensors are all positive, we have

Θ≥ ∑
i∈Ip−1

∑
j∈Ip−1

µ̃i µ̃j pij (55)

and the proof is complete. 2

The above theorem is a generalisation of Theorem 1. It provides a sufficient condi-
tion which transforms computation of positivity conditions for a “doublep-dimensional
sum” (43) into computations with a “double(p−1)-dimensional sum” and larger
matrices (the size ofYij is (np·n)×(np ·n), wheren is the size of the square matrices
Qij ).

From a computational point of view, recursive application of the above theorem al-
lows to reachp= 1, and directly applying Theorem 1 as a last step. Then, Theorem
2 allows to assert that (43) holds if a certainnq×nq matrix is positive definite.

Note that the size of the final matrix is the same as the one obtained by unfolding
(43) and applying Theorem 1: the number of elements of tensorsX,Y andQ are the
same, but arranged diferently. However, the larger number of relaxation variables
X in Theorem 2, with various sizes, allows to produce less conservative results as
the example in next section shows.

Recursive application of Theorem 2 for a rank-p TP fuzzy system needsp− 1
tensors of decision variables (of rank 2p+2, 2p, . . . , 4). All of these tensors have
the same number of elements as the originalQ.

5 Example

The following example illustrates the effectiveness of the new stability condition
(Theorem 2) compared to the usual approach in literature,i.e., Theorem 1 applied
after unfolding to a standard fuzzy system. Consider a continuous fuzzy plant com-
posed of the following four rules:
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R11: IF x1 is M11 and x2 is M21 THEN ẋ = A11x+B11u
R12: IF x1 is M11 and x2 is M22 THEN ẋ = A12x+B12u
R21: IF x1 is M12 and x2 is M21 THEN ẋ = A21x+B21u
R22: IF x1 is M12 and x2 is M22 THEN ẋ = A22x+B22u

where

A11 =


 0.5 −0.05

0 −5


 ,B11 =


 a

0.1




A12 =


−10 0

0 −10


 ,B12 =


 1

0.2




A21 =


−1 0.1

0 −2


 ,B21 =


 1

0.4




A22 =


 b −0.01

0 −3


 ,B22 =


 1

0.05




represented by the equations:

ẋ = ∑
i∈I2

µ̃i(Aix+Biu) =
2

∑
i1=1

2

∑
i2=1

µ1i1µ2i2(Ai1i2x+Bi1i2u) (56)

whereI2 = {1,2}× {1,2}. Membership functions{µ11,µ12} and{µ21,µ22} are
supposed to be fuzzy partitions on the domain ofx1 andx2 respectively. Hence, the
system conforms to the definition of a rank-2 TPTS one. The shape of each of the
four membership functions is arbitrary as long asµ11 = 1−µ12 andµ21 = 1−µ22.

A stabilising PDC controller with 4 rules is to be designed,u =−∑i∈I2
µ̃iFix. The

stabilization conditions expressed in the form (43) are obtained from (5) via a
change of variable [12], resulting in:

Qij =−ZAi −AT
i Z+BiNj +NT

j Bj i
T (57)

where i, j ∈ I2, andZ, Nj are LMI decision variables.Z should be a symmetric
positive-definite matrix, and the PDC controller is provided byFj = Nj Z−1.

The parametersa in B11, andb in A22, will take values in a prescribed grid, in order
to check the feasibility of the associated fuzzy control synthesis problem under two
different approaches.

Usual approach.A first possibility in order to design the above regulator would be
considering the fuzzy system to be a four-rule standard one (unfolding), withA1 =
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A11, A2 = A12, A3 = A21 andA4 = A22, using a similar notation forB, generating
Qi j , i, j = 1, . . . ,4.

This well-known approach has been compared to the one proposed in this work.
Note that 16 Lyapunov matrices (57) are defined in both approaches, the only dif-
ference is how they are indexed (via two integer indices from 1 to 4, in the usual
approach; via two rank-2 indices of size{1,2}×{1,2} in this work).

Proposed approach.Applying Theorem 2, expression (43) holds if there exist a
rank-6 tensor X from which matricesXikjs can be extracted so thatXikjs = XT

isjk for
eachi, j ∈ I1, k,s∈ I1 (I1 = I1 = {1,2}), and

Xi1j1≤Qi1j1, Xi2j2≤Qi2j2 (58)
Xi1j2+Xi2j1≤Qi1j2+Qi2j1 (59)

Yij =


 Xi1j1 Xi1j2

Xi2j1 Xi2j2


 (60)

∑
i∈B1

∑
j∈B1

µiµj ξ TYij ξ > 0 (61)

Then, regarding the positivity of∑i∈B1 ∑j∈B1
µiµj ξ TYij ξ Theorem 1 is directly ap-

plied, becausei and j are now one-dimensional indices: Theorem 1 requires the
existence of matricesWi j = WT

i j for eachi, j ∈ {1,2}, such that

W11≤Y11,W22≤Y22 (62)
W12+W21≤Y12+Y21 (63)

W11 W12

W21 W22


≥ 0 (64)

Note that the set of conditions (57) jointly with (58)–(60), (62)–(64) are LMIs.

Results.Figure 1 shows the values ofa andb where a stabilising controller is found,
based on either Theorem 1 (after unfolding) or Theorem 2, using a suitable LMI
solver.

In this figure, the◦ mark indicates the existence of feasible stabilising regula-
tors proved by Theorem 1 (and, of course, also by Theorem 2); the× mark in-
dicates parameter values for which stabilizability is proved from Theorem 2, but
not from Theorem 1. Hence, substantially better results are obtaining by exploiting
the tensor-product structure of the four involved TS rules.
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Fig. 1. Parameter values for which feasible stabilising regulators are found: unfolding +
Theorem 1 (◦); Theorem 2(◦, ×).

Similar results are obtained when the methodology is applied to the nonlinear sys-
tem in Example 3 expressed as a rank-2 TPTS fuzzy system: the usual approach
does not find a stabilising controller, whereas the one proposed in this work does.

6 Conclusions

This paper has provided a generalisation of double-fuzzy summation results in lit-
erature to multiple summations with a tensor-product structure. Such structure is
indeed common in many fuzzy models and, hence, this paper allows for less conser-
vative results in fuzzy controller designs for such systems, as demonstrated in one
numerical example. Although, for simplicity, the chosen example only considers
stabilisation, the presented procedure applies to other more sophisticated perfor-
mance/robustness requirements, by considering well-known different choices for
Qij .
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Appendix: Tensor and multi-index notation

Tensor calculus originated in 19th century physics as a way of working with multi-
linear transformations, even in non-Euclidean geometries [8]. When the multilinear
transformations have arguments inR

n with the usual Euclidean metric and Hilbert
space structure, tensors may be considered as multi-dimensional arrays. This is the
case in this work.

In the definitions below, the notationIq will refer to array index sets in the form
Iq = {1,2, . . . ,nq} for somenq. Several values ofq will be used in defining multi-
dimensional arrays.

Definition 4 A tensor T is a multilinear application which can be represented as
a multidimensional array T∈ R

I1×···×Ip relative to the basis vectors being chosen
on each array dimension. The number p is denoted astensor rank. When the ten-
sor structure is to be made explicit, the notation TI1×···×Ip will be used, or even
Tn1×n2×···×np to describe both the rank and the sizes on each dimension. The tensor
elements are real numbers, denoted by a lowercase symbol, indexed by a multi-
dimensional index variable (to be denoted asmulti-index):

ti1i2...i p 1≤ iq≤ nq, q = 1, . . . , p (65)

Note that rank-1 tensors may be considered transpose-freevectorsand rank-2 ones
arematrices. In the same way that matrices can be considered as a collection of
vectors, a tensor can be considered a collection of lower-rank ones. On the sequel,
when a rank-p tensorT ∈ R

I1×···×Ip is indexed by an index with less thanp com-
ponents, the result will be a tensor (thus, denoted by uppercase), symbolised by the
notation, forq < p:

Ti1i2...iq ∈ R
Iq+1×···×Ip (66)

For instance a rank-5 tensor may be considered as a 3-dimensional array of matrices
or a 4-dimensional array of vectors.

Definition 5 (Outer tensor product) . The outer tensor product of Un1×···×np and
Tn′1×···×n′s is a tensor Vn1×···×np+s = U ⊗T, where np+q ≡ n′q, q = 1, . . . ,s. The ele-
ments of V are:

vi1...i pi p+1...i p+s = ui1...i pti p+1...i p+s (67)

Definition 6 (Multi-indices) On the following, boldface symbols will denote multi-
indices when its structure is clear from the context:

i = i1i2 . . . i p 1≤ iq≤ nq, q = 1, . . . , p (68)

and, similarly, the cartesian product of index sets will be referred to by the notation:

Ip = I1×·· ·× Ip (69)
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For instance, if either the dimensions have been suitably defined beforehand or they
are not relevant to a particular discussion, the elements referred to in (65) will be
denoted asti, i ∈ Ip for convenience. The multi-index will be said to have rankp,
as the tensor it indexes.

Multi-indices of higher rank will also be represented by the juxtaposition of indices
of smaller rank. For instance, the elements of the tensor resulting from the outer
product in (67) will be denoted, when convenient, byvij = uitj , for suitably defined
i ∈ Ip, j ∈ I

′
s.

The following definition extends the usual matrix product alongp shared dimen-
sions7 .

Definition 7 (product) The ordinary product of two tensors U∈ R
I
′′

s×Ip and V∈
R

Ip×I
′
q, which share the dimensionsIp, is a tensor T∈R

I
′′

s×I
′
q which will be denoted

as T= U ·pV whose elements are:

ti′′i′ = ti′′1...i′′si′1...i′q =
n1

∑
i1=1

n2

∑
i2=1
· · ·

np

∑
i p=1

ui′1...i′′si1i2...i pvi1i2...i pi′1...i′q = ∑
i∈Ip

ui′′ivii ′

The notation U·V (or UV) will be used to represent the product with shared index
of rank 1,i.e., UV = U ·V = U ·1V (if U and V are rank-2 tensors, UV is the usual
matrix product).

As an example of the use of the product notation, a quadratic form (xTQx in matrix
notation) may be expressed as(x⊗x) ·2 Q.

Proposition 2 Given rank-p tensors A1, A2, a rank-q tensor B and a rank-(p+q)
tensor C, the ordinary product and the outer product verify:

A1 ·p A2 = A2 ·p A1 (70)
(A⊗B) ·p+qC= A ·p (C ·q B) (71)

Note that A1 ·p A2 is a real number, which is the generalisation of the vector scalar
product. For a rank-2 tensor (matrix)

√
A ·2 A is the Frobenius norm.

Definition 8 (unfolding) The unfolding operation (“flattening”), denoted as f lr←qV
reduces the rank of a tensor V∈RI1×···×Ir×···×Iq×···×Ip by one, converting it to a new
tensor U∈ RI1×···×I ′r×···×Iq−1×Iq+1×···×Ip whose elements are given by:

ui1...ir ...i p = vi1...ir−1 jr ir+1...iq−1 jqiq+1...i p (72)

7 There are other alternative definitions and notations for (inner) tensor products [3,1], as
the number and position of the shared dimensions may vary. The one presented here has
been adopted for convenience.
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where(ir−1) = ( jr−1)∗nq+( jq−1),i.e., jr−1 is the integer part of the quotient
(ir−1)/nq, and( jq−1) is the remainder.

As unfolding can be nested, successive applications of the operator can rearrange
the tensor as a matrix or even as a vector. The notation

f l p←q←r←···←t←s = f l p←q f lq←r . . . f lt←s p < q < r < .. .t < s

will be later used.

Example 5 Consider the tensor of rank 3, with n1 = 2, n2 = 3, n3 = 2 given by:
ti1i2i3 = 2i1−13i2−15i3−1. Then,

f l2←3T =


 1 5 3 15 9 45

2 10 6 30 18 90




and
f l1←2←3T = f l1←2 f l2←3T = (1 5 3 15 9 45 2 10 6 30 18 90)

Example 6 Unfolding a rank-3 tensor T may produce 6 different matrices: f l1←2T,
f l1←3T, f l2←1T, f l2←3T, f l3←1T and f l3←2T. The n-mode matrix of a rank-p ten-
sor T (Definition 4 in [1]) is, for n> 2, the transpose of the matrix resulting from
the unfolding f l2←1←3←4←···←n−1←n+1←pT .

As unfolding is just a reordering of the tensor elements, it’s easy to prove the fol-
lowing proposition (details omitted for brevity).

Proposition 3 The inner product of tensors remains invariant under unfolding on
any of the shared dimensions,i.e.,

( f lr←qU) ·p−1( f lr←qV) = U ·pV

In particular, the above proposition generalises the transformation from (17) to (18),
which used the fact that

(µ⊗µ⊗x⊗x) ·4 X = f l1←3 f l2←4(µ⊗µ ⊗x⊗x) ·2 f l1←3 f l2←4X

There are many other definitions in tensor algebra (n-mode tensor-matrix products
[3,1], etc.) which are out of the scope of this paper. The reader is referred to the just
cited works and textbooks [8,15] for further information about tensor algebra.
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