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Abstract

Image semantic segmentation is one of the key technologies for intelligent systems to understand natural scenes. As one of the

important research directions in the field of visual intelligence, this technology has a wide range of application scenarios in the fields

of mobile robots, drones, and intelligent driving. However, in practical applications, there may be problems such as inaccurate

prediction of semantic labels, loss of segmented objects and background edge information. This paper proposes an improved

semantic segmentation network that combines self-attention module and neural architecture search (NAS) method. The method first

uses the NAS method to find a semantic segmentation network with multiple resolution branches. During the search process, the

searched network structure is adjusted by combining the self-attention module, and then combined with the semantic segmentation

networks searched by different branches to integrate into two semantic segmentation network models with different complexity, and

finally integrate two network models with different complexity according to the current general teacher-student framework. The

input image will first pass through the high complexity model to obtain more accurate parameters, which will affect the training

weight of the student network, then pass the image into the low-complexity model to get the final predicted result. The experimental

results on the Cityscapes dataset show that the accuracy of the algorithm is 69.8 %, the inference speed is 166.4 FPS, and the actual

image segmentation speed is 48/s. It can optimize edge segmentation for better performance in complex scenes and achieve a good

balance between real-time performance and accuracy in practical applications.

Keywords: Intelligent System, Image Understand, Semantic Segmentation, Neural Architecture Search, Adaptive Attention

Mechanism.

1. Introduction

Image semantic segmentation is a technology that can auto-

matically segment images and recognize different types of ob-

jects through a computer. At this stage, it is mainly studied

by deep learning methods. The semantic segmentation network

model based on deep learning neural networks has entered a

period of vigorous development starting from Fully Convolu-

tional neural Networks (FCN) (Long et al., 2015). However,

the FCN method has two disadvantages: loss of pixel posi-

tion information and lack of image context information. There-

fore, various methods of optimizing convolution structure and

feature fusion methods based on encoder-decoder network are

commonly used in artificially designed semantic segmentation

network models based on deep learning.
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The artificially designed semantic segmentation network

structure has a positive effect on the development of seman-

tic segmentation. For example, the introduction of dilated

convolution in DeepLabv1 optimizes the resolution informa-

tion of the feature map (Chen et al., 2014). DeepLabv2 intro-

duces the combination of the spatial pyramid pooling model

and the dilated convolutional layer to increase the ability to

acquire contextual semantic information (Chen et al., 2017a).

DeepLabv3 proposes a combination of multiple combinations

and multiple dilated convolution layers to capture multi-scale

context information(Chen et al., 2017b). The encoder-decoder

structure is adopted in DeepLabv3+ to improve the context in-

formation acquisition capability(Chen et al., 2018b) Although

this type of artificially designed semantic segmentation net-

work model can effectively improve the recognition accuracy

of the semantic segmentation model, it requires a lot of time-

consuming manual design time and computing resources, and

it is difficult to apply it to practical applications.

Based on the problem that the artificially designed seman-

tic segmentation network takes too long and consumes too

much computing resources, we uses neural network architec-

ture search technology to make the computer automatically

search to generate the semantic segmentation network model.

Based on the DeepLab series, we propose a semantic segmen-

tation network model that combines attention mechanism and

neural network architecture search technology. This method
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can optimize image output branches of different resolutions, use

horizontal/vertical domain information to model various types

of objects in the picture, and introduce global contextual se-

mantic information to remove the feature information of non-

recognized objects. From the local to the global two learning

stages, more accurate image semantic feature information can

be learned. The neural network search technology is introduced

to reduce the time spent in artificially designing the neural net-

work structure, and the knowledge distillation network is used

to obtain a neural network structure model for fast semantic

segmentation. The innovation points are as follows.

1. A novel attention network module that can be applied in

the field of real-time semantic segmentation.

2. optimize the semantic segmentation network of NAS

search and use the knowledge distillation network to ex-

pand it. It is proposed to use a new optimization function

to achieve rapid convergence for semantic segmentation

and shorten the training time.

2. Related Work

The neural network structure model based on neural network

search technology has been successful in the field of seman-

tic segmentation. Researchers have proposed a variety of ways

to use neural network search technology to improve the accu-

racy of image semantic segmentation tasks. Related to the work

of this paper are key technologies such as fast neural network

search technology, adaptive attention mechanism and knowl-

edge distillation network.

2.1. Fast neural network architecture search technology

The fast neural network architecture search technol-

ogy comes from the Neural Architecture Search (NAS)

(Zoph and Le, 2016). NAS technology uses reinforce-

ment learning (Baker et al., 2016), evolutionary algorithm

(Real et al., 2019) and gradient algorithm Liu et al. (2018) three

basic construction methods to set the search space, and the cel-

lular network construction method is used to set the basic neu-

ral network component modules as the cellular network struc-

tural blocks. Cell network structure is combined into a new

neural network structure model (Zoph et al., 2018). Compared

with the artificial design of neural network structure module,

this method saves time and effort and is completely designed

by computer training, which is convenient to find the optimal

network structure.

Based on the above concepts, Chen et al. applied NAS tech-

nology to the field of semantic segmentation. At this time, the

semantic segmentation network model designed based on NAS

also needs to consume huge computing resources (Chen et al.,

2018a). Li Feifei and others designed Auto-DeepLab network

structure model based on the concept of DeepLab series di-

lated convolution (Liu et al., 2019a). Although this network

model greatly reduces the consumption of computing resources,

it still requires three GPUs to work at the same time for a week

to complete. Chen et al. proposed a hybrid multi-resolution

branch structure to speed up the search speed of the neural net-

work architecture. This method can be performed on a single

GPU, but it still takes nearly a month to complete the training

(Chen et al., 2019a).

2.2. Attention mechanism module

The design inspiration of the attention model is to solve the

pixel loss problem caused by the importance of different chan-

nels of the feature map in the process of convolutional layer

pooling in deep learning. For semantic segmentation tasks, it is

necessary to obtain precise pixel positions in special images to

obtain better semantic segmentation results. Based on this, Jung

et al. proposed DANet two-way attention scene image segmen-

tation network model. The network structure model uses the

dual attention module to integrate the global semantic informa-

tion of the image into the network, and the output results pass

through the two attention modules and then pass through the

convolutional layer. Element weighting realizes feature fusion,

and the output result is connected to the convolutional layer to

obtain the final prediction result (Fu et al., 2019). Hu et al. pro-

posed that ACNet combined with the attention network model

to extract object image depth information can achieve good re-

sults in the semantic segmentation of indoor scenes (Hu et al.,

2019). This type of neural network model with attention net-

work is very effective in improving the accuracy of image seg-

mentation, but it also has common shortcomings that will slow

down the model training speed. Based on the attention module

theory, we proposes a two-round four-direction attention model

that can simultaneously obtain horizontal/vertical information,

expand the receptive field and achieve the effect of rapid recog-

nition and segmentation. At the same time, the residual network

module is added to extract the global information of the pixel,

and the global semantic information is integrated to improve the

recognition accuracy.

2.3. Knowledge distillation module

There are two ways to achieve better prediction results in

deep learning: using regularization functions and a wide and

deep network structure as neural network model training and

using a variety of weak model sets. Both of the above two

methods can achieve better prediction results, but the disad-

vantage lies in the huge consumption of computing resources.

Therefore, Hinton first proposed the concept of knowledge dis-

tillation in the article. In the article, he believes that the con-

cepts of teacher network and student network can be intro-

duced to reduce the consumption of computing resources. The

teacher network refers to a complex but superior performance

network structure, and the student network refers to a sim-

ple, low-complexity, and fast-training network structure. Use

knowledge transfer to use the training weights in the teacher

network to guide the training of the student network, thereby

reducing the training time of the student network(Hinton et al.,

2015a). In the field of semantic segmentation, Liu et al. in-

troduced the concept of knowledge distillation into the field of

semantic segmentation for the first time (Liu et al., 2019b). We

use knowledge distillation to achieve rapid semantic segmenta-

tion.
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Figure 1: Quick semantic segmentation algorithm Chart.

3. The Proposed Semantic Segmentation Network

3.1. Adaptive spatial attention network module

In response to the current situation of the problems described

in the previous chapters, this chapter proposes a NAS-based

fast semantic segmentation network model (More FasterSeg,

M-FasterSeg), which improves the delay response performance

while pursuing the accuracy of semantic segmentation. The

core components of the overall structure of the fast seman-

tic segmentation network model M-FasterSeg proposed in this

study include: adaptive attention mechanism, neural network

architecture search and knowledge distillation. As shown in

Figure 1, the workflow of the network model is described as

follows: When an image is input to M-FasterSeg, it first passes

through the neural architecture search module, which uses su-

per network technology combines the adaptive attention mech-

anism module to generate two different network structure mod-

els based on the input image: Teacher network model (Teacher)

and student network model (Student); then use knowledge dis-

tillation to combine the teacher network and student network;

finally the image is processed by the two neural network struc-

tures in the knowledge distillation network and then output the

final semantic segmentation map.

3.1.1. M- FasterSeg adaptive attention module

In order to enhance the accuracy of semantic seg-

mentation and the low-latency response performance of

the network model, this section combines the IRNN net-

work model (Bell et al., 2016)and the attention mechanism

(Chaudhari et al., 2019) to propose a new adaptive attention

mechanism module. Among them, the IRNN network model

is often used in the field of natural language processing. It is

composed of a ReLU activation function and a recurrent neural

network initialized by the unit matrix. When performing nat-

ural language processing, it shows good characteristics of high

accuracy and low latency; attention mechanism can remove the

invalid feature channel information, and retain more effective

feature channel information, then the working accuracy of the

network model can be improved.

The spatial attention network module structure designed in

this paper, as shown in Figure 2, uses two sets of IRNN network

structures as the basic structure for obtaining semantic informa-

tion. On this basis, additional convolutional layer branches are

added to capture spatial context information. In this branch,

the super-supervised method uses the convolutional layer and

the sigmoid activation function module to generate the attention

map, and the physical distribution of the semantic segmentation

object is displayed in the attention map to guide the subsequent

output process of the semantic segmentation result map. Using

the spatial attention module can effectively identify target ob-

jects in complex environments and similar target objects with

changing appearances, even in the case of multi-target aliasing.

3.1.2. Adaptive spatial attention network module

The spatial attention module designed in this paper uses di-

mensional compression and information activation methods in

the convolutional layer branch and the attention map output part

to distinguish the importance of each feature channel output,

and discard the invalid feature channel information according to

its importance. Enhance effective feature channel information,

so that the network model can obtain more pixel information

and improve the accuracy of the model.

The dimensional compression method can make the convo-

lution kernel obtain enough information in the same local space

to extract the relationship between each feature channel. This

method uses the global average pooling layer to encode the spa-

tial feature on a single feature channel into a global feature de-

scriptor. The specific process description is shown in formula

(1):

zc = Fsq (uc) =
1

H ×W

H
∑

i=1

W
∑

j=1

uc(i, j) (1)

In the formula, H and W respectively represent the length and

width of the feature map of the input attention module, uc(i, j)

refers to the output value of the convolution kernel at the pixel

position (i, j), and uc refers to the output of the c-th convolution

kernel.

After dimensional compression, the information activation

method can enable the attention module to divide the impor-

tance of the relationship between the feature channels by virtue

of the global feature descriptor. Using a gate mechanism with

a sigmoid form can enable the attention module to allow mul-

tiple feature channel information to be input at the same time

when learning the nonlinear relationship between each feature

channel. The learning process can be described by the formula

(2):

s = Fex(z,W) = σ(g(z,W)) = σ (W2ReLUW1z) (2)

In the formula, W1 is the dimension of the subset after the

feature map is compressed, and W2 is the dimension of the sub-

set after the feature map is restored. After the information acti-

vation method, the size of the feature map becomes smaller, and

the ReLU activation function needs to be used to restore the

feature map to the original size. Finally, the effective feature

channel signal activation value is multiplied with the original

feature value output by the convolution kernel to strengthen the

effective feature information channel. The process description

is shown in formula (3):

xc = Fscale (uc, sc) = sc · uc (3)

In the formula, sc is the output result of the feature channel

learned by the fully connected layer in the attention module,

and uc is the output result of the convolution kernel in the atten-

tion module.
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Figure 2: Spatial attention module.

In the spatial attention module designed in this paper, the at-

tention module is used as the basis, and on this basis, two IRNN

network models are used to form a two-round four-way IRNN

network model structure to improve the information discrimi-

nation ability of the attention module. After the feature map in-

formation is input to the spatial attention network module, the

feature map is processed using the two-round four-way IRNN

model, and the processed output result is multiplied by the out-

put result of the information activation method in the attention

branch, and the feature map size is restored through ReLU ac-

tivation, and then get the attention map of the original size.

The IRNN network model consists of four direction-

independent RNN networks, and the model structure is shown

in Figure 3. The IRNN network divides the convolution op-

erations in four different directions (up, down, left, and right)

into independent convolutional layers. The weight information

obtained by the convolutional layers in different directions is

shared with each other. All operations use recursive matrices

and nonlinearities activation function to transfers information,

and calculates by the pixel feature information obtained from

each spatial position in the four directions. The IRNN module

h(i, j) moving to the right updates the calculation formula at the

position (i, j), such as the formula (4) Shown:

h
right

i, j
← max

(

h
right

i, j−1
+ h

right

i, j
, 0
)

(4)

In the formula, h
right

(i, j)
represents the value of the IRNN mod-

ule moving to the right to obtain the value of maximum pixel in-

formation. The IRNN module moving to the right can combine

the previous image position information and the current image

position information to calculate and retain the maximum value

information. The same goes for other directions. Therefore, the

IRNN module can effectively obtain larger receptive field in-

formation, thereby effectively enhancing the model’s ability to

discriminate feature information in the feature map.

In the spatial attention module designed in this article, the

two-round four-direction IRNN network structure model is

used, which not only enables the spatial attention module to

obtain a larger receptive field during image training, but also

after the output feature map of the first set of IRNN network

Figure 3: IRNN network structure model.

Figure 4: IRNN working principle diagram.

structure models is input to the second set of IRNN network

structure models, the second set of IRNN network structure

models can combine the feature information of the re-input fea-

ture map and the original input feature map for judgment, so as

to obtain more contextual semantic information, which is more

conducive to semantic segmentation task, the working principle

diagram of two groups of IRNN structure, as shown in Figure 4.

In Figure 4 (a), IRNN performs a four-way (up, down, left, and

right) convolution operation on each pixel position of the input

feature map to collect horizontal /neighborhood information. In

the second stage, as shown in Figure 4 (b), the context informa-

tion is obtained from the re-input feature map by repeating the

steps of the previous stage, and finally the complete feature map

is output.

In order to retain more image feature information and reduce

the model delay time, the method in this paper uses the spatial

attention module as the main body to extract the object image

information, and builds an adaptive attention network module,
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Figure 5: Adaptive spatial attention network module.

as shown in Figure 5. The adaptive attention network module

adopts the residual network structure and jump connection to

realize the retention of more image feature information and re-

duce the delay time. The residual network can be used to estab-

lish identity mapping in the input and output of the feature map,

the original feature map information is added with the feature

information in the attention map output by the spatial attention

network module. After the activation function, the image size

is restored to the pixel feature result map with the same size as

the input image, and the jump connection can be used to sup-

press the degeneration of neural network, to achieve the effect

of accelerating the speed of convergence. Not only that, after

using jump connections, the path of data input can be short-

ened and the spread of false information can be suppressed, so

that the adaptive attention module can retain more correct im-

age semantic information. The experiment in Chapter 4 verifies

this fact: the use of skip connection and residual module in

the adaptive attention module can effectively improve the accu-

racy of the model’s semantic segmentation and reduce the delay

time.

3.2. M- FasterSeg neural network architecture search module

In order to reduce the time consumed by artificial neural net-

work design, this paper automatically searches and generates

semantic segmentation network models on computing worksta-

tions based on neural network architecture search technology.

This paper proposes a new neural network architecture search

technology, which can effectively improve the accuracy and

delay time of automatically generating semantic segmentation

neural network models. This technology is based on NAS tech-

nology (Cheng et al., 2020) combined with an adaptive atten-

tion network module to process multiple resolution branches,

and finally merge the output of multiple resolution branches to

generate the final semantic segmentation network model.

The structure diagram of the neural network architecture

search module designed in this paper is shown in Figure 6.

First, the image enters the NAS backbone network, and the cell

network uses reinforcement learning to search, and then the im-

age is resized to generate feature map information with different

resolution branches, and then the adaptive spatial attention net-

work module is used to distinguish feature information in dif-

ferent feature channels, then remove the invalid feature chan-

nel information, and finally the outputs of different resolution

branches are merged to generate a new semantic segmentation

network model.

Search module proposed in this paper adopts the method of

continuous expansion of the search space in the search process.

After the image enters the structure search process, the search

technology will search the topology in the network to obtain

more image semantic information, thereby improving the accu-

racy of the generated semantic segmentation model. The search

space continuous expansion method can not only search the

topology of the network, but also search the width of the net-

work and the structure of the convolution unit. The continuous

expansion of search space method adopted in this paper can

connect each unit with two possible previous search unit out-

puts, thereby improving the accuracy of the generated semantic

segmentation model. The formula is shown in (5):

Ōs→s,l = β
0
s,lŌ s

2
→s,l−1 + β

1
S ,lŌs→s,l−1 (5)

In the formula, s represents the down-sampling rate, the layer

index is l, β is a constant value, each operator Ok ∈ O and each

pre-output is set to Ō(l−1). In the space expansion method, each

search unit can have two outputs, which are output to the sub-

sequent units at different down-sampling rates. The expression

formulas are as shown in (6) and (7):

Ōs→s,l =

|o|
∑

k=1

αk
s,lO

k
s→s,l

(

Īs,l, x
j

s,l
, stride = 1

)

(6)

Ōs→2s,l =

|O|
∑

k=1

αk
s,lO

k
s→2s,l

(

Īs,l, x
j

s,l
, stride = 2

)

(7)

In the formula, x
j

(s,l)
is the coefficient of sampling value of the

random ratio in p = x = x
j

(s,l)
= γ

j

(s,l)
using the Gumbel-softmax

method, in the formula, α, β, γ is used as a normalized scalar to

calibrate each unit output operator. Since the Gumbel-softmax

method can model the output of the search unit in the archi-

tecture search technology as a discrete multinomial distribution

and derivable mathematical model, thereby generating a seman-

tic segmentation network method, the Gumbel noise value can

be set as shown in formula (9), and the output result is shown

in formula (9), in which the parameter τ = 1.

ok = − log(− log(u)), (u = 0, 1) (8)

j = argmax

























exp

(

log(γi+σi)
τ

)

∑|X |

m=1
exp
(

log(γm+σm)

τ

)

























(9)
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Figure 6: The search space structure diagram of adding an adaptive spatial attention network module to the multi-resolution.

This paper uses the spatial continuous expansion method to

process each arithmetic unit of the neural network architecture,

in which α, β, γ exists as a normalized scalar in the softmax

layer, so as to realize the spatial continuous expansion method.

All the normalized scalars are respectively related to each op-

erator Ok ∈ O the output of each pre-operator Ō(l−1), and the

calculation process of normalized scalar with expansion ratio

of each expansion convolution is x ∈ X, as shown in formulas

(10),(11),(12):

|O|
∑

k=1

ak
s,l = 1,∀s, l

(

ak
s,l ≥ 0,∀k, s, l

)

(10)

β0
s,l + β

1
s,l = 1,∀s, l

(

β0
s,l, β

1
s,l ≥ 0,∀k, s, l (11)

|x|
∑

j=1

γ
j

s,l
= 1,∀s, l

(

γk
s,l ≥ 0,∀ j, s, l

)

(12)

Where s is the down-sampling rate in the network model

structure, and l is the index of the number of network layers

in the super network technology. In the neural network archi-

tecture search technology designed in this paper, super network

technology is used to generate two semantic segmentation net-

work models. With supernet technology, the architecture search

technology can generate two semantic segmentation network

models with different parameters at the same time with only one

search training. After the picture is input into the architecture

search technology designed in this article, two network mod-

els with different parameters are generated at the same time,

and the knowledge distillation module is constructed with two

network models with different parameters. Through knowledge

distillation technology, the network model with a few parame-

ters is used as the algorithm model of the fast semantic segmen-

tation method, so as to realize the fast semantic segmentation.

In the current commonly used architecture search technol-

ogy, a search process can only generate a network model of one

parameter type. Therefore, adding super network technology to

the architecture search technology proposed in this article can

save training time, thus, two kinds of fast semantic segmenta-

tion network models with different complexity can be gener-

ated faster The advantage of super network technology is that

the weight of the network model searched by NAS technology

can be shared. However, when the commonly used super net-

work technology is used in the search process, it will cause the

search technology to fall into the ”local minimum” when the

search technology training converges, resulting in the poor ac-

curacy of generated network structure, and because too many

hop connections are often used for information transmission in

the hyper-network technology, this method causes the structure

to collapse, and also causes the accuracy of the generated net-

work structure model to decrease.

In this study, combined with the theory of super networks, it

is found that the reason for the collapse of the architecture is

that the super network has different sensitivity to the operator

O, down-sampling rate s, and expansion rate x. In the separated

convolution and the output of the convolution layer, a large de-

lay gap will be shown, and the gap will not be too obvious in

different resolution branches. Therefore, the regularized delay

method is used to optimize the network search space of three

different influencing factors. The optimization process is shown

in (13):

Latency (0, S,X) =w1 Latency(O | s, X) + w2 Latency

(s | 0, x) + w3 Latency (x | 0, s)
(13)

Among them, w1,w2,w3 are constants, w1 = 0.001,w2 =

0.997,w3 = 0.0021, using separate influence factors for regu-

larization optimization, which effectively reduces the problem

of architecture collapse.
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In the neural network architecture search technology de-

signed in this article, the image will use the proposed adaptive

attention network module to process the output feature map af-

ter the architecture search process and the aggregation branch

process. This method can make the output branch feature in-

formation pass through the adaptive spatial attention network

module, realize the recognition of the vertical/neighborhood in-

formation of the image feature information, combine the con-

textual semantic information and remove the invalid feature in-

formation, thereby improving the accuracy of the semantic seg-

mentation network architecture model generated by the neural

network architecture search technology designed in this paper.

3.3. M-FasterSeg knowledge distillation module

The neural network architecture search technology proposed

in this article can generate two network models with different

parameters in the same search process. The network model

with unlimited parameters is called ”teacher network”, and a

lightweight network model with limited parameters is called

”student network”. Among them, because the teacher network

model needs to obtain more information, its search process will

not be affected by the search expansion ratio, but will only

search for the network structure with the widest expansion ra-

tio, which leads to the unlimited number of parameters of the

teacher model; When searching the student network structure,

the search expansion ratio will be limited, so that the student

network structure model will not be too large. The purpose

of controlling the parameters of the student network structure

model is to reduce the complexity of the student network and

reduce the delay time of the student network model.

Using knowledge distillation technology (Hinton et al.,

2015b), the teacher network structure can be combined with

the student network. Under the same data set, the teacher net-

work training weight is used as an impact factor to guide the

student network training so as to improve the accuracy of the

student network model. Therefore, this article uses knowledge

distillation technology to achieve rapid semantic segmentation

of the student network, and uses the adaptive attention mod-

ule as a post-processing module in the teacher and student net-

work training process to improve the verification accuracy of

the teacher and student network model.

The knowledge distillation network method used in this arti-

cle has the following two steps: (1) training the teacher net-

work, (2) conveying the knowledge in the teacher network

model to the student network structure model. In the training

teacher network model, according to the Boltzmann distribu-

tion concept of statistical mechanics, the generalized softmax

function with the temperature parameter T added is used, and

the generalized softmax function formula with the temperature

parameter is introduced as shown in (14):

qi =
exp (zi/T)
∑

j exp
(

z j/T
) (14)

In the softmax evaluation of the pixel feature map, the out-

put results of the pixel position (i, j) are z j and zi. Accord-

ing to this formula, the larger the value of the parameter T, the

output probability in the softmax layer will gradually become

smoother, resulting in a larger entropy value of the distribu-

tion, the information carried by the label will be amplified, and

model training will pay more attention to the information of the

label.

The second part is to transfer the image knowledge obtained

by the teacher network to the student network structure. During

the knowledge transfer process, the temperature parameter T of

the softmax layer in the student network needs to be restored to

1, so that the softmax layer pays more attention to the pixel in-

formation probability distribution. In the search process, teach-

ers and students use the supernet to share the same network

weight W, so the weight of the student network is the same as

the weight of the teacher network, only need to apply the weight

parameter obtained from the teacher network training as an im-

pact factor to the student network training. Distillation process

description, as shown in formula (15):

lDistillation Loss = Ei∈RKL
(

qS
i ‖q

t
i

)

(15)

KL is the divergence notation, qs
i

and qt
i

are the logarithms

of the pixel predicted value i of the image in the teacher net-

work and the student network, and the equal weight (1, 0) is as-

signed to the image segmentation loss and distillation network

loss. After the search is completed to generate the teacher net-

work and student network model, an adaptive attention network

is added in the training process of the teacher network and the

student network to improve the adaptive attention of the seman-

tic segmentation training process, and the purpose is to improve

the accuracy of semantic segmentation network and reduce de-

lay time.

4. Performance Verification of The Proposed Method

Figures that are meant to appear in color, or shades of

black/gray. Such figures may include photographs, illustra-

tions, multicolor graphs, and flowcharts.

4.1. Experimental dataset and test platform

In this article, the Cityscapes dataset is used as the verifica-

tion dataset. The image data in the Cityscapes dataset is mainly

provided by three German companies such as Daimler. It in-

cludes street views in more than 50 cities in different environ-

ments, including 2975 training images. 500 pictures of the vali-

dation set and 1525 pictures of the test set. The Cityscapes data

set collection scene is shown in Figure 7.

Experimental test workstation hardware configuration condi-

tions: NVIDIA Geforce GTX 1080ti GPU, Intel i7-8700kCPU

and 16G memory. The computing performance of this platform

is equivalent to the current mainstream mobile robot navigation

control system platform configuration, so it can better evalu-

ate the network model in the mobile robot platform Working

performance. In order to quantitatively test the operating ef-

ficiency of the network model, the software configuration of

the experimental platform is described as follows: TensorRT

v6.0.1 deep learning inference framework is used to report the

7



Figure 7: The original image of the Cityscapes dataset and fine annotations.

inference speed of each epoch during experimental training, Py-

torchv1.4 is used as the deep learning framework, and the GPU

uses CUDA10.1 and CUDNNV7 models

4.2. Performance evaluation index

4.2.1. Accuracy evaluation index

The experiment uses three indicators to quantitatively and

qualitatively evaluate the accuracy performance of the proposed

network model, including: pixel accuracy (Pixel Accuracy, PA),

average pixel accuracy (mean Pixel Accuracy, mPA), average

intersection and ratio (mean Intersection over Union, mIoU).

The ”PA” indicator reflects the proportion of the correct pix-

els in the semantic segmentation result image to the total pixels

in the image, and the calculation formula is shown in formula

(16):

PA =

∑k
i=0 pii

∑k
i=0

∑k
j=0 pi j

(16)

The ”mPA” indicator first calculates the proportion of pix-

els that are correctly classified in each type of pixel, and then

calculates the average of the series of proportional values. The

evaluation conditions for this indicator are more stringent than

the indicator PA. The mPA calculation formula is shown in for-

mula (17):

mPA =
1

k + 1

k
∑

i=0

pii
∑k

j=0 pi j

(17)

The ”mIoU” index is the most commonly used accuracy eval-

uation index in the field of semantic segmentation. In the se-

mantic segmentation result map, the pixel set M of the real cat-

egory object and the pixel set N of the correct category object

are two important indicators for evaluating the semantic seg-

mentation ability, and mIoU is the sum of the intersection and

union of the sets M and N. The pixel sets of each category in

the image are respectively calculated for the corresponding in-

tersection and union sums, and the intersection and union sums

of all the sets are averaged, and the evaluation result is finally

obtained. The formula for calculating mIoU is shown in for-

mula (18):

mIoU =
1

k + 1

k
∑

i=0

pii
∑k

j=0 pi j +
∑k

j=0 p ji − pii

(18)

In Equation (16),(17),(18), k + 1 is the number of categories

in the data set. Generally, the category of the data set includes

k category labels and an unlabeled category. It is predicted to

belong to the category of j, so pi j, pii and p ji respectively de-

fine the correct part, the wrong part and the wrong unknown

category part.

4.2.2. Real-time evaluation indicators

The network model proposed in this paper is mainly oriented

to the application of mobile robot navigation system, so it has

higher requirements for computational efficiency. The experi-

ment uses three indicators to evaluate the real-time performance

of network model work: the number of floating point opera-

tions (FLOPs), the number of parameters (parameters) and the

number of Frames Per Second (FPS), which are also commonly

used in the field of fast semantic segmentation research. index.

FLOPs reflect the speed of floating-point operations, which can

be used to measure the computational complexity of the algo-

rithm/model; Parameters reflect the size of the parameter mem-

ory when the network model is running. For a convolutional

layer, the calculation methods of these two evaluation indica-

tors are shown in formula (19) and formula (20):

FLOPs =
(

2 × Ci × K2 − 1
)

× H ×W ×C0 (19)

Parameters =
(

K2 ×Ci

)

×C0 + C0 (20)

Where Ci is the number of input channels in the convolu-

tional layer, K is the size of the convolution kernel, H and W

are the sizes of the output feature maps, respectively, and C0 is

the number of output channels in the convolutional layer.

The FPS is used to reflect the image processing speed of the

model and can be used to measure the image processing speed

of the semantic segmentation model. The evaluation index cal-

culation method is shown in formula (21):

FPS = F ÷ T (21)

In the formula, F is the frame number, and T is the elapsed

time, which is usually set to a constant of 1 second.

4.3. Experiment Validation

4.3.1. Experimental program

First, the Cityscapes data set is input into the neural network

architecture search of M-FasterSeg. In the search technology

training process, the supernet technology is used to generate the

semantic segmentation network model for teachers and students

at the same time. Secondly, for the teacher network model with

adaptive attention post-processing module, Cityscapes is used

as the training data set for training to obtain the final training

weights. Finally, the knowledge distillation technology is used

to input the training weights into the student network model as

an impact factor. After the model, an adaptive attention module

processing module is added, and Cityscapes is used as the train-

ing and test data set of the student network model to generate

the result graph of the fast semantic segmentation method on

the Cityscapes data set.
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Figure 8: Use the Cityscapes data set to use neural search technology to gener-

ate the teacher network in the knowledge distillation network. On the left hand

side of the figure is comparison of branch fusion accuracy between 8 times and

32 times of resolution reduction, and on the right hand side of the figure is

Operation speed

Figure 9: Use the Cityscapes data set to use neural search technology to gener-

ate the student network in the knowledge distillation network. On the left hand

side of the figure is 8-fold decrease in resolution and accuracy of 32-fold fusion

branched comparison chart, and on the right hand side of the figure is Operation

speed

4.3.2. Neural network architecture search performance evalu-

ation

This section mainly evaluates the accuracy and speed of the

M-FasterSeg neural network architecture search technology to

generate the network model. The network structure model in

More FasterSeg proposed in this paper is searched by neural

network architecture search technology combined with adap-

tive attention mechanism. In the search training process, it is

based on the semantic segmentation proposed by Chen et al.

(2019) Chen et al. (2019b) Multi-resolution branch neural net-

work architecture search technical parameter setting, set the

number of cell network layers L = 16, the downsampling ra-

tio s ∈ {8, 16, 32}, the number of multi-resolution branches is

2, and the downsampling of all downsampling layers The rate

expansion ratio is x(s,l) ∈ k = {4, 6, 8, 10, 12}. The Cityscapes

dataset is used as the training and verification dataset for the

search technology. The multi-resolution branch that reaches the

appropriate depth fastest can share the data of the first three op-

erators to another branch, and then diverge, and set the output

branch of the network structure model to 2. Start training with

256 × 512 image size batch size = 3 parameters.

The search technology proposed in this paper combined with

the supernet method can simultaneously search on different

output branches to generate teacher network and student net-

work models. This paper conducts an experimental analysis

on whether to add an adaptive attention module to the output

branch of the search module to verify the effectiveness of the

adaptive attention module designed in this paper. The evalua-

tion indicators are accuracy and speed. The experimental re-

sults are shown in Figure 8 and As shown in Figure 9.

From the analysis of Figure 8, it is found that the accuracy

of the teacher network model generated by adding an adaptive

attention mechanism to the output branch of the teacher net-

work model in the neural network architecture search technol-

ogy proposed in this paper is not as good as that of the NAS

technology. The speed of processing images is higher than that

of NAS technology. Comparing Figure 9 (a) and Figure 9 (b), it

is found that the student network model generated by adding an

adaptive attention mechanism to the output branch of the stu-

dent network model in the neural network architecture search

technology is higher than NAS technology in terms of accuracy

and processing speed.

The analysis based on the above experimental data is as fol-

lows: adding an adaptive attention module to the architecture

search technology is not very useful for the teacher network

model, but for the student network model, it has a greater im-

provement in accuracy and processing speed. The key reason

is that the teacher network in the search process of the search

technology does not limit the search expansion ratio, which

makes the teacher network model more complicated than the

student network model. After the adaptive attention module is

added, the information of the redundant feature channel will be

removed, which will lead to the teacher network. The complex-

ity of the model decreases, which reduces the accuracy of the

teacher network model. For the student network model, after

using the adaptive attention module to remove redundant fea-

ture channel information, the processing speed is accelerated.

Under the condition of limited complexity, the effective pixel

feature information is retained more. Therefore, the adaptive

attention module is added to the output branch of the student

network model. The attention mechanism module is effective.

4.3.3. Evaluation of the accuracy and complexity of the teacher

network model

This section takes the test set and verification set of

Cityscapes as the experimental objects to further evaluate the

accuracy and complexity of the teacher network model. The

data comparison shown in Figure 2 shows that in the neural net-

work architecture search technology combined with supernet,

the processing speed of the teacher network model branch is the

best when the adaptive attention module is added. Since mobile

robot navigation has high requirements for the speed of the se-

mantic segmentation process, this paper selects the search tech-

nology of adding an adaptive attention module to the teacher

network model to generate the M-FasterSeg teacher network

model. Next, an experiment is conducted on whether to add

an adaptive attention mechanism module as a post-processing

module in the teacher network model. The result data is shown

in Table 1. In Table 1, the More FasterSeg* teacher network

model uses the results of training without an adaptive atten-

tion network module, while the More FasterSeg teacher net-

work model uses the results of training with an adaptive atten-

tion mechanism module.

It can be seen from Table 1 that under the image input of

the same data set, the teacher network model with the adaptive

attention mechanism has higher accuracy, lower floating point

calculations and lower parameters. This shows that the adap-
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Table 1: Teacher network accuracy

Settings mIoU(%) Flops parameters

More FastSeg(T)(Non-Attention) 74.4 26.38G 3.09M

More FasterSeg*(T)(Attention) 75.7 26.15G 2.90M

Figure 10: Comparison of Semantic Segmentation Results of Teacher Network.

tive attention module designed in this paper can still achieve

better accuracy while reducing the computational complexity

of the model. Adding the adaptive attention module as a post-

processing module can effectively reduce the redundant infor-

mation and make the network model more efficient. The seman-

tic segmentation diagrams obtained from the two teacher net-

work models are shown in Figure 10. It can be seen from Figure

4 that the semantic segmentation output of the teacher network

model with the adaptive attention module is higher, especially

the target edge is better. In summary, adding an adaptive atten-

tion network module to the teacher network model as a post-

processing module helps improve the accuracy of the teacher

network model, while reducing the amount of invalid calcula-

tions of the teacher network model and reducing the consump-

tion of training resources. The research results have played a

good role in enhancing the scene understanding ability of mo-

bile robot navigation.

4.3.4. Accuracy and efficiency evaluation of student network

model

This section will compare the performance of the seman-

tic segmentation method designed in this article with the cur-

rent representative methods. In addition, since the goal of the

method in this paper is to apply to mobile robots, image prepro-

cessing methods such as multi-scale, cleaning data, and flipping

are not used in the experiment.

In the process of testing and verifying the student network

model, the test set and verification set of Cityscapes are used as

experimental objects. From the comparison of the experimental

data in Figure 3, it can be seen that in the neural network archi-

tecture search technology combined with supernet, the student

network model output branch adds an adaptive attention mod-

ule, and the accuracy and processing speed of the generated

network model are optimal, so the student network model is

selected As the algorithm model of M- FasterSeg.

This paper focuses on whether to add an adaptive attention

mechanism module as a post-processing module in the student

network model. The resulting semantic segmentation result

map, as shown in Figure 11, has a good segmentation effect

on the edge of the object.

Figure 11: Comparison of semantic segmentation results.

Figure 12: Comparison of semantic segmentation results.

The experiment uses the test set and validation set of

Cityscapes to evaluate the effectiveness of the semantic seg-

mentation network model, and compares the semantic segmen-

tation accuracy of the student network model with the current

excellent methods. As shown in Table 2, the experimental re-

sults show that the semantic segmentation method proposed in

this paper has better accuracy on the verification set and test set,

and the calculation efficiency is higher.

In Table 2, the More FasterSeg* student network model

uses the results of training without an adaptive attention net-

work module, and the More FasterSeg student network struc-

ture model uses the results of training with an adaptive at-

tention mechanism module. The fast semantic segmentation

model proposed in this paper is the More FasterSeg model,

which compares the semantic segmentation results of the ex-

isting excellent semantic segmentation network models on the

Cityscapes dataset, as shown in Figure 11.

It can be seen from Figure 11: It is intuitively shown that

on the road scene data set, the method in this paper is more

effective than the current representative semantic segmentation

network. Combined with Table 2, it can be seen that the method

in this paper has better real-time performance while achieving

good accuracy, which has practical application value for the

development of mobile robots’ understanding of complex road

scenes and map construction.
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Table 2: Real-time semantic segmentation performance of adaptive attention network in Cityscapes dataset

Method Val MIOU(%) Test MIOU(%) FPS Resolution

FCN-8S - 65.3 4.4 512x1024

DeepLabv3 - 81.3 1.3 769x769

ENet - 58.3 76.9 512x1024

ICNet 67.7 69.1 37.7 1024x2048

BiseNet 69.0 68.4 105.8 768x1536

DFANet - 67.1 120 1024x2048

Fast-SCNN 68.6 68.0 123.5 1024x2048

ESPNetV2 66.4 66.3 - 1024x2048

DABNet - 70.1 70.1 1024x2048

More FasterSeg 71.5 69.2 164.3 1024x2048

More FasterSeg* 72.1 69.8 166.4 1024x2048

5. Conclusion

This paper proposes a real-time image semantic segmenta-

tion network based on neural network architecture search tech-

nology combined with adaptive attention module. The network

first optimizes neural network architecture search technology

and integrates adaptive attention module and neural network ar-

chitecture search technology. The output neural network archi-

tecture model under the multi-resolution branch can be better

optimized. The use of Supernet technology enables the neural

architecture search technology to search for student and teacher

networks under the same network framework, and uses knowl-

edge distillation technology to combine the teacher network

and the student network Combined, the teacher network will

not limit the expansion ratio during the search process, while

the student network will control its expansion ratio to avoid af-

fecting the real-time performance, which will make the teacher

network learn more data during the training process. After the

teacher network training is completed, the weight parameters

of the teacher network training are used to guide the training of

the student network using a method similar to transfer learning.

After the student network is affected by the teacher network,

the result of semantic segmentation can be obtained in a shorter

time. Finally, a series of comparative experiments were car-

ried out on the Cityscapes data set. The experimental results

show that the algorithm in this paper can improve the problem

of object category edge loss, and can more accurately deal with

road scene images in the case of multi-object aliasing. Image

semantic segmentation problem. At the same time, it is proved

that the algorithm in this paper is a real-time image segmenta-

tion algorithm that can effectively take into account real-time

and accuracy.
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