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Linking distribution system water quality issues to
possible causes via hydraulic pathways

W.R. Furnass*, S.R. Mounce, J.B. Boxall
Pennine Waler Group, Universily of Sheffield, UK

Abstract

Our limited understanding and quantification of the variety and complex-
ity of chemical, physical and biological reactions and interactions occurring
within drinking water distribution systems currently prohibit the develop-
ment of a deterministic model of water quality. The causes of known water
quality anomalies can however be investigated through mining the large vol-
umes of water quality, hydraulic and asset data currently being collected by
utility companies.

The data-driven methodology described here permits historical cause-
effect linkages to be identified in a scalable, largely automatable fashion.
Under Distribution System Integrated Modelling (DSIM), spatio-temporal
searches within the set of pipes that typically lie upstream of a known water
quality anomaly are used to identify possible causes. Understanding of the
flow paths that connect causes and effects are derived from the results of
hydraulic network simulations.

DSIM was used to investigate contacts regarding discolouration and smell /-
taste issues from customers within a Water Supply Zone in England, UK, over
a six-year period. 17.6% of discolouration issues and 17.4% of smell/taste
issues were linked to maintenance jobs using the methodology, much smaller
proportions than were identified using radial cause searches. The DSIM
search results contained a greater proportion of one-to-one linkages and so
are less ambiguous than the results of the radial spatio-temporal searches.
DSIM was found to be a useful and informative tool for data mining multiple
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water quality related datasets.

Keywords: Distribution networks, water quality, data-driven modelling,
GIS, PostGIS

1. Introduction and Previous Research

The quality of drinking water in the developed world is typically very
high with regards to international guidelines and national regulations. In
England and Wales the periodic sampling of potable water at treatment
works, treated water reservoirs and customers’ taps is mandated. In 2010
99.96% of the water samples taken to satisfy the water industry regulators’
monitoring requirements were in compliance with regulations (DWI, 2011).
There is however a need to ensure that the health impact and the aesthetics
of water supplied by water providers continue to be satisfactory.

In many developed countries drinking water distribution system (DWDS)
infrastructures are ageing and processes such as corrosion continue to impact
on water quality in networks that contain older metal pipework (Kirmeyer,
2002, p. 89). As a result, regulators and water providers are now developing
and implementing capital and operational measures for managing water qual-
ity in DWDS (DWI, 2002), in addition to the sound catchment management
and treatment practices already in place.

The designs of these measures are in part informed by evidence of events
and activities within DWDS that have previously had a detrimental effect on
the quality of water at customers’ taps. In addition, theoretical threats to
water quality from intra-network causes are being explored through research.
For example:

e 15% of the cases of diarrhoea in a UK study by Hunter et al. (2005)
were thought to be associated with bursts and pressure losses within
DWDS.

e Payment et al. (1997) considered the possible causes of pathogen ingress
to include cross-connections, pipe replacements and the manipulation
of valves and hydrants. Besner et al. (2007) then related variations in
water quality to such maintenance activities.

e Research is being conducted into how transient pressure waves (result-
ing from valve closures, for example) can cause contaminant ingress
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via back-siphonage (LeChevallier et al., 2003; Boyd et al., 2004; Collins
et al., 2011).

e From one study it was calculated that on average 0.23 low pressure
events, each of which had the potential to cause contaminant ingress,
occurred per year per 1000 population served (WRe, 2008).

It should be noted that a) there is typically much uncertainty associated
with the results of epidemiological studies such as Hunter et al. (2005), b)
that intra-network water quality issues can have a variety of anthropogenic
causes (e.g. power failures causing pump trips; maintenance activities con-
ducted by water companies; structural failures, possibly due to a lack of
maintenance/renewal; deliberate contamination) and c¢) several sets of in-
dustry guidelines have been developed in which methods are presented for
greatly reducing the risk of operations and maintenance activities negatively
impacting on water quality (e.g. Ainsworth and Holt (2004)).

Water providers are not only concerned with the chemical and microbio-
logical quality of supplied water but its aesthetics too. In one study 41% of
the complaints made by customers to English and Welsh water providers were
regarding drinking water aesthetics, 37% of which pertained to discolouration
(Vreeburg and Boxall, 2007).

A considerable proportion of discolouration incidents can be associated
with ‘known activities’ within DWDSs. In the period 2006-2008 the Drink-
ing Water Inspectorate for England and Wales attributed 47% of issues to
planned works, 6% to pump failures, 16% to valve failures/replacements,
9% to mains damage, 10% to connections, 6% to reservoir issues and 6% to
treatment works issues (Husband and Boxall, 2011).

A widely-accepted theory is that discolouration is due to cohesive layers
of particulate matter being stripped from pipe walls due to a change in pipe
wall shear stress (Husband et al., 2008). The manipultation of values during
maintenance operations therefore has the potential to cause discolouration.

While combined compliance rates in the England and Wales are very
high, unacceptable chemical, aesthetic and biological water quality failures
do occur, a proportion of which are thought to occur within DWDSs. Given
this, and the desire to operate DWDSs in a more proactive manner, there is
a need to better understand water quality within DWDSs, particularly with
respect to the number of water quality anomalies that may be due to known
or planned activities.



Analytical modelling of the activities and events that can affect water
quality in DWDSs is impeded by the latter’s structural heterogeneity and
by the complexity of the physical, chemical and microbiological processes
involved. Data-driven investigations into the causes of water quality fluc-
tuations can potentially elucidate causal relationships without the need for
computationally-intensive analysis.

Jaeger et al. (2002) suggested that data regarding water quality incidents
and possible causal events/activities could be mined for cause-effect rela-
tionships. They stated that such data mining needs to take into account the
hydraulics of DWDS as flow paths determine if and how cause and effect
are linked. However, the methodology proposed by Jaeger et al. (2002) for
determining the causes of water quality issues quantifies the separation of
cause and effect in Euclidean (planar) space. This is thought to be inappro-
priate for determining if and how an event at one location in a labyrinthine
DWDS has influenced water quality at another as hydraulic connectivity and
network path distances are not considered. Okabe et al. (2006) argued that
planar spatial analysis techniques are inappropriate for studying network-
constrained data (such as water quality incidents or mains repair data) as
they can produce many false-positive results. Even so, planar/Euclidean
searches continue to be the common method for determining the causes of
water quality issues because of their simplicity and ease of implementation.
Others have used GIS systems and either visual assessment of data (e.g. Eng
et al. (1999)) or planar spatial searches (e.g. Kistemann et al. (2001)) to
explore the causes of DWDS water quality issues.

The methodology of Jaeger et al. (2002) was developed further in its
incorporation into the IMADSIG software (Trepanier et al., 2006; Besner
et al., 2007). With this tool, flows can be traced back from the location of a
water quality incident to upstream boundaries such as treatment works. This
software allows the set of pipes identified through such ‘back-tracing’ to be
visualised along with the results of spatio-temporal queries of the various data
model datasets. Human judgement is then applied to associate ‘qualitative
probabilities” with cause-effect linkages.

The results of analysing historical data from DWDSs in seven cities were
mixed (Besner et al., 2007): no causes could be identified for 0-38% of
coliform-positive samples, for 36-53% of the customer complaints and for
8-83% of the heterotrophic plate counts. Besner et al. considered the effi-
cacy of the methodology to be limited by the number of unrecorded events
and activities, to inaccurate spatio-temporal references, to the low sampling
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Figure 1: Searching within an integrated network model for upstream causes of a historical
water quality issue.

frequency and to hydraulic models not being sufficiently representative.

2. Aims and objectives

A scalable, largely automatable methodology called Distribution System
Integrated Modelling (DSIM) has been developed for linking historical water
quality issues to known events by network topologies and hydraulics. The
objectives of the research were to:

1. Develop a method for combining water quality, asset, topological and
hydraulic data to form an integrated network data model, giving con-
sideration to the quantity, quality and value of the datasets used.

2. Devise a method for determining the region of influence hydraulically
upstream of a given water quality issue. This is the set of pipes that
lies upstream of a particular network location, given typical directions
of flow. Possible causes of that issue can be found by spatio-temporally
searching the issue’s region of influence.

3. Apply the developed methodology to datasets that describe a particular
distribution system to assess its efficacy.

The application of the methodology for identifying a probable cause for
a reported discolouration complaint is illustrated in figure 1.



3. Developing and analysing an integrated data model

The developed methodology is presented in this section and section 4
features a case study that demonstrates its application.

3.1. Dataset selection: water quality anomalies

To gain an understanding of the water quality events that occurred over a
historical period one can refer to regulatory sampling and customer contact
databases. In the future it may also be possible to study quality changes
in DWDSs using on-line instrumentation that continuously samples multiple
determinands. Such technology exists but it is currently unproven and has
not yet been widely adopted (Boxall et al., 2010).

Regulatory sampling programmes in England and Wales provide valuable
insight into the microbiological and chemical quality at treatment works,
service reservoirs and customers’ taps. However, these “discrete, manually-
collected samples produce a small amount of ‘spot’ data that is representative
of the quality of the water at a single time and duration at a given location.
These snapshots [...] provide no understanding of the system status prior to
or after the data was recorded.” (Boxall et al., 2010).

By contrast, customers themselves provide excellent network coverage
and potentially continuous feedback on certain water quality parameters.
Customer contacts are generally a utility company’s first indication of low
pressure or discolouration issues. However, customer contacts describe only
highly subjective perceptions of water quality (Whelton et al., 2007) and may
have inaccurate temporal references due to ‘recognition’ and ‘reaction’ delays.
Customer behaviour, standards and expectations are also highly subjective;
contacts are however often a good indicator of a change in water quality.

Only certain types of customer contacts are considered to be of interest
as inputs to DSIM. Discolouration, measured as turbidity, is an important
aesthetic parameter but can also be an indicator of the risk of the ingestion
of dislodged biofilm material: Gauthier et al. (1999) found that < 11% of the
particulate matter in a particular DWDS was organic carbon. Developing
a better understanding of the relationship between discolouration incidents
and activities such as mains repairs and valve operations could help inform
maintenance strategies.

The odour and taste of supplied water can be affected by high residual dis-
infectant concentrations, precursor materials that have broken through treat-
ment works interacting with disinfectants, trihalomethane concentrations and



biological activity and decay, amongst other causes (Khiari et al., 2002). The
ability to relate contacts regarding water that smells/tastes strongly of dis-
infectant to specific maintenance /rehabilitation activities could be of value
to local asset management.

Contacts regarding no flow, low flows or low pressures are also of inter-
est. Such observations can result from a burst, from pumping station issues
or from system maintenance or operational activities including repairs. All
these events/activities have the potential to impact on water quality through
increasing flows and therefore shear stresses (see Boxall et al., 2001; Boxall
and Saul, 2005; Boxall and Prince, 2006; Husband et al., 2008) or by inducing
back-siphonage. However, contacts regarding water aesthetics and/or chem-
istry are of greater importance than contacts regarding hydraulic anomalies
as they more directly relate to the issues of interest.

Contacts categorised as being related to illness are recorded in England
and Wales. However, there is too much uncertainty associated with com-
plaints regarding illness and the number of such contacts are too low to
allow cause identification to be automated; the type, severity and onset de-
lay can vary greatly between incidents and it can be difficult to prove that
the consumption of water was the cause of an incident.

3.2. Dataset selection: the potential causes of water quality issues

Gray (2008) categorised the causes of drinking water quality issues as be-
ing the result of a) treatment works issues, b) raw water quality fluctuations
and /or c) distribution network events/activities. Household plumbing/activ-
ities constitute a further category of possible causes. The effects of a) and b)
above are minimised through the development and implementation of Water
Safety Plans (WHO, 2005), diligent treatment practices and monitoring and
feedback control. When drinking water quality issues do occur, cause and
effect can be more easily correlated for issues resulting from a) or b) than ¢),
due to the populations affected and the causes not lying within subterranean,
pressurised distribution systems. This paper therefore focuses on the effects
of ¢). The US Environment Protection Agency have stated that the “age and
complexity of distribution systems...has increased the likelihood for contami-
nation events and water-borne disease not related to source water treatment
deficiencies” (USEPA, 2006). This highlights the importance of considering
how the quality of treated water can be influenced by events/activities within
distribution systems.



Under DSIM the intra-network causes of water quality issues can be de-
scribed in terms of flow or pressure anomaly datasets (which can be indicative
of the occurrence of bursts, exceptional demands and operational /mainte-
nance activities) or maintenance job records. The latter are considered to be
of greater value for DSIM due to the volume and resolution of available data
and to the nature of the activities being known.

3.3. Data quality considerations

Before attempting to correlate datasets describing water quality issues
and their possible causes one must first give consideration to their accuracy
and whether they are sufficiently representative of reality. Means for ensuring
satisfactory data quality are presented in this section.

Water quality issue records and possible cause records that do not have
valid Geographical Information System (GIS) georeferences should be dis-
carded. All records should be reprojected to a common spatial reference
system. The customer relationship management systems and maintenance
job management systems used by water providers typically feature georefer-
enced data, thus georeferences can be extracted directly from such databases.
Polygonal GIS data denoting the area of interest (such as a Water Supply
Zone (WSZ)' or DMA) can be used to cull irrelevant event records.

All event records require a commencement timestamp (date and time)
and maintenance job records need both start-on-site and finish-on-site times-
tamps, with the latter occurring after the former and the separation of the
two being plausible for the type of job. Customer contact timestamps will in-
evitably be associated with both recognition and reaction delays, particularly
for the case of mailed letters.

The variable propagation delay associated with letters was thought to be
a potential source of error in contact timestamps so such contacts are not
ideally suited to automated cause identification via DSIM. However, only a
very small proportion of the contacts received by water providers from their
customers are letters: in England and Wales the ratio of written contacts to
telephone contacts is approx. 1:225 (OFWAT, 2010). This suggests that the

!Distribution Metered Areas (DMAs) are semi-isolated DWDS regions that are used for
leakage calculations and other management purposes, each of which has a small number
of inlets and outlets; WSZs are comprised of multiple DMAs and have a population of no
more than 100,000 (Tanyimboh and Key, 2010)



analysis of large volumes of water quality complaints for possible causes may
not be overly affected by including written complaints.

The clustering of customer contacts is necessary to ensure that contact
data are representative of water quality issues rather than individual phone
calls/emails. A simple method is presented here for clustering contact records
by discretising their timestamps.

In figure 3.3, each (georeferenced) customer contact is assigned an integer-
valued cell number. This number is calculated by using ‘integer division’ to
divide the magnitude of the timestamp (in seconds since a datum) by an em-
pirical cell size parameter (also in seconds). The cell size parameter dictates
the mazimum possible temporal separation of two contacts in one cluster. The
contact records are then grouped by cell number, georeference and complaint
type (e.g. ‘discoloured water’). Each clustered contact grouping is assigned
the earliest timestamp (a representative value) of its precursory records. The
resulting dataset is henceforth referred to as clustered contacts. Sensitivity
analysis is required to determine an appropriate duration in seconds for the
cell size parameter.

Customer contacts should only be clustered in space (as well as time) if
it can be assured that both the clustering algorithm and the method used to
link water quality issues to possible causes use the same measure of proximity
(Euclidean or network distance).

3.4. Implementation

To implement DSIM on large datasets a storage, processing and analysis
system is required that is flexible, scalable and efficient. The PostgreSQL
relational database management system (RDBMS) along with the PostGIS
geo-spatial extensions (Obe and Hsu, 2010) were selected for this purpose as:
file-based storage is much more costly to search than indexed database ta-
bles; data-type integrity is ensured by relational databases and PostgreSQL/-
PostGIS provides an array of spatio-temporal analysis functions from which
arbitrarily-complex Structured Query Language (SQL) statements can be
constructed.

The presented methodology was initially developed through manipulating
PostGIS databases using SQL statements and custom functions, with Python
scripts being used for parameter sensitivity analysis. The functionality was
then encapsulated in an Application Programmers’ Interface (API) written
in Python.



min_timestamp = min(contacts_dataset.all_timestamps)

foreach ¢ in contacts_dataset:
c.cell = floor((c.timestamp - min_timestamp) / cell_size)

foreach group in contacts_dataset.group_by(cell,
georeference,
complaint_type):
i = new_quality_issue(min(group.timestamps),
georeference,
complaint_type)
clustered_customer_issues.append (i)

Figure 2: Customer contacts clustering algorithm. Sensitivity analysis and/or engineering
judgement must be used to determine a value (in seconds) for the empirical parameter
cell_size.

A flowchart that illustrates the various components of the developed
methodology is shown in figure 3. The purpose of these components, along
with further basic implementation details, are provided in this section (§3).

Datasets describing water quality issues and their potential causes are
imported into PostGIS from sources for which there are ODBC drivers avail-
able (e.g. MDB, XLS). The OGR (Sherman, 2008) tools are used to import
polygonal GIS data that define the arca of interest and internal partitions
(c.g. DMA boundaries), the former being used for data filtering and the
latter for query scoping.

Data stored within a PostGIS database can be visualised using a graphical
GIS application such as Quantum GIS (Sherman, 2008).

3.5. DSIM: Linking issues to possible causes via hydraulic pathways

The water quality issue and possible cause datasets used as inputs to
DSIM are network-constrained. It is possible to associate issues with possi-
ble causes using pathways derived from corporate GIS asset data but these
linkages do not predicate hydraulic connectivity.

Under DSIM a water quality issue is associated with possible causes
through searching the Region of Influence (Rol) upstream of that issue. It
was thought that searching upstream for the causes of a set of effects would
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and typical flow directions
(AQUIS 24h hyd sim results)

Possible cause Water quality
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DMA boundary
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Planar cause searches
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(PL/pgSQL BFS graph traversal)

Graphical/tabular outputs

Figure 3: DSIM overview.

lead to a less ambiguous understanding of causal relationships than the in-
verse (see figure 4).

Historic flow data captured via SCADA systems is of insufficient spatial
resolution to determine the pipe flow vectors required for constructing a Rol.
Instead, typical flow directions can be determined per pipe from the results
of an extended time-series hydraulic network simulation (Walski et al., 2003).

An idealised extended time series simulation (24h) is conducted using the
AQUIS modelling software (7-Technologies, 2009) and a hydraulic model of
the DWDSs of interest. Node, pipe and valve attributes, geometries and state
information are then migrated from AQUIS to PostGIS via ODBC along with
pipe bulk velocity vectors per 15min simulation time-step. The mean daily
velocity vector is then calculated per pipe to give a typical direction of flow.

Note that hydraulic modelling packages other than AQUIS (e.g.
EPANET (USEPA, 2008), SynerGEE? or Infoworks?) could be used in place

’http://www.gl-group.com/en/water/SynerGEEWater . php
Shttp://www.innovyze.com/products/infoworks_ws
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Figure 4: Causality between event A and downstream event ¢ can be less ambiguously
determined if one searches for the possible causes of i (those being A and B) rather than
the possible effects of A.

of AQUIS to solve the DWDS of interest for flows and pressures as long as the
data types listed previously could be migrated to PostGIS from the results
of a 24h network simulation.

Before Rol can be constructed it is necessary to first associate water qual-
ity issues and possible causes with network model elements. In hydraulic
DWDS models, customer demands are allocated at nodes. Clustered cus-
tomer contacts and regulatory tap sampling records are therefore also as-
signed to nodes in the presented method. Possible cause datasets such as
maintenance job records are associated with pipes. These associations are
achieved through storing the unique ID of the nearest node with each clus-
tered customer contact and regulatory tap sampling record and storing the
ID of the nearest pipe with each maintenance job record.

The nearest neighbour searches used to make such associations take the
form of a SQL update statement that features PostGIS’ radial (Euclidean)
separation test function (St_DWithin), a maximum separation and SQL
DISTINCT ON and LEFT JOIN constructs. The statement caches the unique
ID of the closest network model entity for each issue or possible effect record.
GIS ‘linestrings’ can be produced to allow the nearest neighbour search re-
sults to be visualised in Quantum GIS.

The determination of the extent of a Rol can be interpreted as a graph
theory problem (Cormen, 2005). The network topology and time-averaged
velocity vectors contained within PostGIS together form a directed, cyclic
graph that can be methodically explored to identify the set of pipes that typ-
ically lie upstream of a node. To this end a breadth-first upstream traversal
algorithm was implemented for efficiency as a non-recursive (double-ended
queue-based) stored procedure in PostgreSQL’s own PL/pgSQL language.
A list of visited nodes were maintained to avoid infinite cycling around net-
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work loops. Valves < 1% open are considered hydraulically impassible. A
Quantum GIS plug-in was developed for visualising the Rol upstream of a
clustered customer contact (figure 5).

Figure 5: Region of Influence upstream of a specified (circled) customer contact (Quantum
GIS plug-in). The upstream pipes are depicted using a lighter colour. The boundaries
to upstream traversal are the two DMA inlets, shown on the left as arrows inside black
circles (the arrow on the right is an export to another DMA).

The algorithm pseudocode in figure 6 shows how DSIM uses Rol to deter-
mine possible causes for water quality issues once nearest neighbour searches
have been performed.

3.6. Planar analysis of the integrated network model

The efficacy of DSIM can be contrasted to a network-agnostic, more GIS-
like approach to causal linkage identification through applying both DSIM
and the algorithm shown in figure 7 to a particular developed integrated
data model. r;, and t,;, in figure 7 are correlation factors that account for
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Figure 6: DSIM causal linkage identification. t,;, is a correlation factor that accounts for
propagation delay plus customer recognition/reaction delay.

foreach i in water_quality_issues_dataset:
foreach ¢ in possible_cause_dataset:
if c.nearest_pipe in RoI(i.nearest_node)
and i.start_timestamp > c.start_timestamp
and i.end_timestamp < c.end_timestamp + t_win then:
causal_linkages.append([c,i])

Figure 7: Planar linkage identification. r,;, and t,,;, are correlation factors that account
for spatial advection and propagation delay plus customer recognition/reaction delay re-
spectively.

foreach i in water_quality_issues_dataset:
foreach ¢ in possible_cause_dataset:
if planar_separation(i,c) < r_win
and i.start_timestamp > c.start_timestamp
and i.end_timestamp < c.end_timestamp + t_win then:
causal_linkages.append([c,i])

spatial advection and propagation delay plus customer recognition/reaction
delay, respectively.

The number and types of causal linkages identified by the planar method
are in part dependent on the values of t,;, and 7.;,; sensitivity analysis
should therefore be conducted for m distinct values of r,;, between O0m and
the length of the longest lateral axis of the analysed region and for n distinct
values of t,,;, between 0k and the maximum propagation delay in the studied
distribution network (the upper bound of the temporal separation of cause
and effect). Through varying ¢, whilst using a representative value of 7,
and vice-versa, the number of distinct applications of the planar method
required for bi-variate sensitivity analysis is reduced from n x m to n+m—1.

The mean DMA radius serves as ryin_repr, & representative value of 7., as
the majority of cause-effect linkages pertaining to water quality are thought
to be confined by DMA boundaries due to DMAs typically having few inlets
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and outlets. A representative value of tyn, twin_repr, is defined as the typical
propagation delay to all points in a network and is calculated from the result
of water quality simulations as the mean of the maximum age at each node
(ignoring dead ends) once steady-state has been reached (Machell et al.,
2009) plus a term to account for typical customer reaction delay if analysing
customer contact records. tyin_repr can be used to compare the efficacy of
the DSIM and planar methodologies.

4. Case study

The efficacy of DSIM was tested through its application to datasets per-
taining to a WSZ in northern England. The 101km? study region, depicted
in figure 8, covers both urban and rural areas and features 14 DMAs and
368km of mains that supply approximately 19, 000 properties.

) —
] " s
- | Water main

| U I

o Memered

Aren (DMA)

Figure 8: Case study area showing pipes and DMA boundaries.

A substantial dataset pertaining to water quality issues in the study area
(customer contact records; regulatory samples) and the potential causes of
those issues (maintenance job records) from October 2001 to July 2007 were
collated within a PostGIS database. Only seven regulatory sample failures
were identified for the study period so this data was not analysed further.

Written contacts could not be distinguished from telephone calls/emails
so were not discarded. However, this was not thought to be particularly
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significant for ‘bulk’ cause searches given the low ratio of calls to letters
received by the utility company in 2009-2010 (see §3.3).

Customer contact records regarding the quality (and quantity, for refer-
ence purposes) of received water were clustered in time, as per algorithm 3.3.
Customer contacts were not clustered in space in this study.

Sensitivity analysis showed the relationship between the number of dis-
tinct customer issues and the algorithm cell size being linear between Oh
and 12h and logarithmic above the latter value (figure 9); the customer is-
sue dataset used in subsequent analysis (see table 1) was therefore produced
using a 12h cell size.

Each contact/cluster had been associated with a property ‘seed point’
within the utility company’s Customer Relationship Management (CRM)
database. The geocoding of the customer issues was visually verified by
overlaying land use data with customer contacts using the Quantum GIS
software (Sherman, 2008).

50% of maintenance job records were lacking timestamps for both the
arrival on, and departure from, the incident site or had departure timestamps
that preceded the arrival timestamp; these records were therfore purged.

Questions regarding the fidelity of GIS data and of the company’s all-
mains hydraulic model of the WSZ were raised when the model and customer
contacts were graphically superimposed over polygonal DMA boundary data:
certain mains appear to have been omitted from the model and the model
does not reflect rezoning over the period of analysis. The latter is unavoidable
given that both GIS systems and hydraulic models typically only provide a
snapshot view of DMA boundaries and the state of hydraulic devices.

Dataset Class Records
Discolouration 1413

Clustered customer contacts | Smell/taste 51
Low flow/pressure; no water | 765
Service pipe 303
Repair main 276

Maintenance job records g{g;l}f:tptlgg %Sg
Stop Tap 145
Other 288

Table 1: Case study water quality issue and possible cause datasets grouped by classifica-
tion

16



2400

+ wm
2 2 2350
% 8
5 T 2300
= 2250 2
o *0 L POPP
E% 5000 i S AR XA
© * 04»’ v\’ @ ok, ’,“;“
2150 M 3 "I
0 2 4 6 8 10 12 14

Cell size (days)

Figure 9: Sensitivity of customer contact dataset size to clustering algorithm cell size.

5. Case study results

Nearest neighbour searches were conducted to associate clustered contacts
with nodes and maintenance jobs with pipes. It was anticipated that the
results of applying algorithm 6 to the integrated WSZ model would be highly
dependent on the value of t,;,. The sensitivity to t,;, of the number of
contacts for which possible causes could be found is shown in figure 10 and
table 2. Here the maximum value of this parameter, 480h, corresponds to the
maximum propagation time calculated for the WSZ and is an upper bound
to the temporal separation of cause and effect. Results are also discussed
in terms of a representative value for ¢,;, of 40h, shown in figure 10. This
representative ., is comprised of a conservative measure of water age (the
mean of the maximum water age at each node as calculated using AQUIS;
nodes at ‘dead ends’ with ever-increasing water age were ignored) plus 10h
to allow for customer reaction delay.

Using DSIM with a ¢, of 40h, possible causes were identified for 17.6%
of discolouration issues and 17.4% of smell/taste issues, with 82.9% of the
explainable discolouration incidents being associated with mains repair, re-
conditioning and renewal. Only 11.5% of explainable discolouration issues
and 11.4% of smell/taste issues were associated with > 1 possible cause. As
mentioned in §4, 50% of maintenance records were discarded for not meeting
the data quality criteria; one or more water quality issues could be associated
with 125 of the 1465 remaining records (t,;, = 40h).
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The planar search method was also applied to the case study model. With
Twin = 1600m (mean DMA radius) and t,,;,, = 40h possible causes were iden-
tified for 74.9% of all discolouration issues and 86.3% of all smell /taste issues
(figure 11). However, these causal linkages were much more ambiguous than
those found using DSIM: 53.4% of the explainable discolouration issues and
42.4% of the explainable smell/taste issues had > 1 possible cause. If the
planar cause searches are restricted by DMA boundaries then 49.6% of dis-
colouration issues and 51.0% of all smell/taste issues can be associated with
> 0 causes and 31.0% of discolouration issues and 15.3% of all smell/taste
issues can be associated with > 1 causes (figure 12).
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Proportion of discolouration issues with greater than 1 cause(s)
Proportion of smell/taste issues with greater than 0 cause(s)
Proportion of smell/taste issues with greater than 1 cause(s)

[TT1

Figure 10: Customer contacts for which causal linkages not identified by DSIM.

6. Discussion

A much smaller proportion of the water quality issues investigated
through the study could be attributed to maintenance jobs when using the
network-orientated DSIM searches than the Euclidean searches. One might
therefore conclude that, using DSIM, fewer water quality issues can be said
to be due to known activities than if cause-effect relationships were explored
through conducting planar proximity searches using a typical GIS applica-
tion.

The planar method returned more ambiguous results: a greater propor-
tion of the explainable water quality issues were associated with more than
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Issues per | tuin | twin | twin
Cause category | Cause subcategory issue cat- | = = =
egory 0h 40h | 480h
Repair Main Repair Main using dowel piece. 1416 | 124 | 125 | 126
Repair Main Repair Main other methods (not 1416 53 56 | 250
Dowel Piece)
Service Pipe Renew Existing Service Pipe 1416 21 23 27
Main Fitting Excavate to Boundary Stop Tap 1416 12 16 70
& Carry out Flow Testing
&| Main Fitting Repack or Refurbish Sluice Valve 1416 16 16 16
2| Service Pipe Repair Existing Service Pipe 1416 12 12 33
"= Other Install Stop Tap to Existing Ser- 1416 5 10 35
'% vice Pipe
5| Stop Tap Renew Stop Tap 1416 7 71 210
<| Stop Tap Repair Leak in Chamber or Ex- 1416 1 2 15
& isting Excavation
A[ Other Lead Renewal - Shortside 1416 0 2 15
Supply pipe Section 75 Repair leaking supply 1416 0 2 6
pipe
Other Excavate and Lay Main 1416 2 2 3
Main Fitting Remove Ferrule & Stop Tap or 1416 1 1 4
Meter
Other Install Bulk Meter (in line) 1416 0 1 2
Other Install Non-standard Meter 1416 0 1 2
Supply pipe Repair leaking supply pipe 1416 0 0 23
Service Pipe Leak on or near meter 1416 0 0 12
Other Reinstate Consequential Dam- 1416 0 0 3
age
Supply pipe Rechargeable Section 75 Repair 1416 0 0 1
leaking supply pipe
Main Fitting Repair/refurbish Sluice Valve. 1416 0 0 1
§ Other Install Stop Tap to Existing Ser- 51 6 6 6
9 vice Pipe.
o Repair Main Repair Main other methods (not 51 3 3 4
3 Dowel Piece)
=t Service Pipe Renew Existing Service Pipe. 51 1 2 2
% Main Fitting Excavate to Boundary Stop Tap 51 1 1 1
A & Carry out Flow Testing
Repair Main Repair Main using dowel piece. 51 1 1 1
Other Lead Renewal - Shortside 51 0 0 1

Table 2: Quantification of types of causal linkage identified by DSIM
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Figure 11: Customer contacts for which causal linkages not identified by planar method
(rwin=1600m).

one cause. This was anticipated as network-orientated methods can po-
tentially identify fewer false positives than planar methods when analysing
network-constrained data (Okabe et al., 2006).

Under DSIM the number of explainable discolouration issues increased
by 7% when t,;, was increased from 225h to 275h (figure 10). This is due
to 158 discolouration issues occurring on one particular day in one DMA
but probable causes (two mains repairs in that DMA) only being found for
those issues if one searches approximately ten days back in time. The mean
of the maximum water age at each node is just 30h and the step-increases
in explainable issues are also seen when conducting sensitivity analysis on
the t,;, parameter of the planar method. It is therefore thought that the
anomaly is due to the true cause(s) corresponding to events/activities not
featuring in the analysed possible cause dataset. The efficacy of the DSIM
and planar methodologies could therefore be improved if a) a jobs dataset
with fewer missing timestamp pairs had been used and b) other possible cause
datasets were incorporated into the model such as flow anomalies identified
using machine learning or statistical techniques (e.g. Mounce et al. (2010))
and /or anomalous samples from treatment works outflows. The latter would
allow bursts to be considered as possible causes.

Under DSIM, a Rol was defined as the set of pipes that lie upstream of a
quality issue, ¢, given that time-averaged velocity vectors from an idealised
24h hydraulic DWDS simulation. Rol could alternatively have been defined
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Figure 12: Customer contacts for which causal linkages not identified by planar method
(rwin=1600m; cause and effect in same DMA).

for ¢, which occurred at time tg, as follows: given the results of an idealised
24h simulation the pipes that lie upstream of ¢ and the corresponding propa-
gation delays relative to ty could recursively be identified. An event/activity,
e, could then be said to be a possible cause of 7 if e is associated with a pipe
p in the set Rol(i) and occurs at a time between the minimum propagation
delay (tprop) between p and i and tp,op + twin, Where ty, is a time window to
account for error. Causal linkages identified using this methodology would
be more accurate were accurate data and models available. Also, such a
methodology would better recognise changes in the direction of flow along a
pipe due to times of high or low customer demand. However, it was decided
that the overheads of such an approach could not be justified given a) the
perceived data and hydraulic model quality issues, b) the low numbers of flow
reversals identified during a 24h simulation by AQUIS and c) uncertainty and
reaction delays associated with customer contact timestamps.

The assumption made in this investigation that causes lie upstream of
effects may not always be true in reality: a burst along one branch of a
fork may cause an increase in shear stress upstream of the junction and mo-
bilised discolouration material may then reach customers supplied via the
other branch. In May 2009 28,000 customers in the vicinity of Ashington,
UK, were affected when the flow at the downstream extremity of a trunk
system was elevated to increase levels in a service reservoir (DWI, 2010).
Although the flow velocity increase at the upstream end was small, the re-
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sulting change in wall shear stress was sufficient to exceed its ‘conditioning
levels” (Husband et al., 2010), leading to mobilisation of discolouration ma-
terial. This material was then advected into DMAs supplied from a take-off
mid-way along the trunk and led to a significant number of customer com-
plaints regarding discoloured water. The aforementioned assumption could
therefore be relaxed in future work.

The method used to cluster customer contacts could be improved were
it to cluster in space as well as time to provide a street-level rather than
property-level view of water quality issues. This would require that contacts
be grouped by both network distance (Okabe et al., 2006) and timestamp.

The hydraulic models used with DSIM provide good spatial resolution of
typical flow vectors but do not reflect temporary network reconfigurations
(during burst repairs etc.), nor more permanent network changes such as
rezoning. DMA-level demand scaling or ‘on-line’ modelling strategies/soft-
ware (e.g. Machell et al. (2010); Hatchett et al. (2011)) could provide more
accurate flow vectors for a point in time. However, both are limited by valve
state change data not being readily available: when addressing structural
failures the primary objective of network field teams is to ensure continuity
of supply so temporary and permanent changes in asset configurations are
not always recorded. Also, GIS and hydraulic modelling software packages
do not typically allow for the storing of long-term time series state changes
for an asset, thus requiring that utility companies define a further data store
should they wish to capture such data. Were water companies to record valve
state changes more accurately in real time then DSIM could be integrated
with an on-line DWDS model; machine learning techniques could then be
used to identify water quality anomalies and possible causes in real time and
could ‘learn’ the typical impact of certain events/activities on water quality.

7. Conclusion

A data-driven, highly-scalable, and largely automatable method known
as Distribution System Integrated Modelling (DSIM) has been developed
for linking historical water quality issues in drinking water distribution net-
works to possible causes via hydraulic pathways. This methodology was
implemented using software and modelling components including: AQUIS,
PostgreSQL/PostGIS (including PL/pgSQL queries and Quantum GIS visu-
alisation) and Python scripts.
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When applied to customer contact data and maintenance job records per-
taining to a six year period for a Water Supply Zone (WSZ), far fewer causal
linkages were identified than were found using a Euclidean radial search
method. A greater proportion of the linkages identified by DSIM featured
one-to-one relationships and so those results were deemed less ambiguous.
This suggests that using planar proximity searches for such analysis within a
typical GIS application could lead to an overestimate of the number of cus-
tomer complaints regarding discolouration and odour/taste issues that are
due to known or planned activities.

DSIM provides useful insight into trends relating to water quality issues
and their causes.
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