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The design of optimal sensor networks for an industrial process is a complex problem that requires the
resolution of several tasks with a high level of expertise. The first of these subproblems consists in select-
ing an initial sensor network as the starting point for the instrumentation design. This particular task con-
stitutes a combinatorial optimization problem, where several goals are prosecuted by the designer.
Therefore, the initialization procedure can be defined as a multi-objective optimization problem. In this
paper, the use of multi-objective evolutionary approaches to assist experts in the design of an initial sen-
sor network is proposed and analyzed. The aim is to contrast the advantages and limitations of Pareto and
non-Pareto techniques in the context of this industrial application. The algorithms consider objectives
related to cost, reliability and level of information associated with a sensor network. The techniques were
evaluated by means of a comparative analysis for a strongly non-linear mathematical model that repre-
sents an ammonia synthesis plant. Results have been contrasted in terms of the set coverage and spacing
metrics. As a final conclusion, the non-Pareto strategy converged closer to the Pareto front than the Par-
eto-based algorithms. In contrast, the Pareto-based algorithms achieved better relative distance among
solutions than the non-Pareto method. In all cases, the use of evolutionary computation is useful for

the expert to take the final decision on the preferred initial sensor network.

© 2011 Elsevier Ltd. All rights reserved.

1. Instrumentation design as a decision making problem

The instrumentation design (ID) problem constitutes a challeng-
ing activity in the area of process systems engineering. It consists
in deciding on the most convenient amount, location and type of
measuring devices to be incorporated into a chemical industrial
process. The aim is to attain complete information of the plant’s
operating conditions, while satisfying other goals such as sensor-
cost minimization and maximum reliability. This constitutes a
crucial activity in the field of process engineering since a properly
defined sensor network leads to improvements in the monitoring
and safety of the critical industrial processes (Singh, Gernaey, &
Gani, 2009). Due to the complexity of this task, the development
of automatic decision-support tools for this purpose has become
a challenge (Carballido, Ponzoni, & Brignole, 2009; Vazquez et al.,
2003).

The computer-aided design of process-plant’s instrumentation
can be modeled by means of an iterative procedure that comprises
several steps (see Fig. 1). First, in order to represent the plant
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behavior under stationary operating conditions, a mathematical
steady-state model is built. This model is a set of strongly non-
linear algebraic equations that correspond to mass and energy
balances, as well as relationships employed to estimate thermody-
namic properties like densities, enthalpies, and equilibrium con-
stants. Apart from the model, an initial instrument configuration
has to be defined. This preliminary configuration classifies model
variables into measured and unmeasured, the former being those
whose values will be obtained directly from the sensors.

The next step is to carry out the observability analysis (OA),
which consists in identifying the unmeasured variables that will
be observable, i.e. those that can be calculated by means of model
equations, assuming that the measurements are constant values.
The OA algorithm (OAA) used for this purpose (Ponzoni, Sanchez,
& Brignole, 1999) analyses the structural relationships between
model equations and unmeasured variables. It is important to note
that the employed OAA is based in combinatorial exploration tech-
niques, which require considerable computing time. Moreover, the
observability stage is iterative in nature, whereby it becomes
imperative to have an initialization designed to reduce the number
of executions of the OAA [4]. The last major step required to com-
plete the entire design procedure is the classification of the mea-
surements, also known as redundancy analysis (Ferraro, Ponzoni,
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Fig. 1. Stages of ID with the potential initialization techniques.

Sanchez, & Brignole, 2002). This task should be carried out only
after a satisfactory OA has been achieved.

1.1. Multi-objective optimization problem

As a result of the before mentioned, the efficiency and the qual-
ity of the results of the OAA strongly depend on the starting sensor
configuration (Carballido et al., 2009). Notice that the number of
iterations required in order to reach an acceptable result may vary
significantly conditioned by the initialization. Since the OAA
sweeps are very expensive as regards computation times, it is
highly advantageous to have as few iterations as possible. This
objective can be achieved by choosing an adequate initial instru-
ment configuration (Asteasuain, Carballido, Vazquez, & Ponzoni,
2006).

As the initialization procedure of the ID concerns with finding
the optimal spatial arrangement of sensors for an industrial plant,
it belongs to the class of spatial allocation problems (Li, Curry, &
Boyd, 2004; Matthews, Craw, Elder, Sibbald, & MacKenzie, 2000)
and constitutes an NP-complete problem. It can also be naturally
suited as a combinatorial multi-objective optimization problem
(MOP), where several aspects must be considered simultaneously.
Traditionally, this initialization was conducted by engineers based
on their expertise, without the use of any intelligent tools. Re-
cently, several initialization algorithms based on multi-objective
evolutionary algorithms (MOEAs) were proposed (Carballido
et al., 2009). Even though Carballido et al. (2009) successfully ap-
plied aggregative optimization functions over the problem aimed
here, those aggregative approaches have not been compared with
other well known MOEAs.

1.2. MOP solving with evolutionary algorithms

The different techniques designed to tackle MOPs range from
the conventional to the evolutionary ones. Traditional methods
are very limited because, in general, as the size of the problem
grows, they become too expensive to achieve results in polynomial
times (Pulido, 2001). Several authors have pointed out and showed
the potential of evolutionary algorithms for MOP solving, and the
interest of the evolutionary community in this area started to grow
very quickly (Coello Coello, Lamont, & Van Veldhuizen, 2007a; Deb,
2004; Rosenberg, 1967; Schaffer, 1985a). This was justified on the
grounds that most real-life problems are MOPs, and also because
evolutionary algorithms have the inherent capability of finding
multiple solutions close to the Pareto front in reasonable times
(Casillas & Marttez-Lépez, 2009: Coello Coello et al., 2007a; Deb,
2004; Guenounou, Belmehdi, & Dahhou, 2009; Pulido, 2001). In
particular, evolutionary algorithms (EAs) are suitable for MOPs
since they simultaneously deal with a set of possible solutions.

Moreover, in comparison with the standard optimization methods,
EAs are less susceptible to the shape or continuity of the Pareto
fronts (Coello Coello, Lamont, & Van Veldhuizen, 2007b).

Multi-objective EAs can be classified into two main categories
depending on whether the concept of Pareto optimality is consid-
ered or not (Coello Coello, 2006). In the first case, the population is
ranked based on dominance features, and the fitness is assigned
depending on the ranking of the individuals. In the case of non-Par-
eto techniques, the methods are implemented by combining or
aggregating the different objectives in order to reach a total order
over the individuals (Bick, Fogel, & Michalewicz, 1997; Fonseca
et al., 1993; Schaffer, 1985b).

Regarding the aggregation schemes, the most general approach
involves the use of aggregative functions that combine all the
objectives to derive a global criterion. In this way, a scalar objective
is handled, and constraints are incorporated with associated
thresholds and penalty functions. As it is well known, these meth-
ods usually have good performance when tackling combinatorial
optimization problems with convex Pareto fronts (Coello Coello,
2006). However, even though these techniques are efficient, easy
to implement and appropriate for handling few objectives, they
present problems when the Pareto front is concave, and they are
also very sensitive to the parameter’s selection (Coello Coello
et al,, 2007b). Moreover, they generally have difficulties in han-
dling mixed optimization problems where some objectives are
minimized and others are maximized (Deb, 2001).

1.3. Main objectives and proposal

In this work the performance of Pareto and non-Pareto ap-
proaches implemented for the ID problem is compared (Fig. 1). In
particular, the analysis involves the comparison among the aggre-
gative approach presented in Carballido, Ponzoni, and Brignole
(2005) and two state-of-the-art Pareto-based evolutionary algo-
rithms: the Improved nondominated sorting genetic algorithm
(NSGA-II) (Deb, Agrawal, Pratap, & Meyarivan, 2002) and the im-
proved strength Pareto evolutionary algorithm (SPEA2) (Zitzler,
Laumanns, & Thiele, 2001). These two Pareto strategies were
implemented for the ID problem within the PISA (platform and
programming language independent interface for search algo-
rithm) framework (Bleuler, Laumanns, Thiele, & Zitzler, 2003). Be-
sides helping to structure the presentation of different algorithms
in a coherent way, PISA also reduces the implementation effort sig-
nificantly (Laumanns & Laumanns, 2005).

The main contribution of this work is constituted by the analy-
sis of different multi-objective evolutionary algorithms for decision
support in real-world ID problems. It is important to remark that
even though the adapted strategies in this work were thought to
tackle the instrumentation task, they can also be applied to any
problem belonging to the class of spatial allocation problems, thus
extending their potential application range and the relevance of
the results and conclusions.

The rest of the paper is organized as follows: in Section 2 the
main common features of the EAs are explained in detail and the
individual characteristics of each method are presented. In Section
3, the trialing framework, including the metrics and the case of
study, is described; then the results are exposed. Finally, the main
conclusions are discussed.

2. Multi-objective evolutionary algorithms for ID
The EAs presented in this article were custom-made to tackle

the ID problem. Therefore, it was necessary to design the structure
of the individuals, establish the crossover and mutation operators
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Fig. 2. Genotypic structure for a simplified mathematical model with five variables.

in accordance with this representation, and outline the manner in
which the different objectives should be calculated.

The individuals, which represent feasible sensor configurations,
are binary strings where a non-zero value in position i means that
variable i should be measured, i.e. a sensor should be installed in
the location of the plant represented by the ith variable of the
mathematical model. Therefore, the length of these chromosomes
equals the amount of variables in the mathematical model. For
the example illustrated in Fig. 2, a feasible individual would be rep-
resented by the genotype [0, 1, 0, 0, 1], meaning that a sensor
should be placed in the sites of the plant represented by variables
b and e.

With this binary representation, traditional crossover and
mutation operators can be directly applied. In particular, one-point
crossover and independent bit mutation were implemented.

As regards the objectives, the proposal consists in looking for
the sensor configuration with minimum cost and maximum reli-
ability and observability. The estimation of the goals related to
purchasing prices and sensor errors corresponding to an individual
ind is formulated by Eqgs. (1) and (2). The equations are intended to
find inexpensive sensor networks with minimum average error de-
gree and maximum knowledge about the plant’s functioning.

length

Cost(ind) = Z (prices]i] * genotypeli]) (1)
i=1

length

Rel(ind) — 1 — 2=i=1 (errorsli] = genotypeli])

S genotypeli]

length is the amount of variables in the mathematical model; prices
is a vector that holds the purchasing price of each instrument; errors
is a vector that holds the variations introduced by each instrument;
genotype is the binary string that represents the configuration as
shown in Fig. 2.

With reference to the third objective, the observability degree is
attained through a procedure that follows the same philosophy of
the procedures that comprise the whole OA module. The main idea
in relation to this term is that the observability objective of the EA
is constructed based on a simplification of a rigorous method called
GS-FLCN (Ponzoni et al., 1999), capturing the fast stages from it so
as to obtain a bound on the number of observable variables. The
GS-FLCN is a combinatorial procedure that classifies unmeasured
variables in observable and unobservable by means of a structural
rearrangement of the occurrence matrix (a binary matrix that has a
non-zero value in the entry ij if variable i is present in equation j).
This matrix corresponds to the highly nonlinear equation system
that represents the plant behavior. The first routine carried out

(2)

by the GS-FLCN strategy, called forward triangularization (FT), is
performed to detect and remove all the rows containing only one
nonzero element. This means that the equations relative to those
rows contain only one unknown, then, they can be solved in a
straightforward manner. After these equations are detected and
solved, the search must be repeated until no more equations with
a single unknown are left. In short, this procedure gives lower
bound estimation of the number of observable variables. More de-
tails on this procedure can be found in Ponzoni et al. (1999).

The observability (Obs) term of the algorithms presented in this
paper executes the FT procedure in order to evaluate the impact of
each configuration, preferring those that yield the greatest amount
of observable variables possible. For the example exhibited in
Fig. 2, and assuming the vectors: prices = [2000, 1000, 3000, 2800,
1200], errors =[0.1, 0.12, 0.09, 0.11, 0.07] and genotype = [0, 1, 0,
0, 0], the three objectives would yield the following values:

Cost(ind) = 1000; Rel(ind) =1 —0.12; Obs(ind) = 2

Note that the value attained for the observability objective arises
since, if you have variable b as a constant (that would happen if b
was measured according to the configuration represented by geno-
type =[0, 1, 0, 0, 0]), you can obtain the values of variables a and c. In
the following subsections some particular features of the three
algorithms presented in this work will be introduced. It is important
to consider that all of them preserve the aforementioned features.

2.1. Non-Pareto approach: aggregation

The main distinctive attribute of the aggregative approach is
constituted by the manner in which all the objectives are gathered.
The key goal is to attain a single representative value that will be
later used during the selection process. Particularly, the estimation
of the fitness function is carried out by combining the values of the
three objectives with an approach inspired on the typical linear
aggregating functions. It has to be taken into account that, as the
different objectives take different orders of magnitude, they have
to be appropriately scaled before they are integrated to form the
composite objective function. Then, after the normalization of the
objectives has been performed, the fitness function F is built as
follows:

Maximise F(ind) = nObs(ind) + nRel(ind) + 1 — nCost(ind) 3)

Note that, as the objectives are scaled to the range [0,1], the
structure of Eq. (3) ensures that the values of F vary between 0
and 3 (where 3 stands for the number of objectives of the prob-
lem). Therefore, good sensor configurations will have values near
3. Moreover, the shape of Eq. (3) also gives the possibility to gen-
eralize it to any amount of objectives, as shown in Eq. (4).

n m
Maximise F(ind) =Y ~NOM, + m — > NOm, (4)

p=1 q=1

n is the amount of objectives to be maximized; m is the amount of
objectives to be minimized; NOM, € [0,1] is the pth normalized
objective to be maximized; NOmye [0,1] is the gth normalized
objective to be minimized; F(ind) € [O,n + m].

The optimal (utopian) situation, i.e. F(ind) = n + m, occurs when
all the objectives to be maximized are equal to 1, while those to be
minimized become 0. It should be noted that these features are
remarkably advantageous. First of all, the expansion to consider
additional objectives is straightforward. Besides, F moves within
a closed bounded range of values, thus providing a clear threshold
to be reached. In regard to the selection process, once all the indi-
viduals have been evaluated by means of the F function, they are
chosen to form a mating pool according to the binary tournament
selection process. This technique was used since it was the one that



2646 R.L. Cecchini et al./Expert Systems with Applications 39 (2012) 2643-2649

yielded the best preliminary results after a comparison among rou-
lette wheel, ranking and n-tournament selection methods was car-
ried out.

2.2. Pareto-based approaches: NSGA-II and SPEA2

The NSGA-II and SPEA2 algorithms are two of the most studied
and efficient Pareto-based MOEAs.
The NSGA-II algorithm works as follows:

1. Create a random population of size n, Py, and sort it based on the
non-domination concept. In this step, a rank equal to the non-
domination level is assigned to each solution (1 for the first
front, 2 for the second front, and so on), where minimization
of rank is assumed.

2. Create a population of n offsprings, Qo, using recombination,
mutation and binary tournament selection operator based on
crowding distances.

3. Execute the ith generation according the next three steps:

(a) Construct a population R; = P; U Q; of size 2S.

(b) Sort the new population R; based on the non-domination
level. Since all previous and current population members
are included in R;, elitism is ensured. Solutions belonging
to the best front, i.e. Fri(R;), are the best solutions in the
combined population R;.

(¢) Finally, if the size of Fri(R;) is smaller than S, all members of
the set Fri(R;) are chosen for the new population P;.;. The
remaining members of the population P;.; are chosen from
subsequent nondominated fronts in the order of their rank-
ing until no more sets can be accommodated. If Fri(R;) is the
last front from which individuals can be accommodated in
the population, but not all the members can enter in the
population, then a decision needs to be made to choose a
subset of individuals from Fr;. In order to decide which
members of this front will win a place in the new popula-
tion, the NSGA-II uses a selection criterion based on a
crowded-comparison operator that favors solutions located
in less crowded regions. This crowded comparison is
applied based on the objective space R¥.

The SPEA2 algorithm starts with an initial population Py, of size
S and an empty external population P, with a maximum capacity
of S. During the ith generation the SPEA2 repeats four basic steps:

1. Calculate the nondominated set of P;, i.e. Fr(P;), and copy it to P;
(i.e., F,‘ = F,‘ @] FT1 (P,))

2. Remove all dominated solutions of P;. If the number of nondom-
inated external solutions exceeds S, prune P; selecting a repre-
sentative by means of a clustering method. Using this method,
group the individuals in S classes or clusters based on a
crowded distance. Then, select the individual with the lowest
distance to the others within each cluster as the representative
of the cluster.

3. Calculate the fitness of each individual within P; UP;. Then,
select individuals from P; UP; using binary tournament selec-
tion until the mating pool is filled.

4, Finally, create a population of S offspring, P+, applying prob-
lem-specific recombination and mutation.

As it was aforementioned, the Pareto-based strategies were
built on the base of a platform called PISA (Bleuler et al., 2003).
PISA is a text-based interface for search algorithms. It splits an
optimization process into two modules. One module contains all
the parts that are specific to the optimization problem (e.g., evalu-
ation of solutions, problem representation, and variation of solu-
tions) and it is called the Variator. The other module contains the

parts of an optimization process which are independent of the
optimization problem (mainly the selection process). This part is
called the Selector. These two modules are implemented as sepa-
rate programs which communicate through text files. In the selec-
tion module a candidate solution can be represented by an
identifier and a set of objective values describing the quality of this
individual. This identifier is the only information passed from the
problem module to the selection module. In the Variator, the actual
genotypes matching those identifiers are stored.

For the Pareto-based algorithms presented in this article, a Var-
iator specific for the ID application has been designed and imple-
mented, and then it was combined with the Selectors
corresponding to the NSGA-II and SPEA2 optimization algorithms.
For both cases, the optimization process advances through the fol-
lowing steps alternating between the Selector and the Variator.
Steps 1 and 3 correspond to the specific properties and procedures
that had to be designed and implemented for the ID problem in-
stance and they will be later explained in more detail. Steps 2
and 4 depend on the selection procedure that is being used; in this
case, NSGA-II or SPEA2.

Step 1: The Variator creates an initial collection of individuals and
calculates the objective values. This initial set of individu-
als is an array of binary strings representing the possible
configurations. The evaluation of the objectives is per-
formed as it was explained at the beginning of this section.
However, PISA demands that all the objectives should be
minimized. Therefore, the observability (Obs) objective
was transformed into indeterminable (Indet) with Eq. (5).
Also, the reliability (Rel) objective was transformed into
Error by attaining its complementary value (see Eq. (6)).

length
Indet(ind) = length — Obs(ind) — Z genotypeli] (5)
i=1

Error(ind) = 1 — Rel(ind) (6)

Step 2: The selection module chooses a collection of parent indi-
viduals from the initial population which it thinks are
promising.

Step 3: The Variator alters these individuals in order to get a new

collection of offspring individuals. This variation is carried
out with the recombination and mutation operators. These
operators were implemented as it was explained above in
this section.
Steps 2 and 3 are repeated until a fixed number of gener-
ations is reached. All the data exchange is established
using text files. The synchronization of the modules is
achieved by writing a state variable into a text file which
both programs can read and update. The modules can be
programmed in different programming languages or even
run on different (distributed) platforms. For this work, C++
over a Windows platform was used.

3. Experimental framework and results

In order to compare the algorithms, two well known perfor-
mance metrics have been used, namely Set Coverage and Spacing
(Deb, 2001). The industrial case under study is an ammonia chem-
ical plant whose mathematical model has 546 variables. Regarding
the parameters, the algorithms were run with populations of 100
individuals. The crossover probability was set to 0.7 and the muta-
tion probability was set to 0.1, with a bit flip probability set to 1/
length (1/546 = 0.018). All the EAs ran until 100 generations were
reached.
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3.1. Performance metrics

There are two distinct goals in multi-objective optimization: (1)
discover solutions as close to the Pareto-optimal solutions as pos-
sible, and (2) find solutions as diverse as possible in the non-dom-
inated front (Deb, 2001). In some sense, these two objectives are
orthogonal to each other. The first one requires a search towards
the Pareto front, while the second one requires a search along it.

3.1.1. Set coverage metric
This measure, suggested by Zitzler (1999), can be used to estab-
lish which one of the two methods A and B better suits the goal (1).
It calculates the proportion of solutions of B which are weakly
dominated by solutions of A, as follows:
__|{b e B|Fa € A: a<b}|

C(A.B) = B 7)

The metric value C(A,B) = 1 means that all members of B are weakly
dominated by A. On the other hand, if C(A,B) = 0 no member of B is
weakly dominated by A. Since the domination operator is not sym-
metric, ((A,B) is not necessarily equal to 1 — ((B, A). Thus, it is nec-
essary to calculate both to understand how many solutions of A are
covered by B and vice versa.

3.1.2. Spacing

Schott (1995) proposed a metric to analyze goal (2) in the con-
text of a single algorithm, which is calculated with a relative dis-
tance measure between two consecutive solutions in the
obtained non-dominated set, as follows:

(8)

where: Q is the set of non-dominated solutions, d = zgd,-/\m and
di = minkeQA/«#iZ%:] [fs — -

The distance measure is the minimum value of the sum of other
solutions in the non-dominated set. S measures the standard devi-
ations of different d; values. When the solutions are nearly uni-
formly spaced, S will be small. Thus, the smaller the spacing
value is, the better the algorithm performs as regards goal (2).

3.2. Case of study

The performance of the algorithms was evaluated by carrying
out the instrumentation analysis of a chemical industrial plant.
The main features of this model are described by Bike (1985).
Briefly, the plant produces 1500 ton/day of anhydrous liquid
ammonia at 240 K and 450 kPa with a minimum purity of 99.5%.
The product is obtained by means of the Haber-Bosch process,
which consists in a medium-pressure synthesis in a catalytic reac-
tor followed by an absorption procedure that removes the ammo-
nia with water. The liquid output from the absorber enters a
distillation column that yields pure ammonia as top product. The
rigorous mathematical model of this plant was generated by using
the ModGen package (Vazquez, Ponzoni, Sanchez, & Brignole,
2000). The resulting system contained 557 non-linear algebraic
equations and 546 process variables.

3.3. Results and analysis

The experiments consisted in a sequence of 25 runs per algo-
rithm. Spacing and Set Coverage metrics were estimated for each
run. Table 1 shows all the combinations (A,B) between the three
EAs for which the Set Coverage metric was calculated, and Table

Table 1
Results for the computation of the set coverage metric for 25 runs.

Run Set coverage

A NSGA-II  NSGA-II  SPEA2 SPEA2  AGG* AGGY
B SPEA2 AGG*? NSGA-Il  AGG*  NSGA-Il  SPEA2
1 0.000 0.000 0217 0.000 0.652 1.000
2 0.333 0.000 0.261 0.000 1.000 1.000
3 1.000 0.000 0.000 0.000 1.000 1.000
4 0.000 0.000 1.000 0.000 1.000 1.000
5 0.000 0.000 1.000 0.000 1.000 1.000
6 0.077 0.000 0.529 0.000 0.824 0.923
7 0.542 0.000 0.250 0.000 0.679 1.000
8 0.429 0.000 0.154 0.000 1.000 1.000
9 1.000 0.000 0.000 0.000 0.636 1.000
10 0.000 0.000 1.000 0.000 0.667 0.706
11 0.571 0.000 0.368 0.000 1.000 1.000
12 0.421 0.000 0.391 0.000 1.000 0.895
13 0.087 0.000 0.790 0.000 1.000 1.000
14 1.000 0.000 0.000 0.000 1.000 1.000
15 0.050 0.000 0.846 0.000 1.000 1.000
16 0.182 0.000 0.632 0.000 0.737 0.432
17 0.000 0.000 1.000 0.000 1.000 0.857
18 0.000 0.000 1.000 0.000 1.000 0.636
19 0.222 0.000 0.783 0.000 1.000 1.000
20 0.810 0.000 0.154 0.000 0.808 0.810
21 0.000 0.000 1.000 0.000 1.000 1.000
22 0.952 0.000 0.071 0.000 1.000 1.000
23 0.000 0.000 1.000 0.000 1.000 1.000
24 0.727 0.000 0.107 0.000 1.000 0.955
25 0.318 0.000 0.600 0.000 1.000 1.000
Avg. 0.349 0.000 0.526 0.000 0.920 0.929
Table 2
Results for the computation of the spacing metric for 25 runs.
Run Spacing
AGG*? NSGA-II SPEA2
1 0.040 0.030 0.063
2 0.035 0.023 0.035
3 0.031 0.013 0.051
4 0.060 0.039 0.020
5 0.043 0.039 0.036
6 0.118 0.027 0.031
7 0.033 0.030 0.035
8 0.027 0.021 0.023
9 0.043 0.027 0.023
10 0.018 0.031 0.026
11 0.144 0.045 0.057
12 0.144 0.023 0.031
13 0.192 0.027 0.021
14 0.018 0.017 0.018
15 0.057 0.034 0.045
16 0.013 0.042 0.015
17 0.029 0.032 0.028
18 0.000 0.053 0.021
19 0.041 0.034 0.038
20 0.026 0.027 0.033
21 0.030 0.024 0.066
22 0.057 0.032 0.041
23 0.143 0.056 0.022
24 0.136 0.018 0.022
25 0.050 0.028 0.030
Avg. 0.061 0.031 0.033

2 presents the results for the Spacing metric. AGG*" stands for the
non-Pareto AGGregative APproach.

As it can be observed, C(NSGA — II, AGG*") and C(SPEA2, AGG"")
are 0 in all of the runs. This means that no member of any AGG*"'s
front is weakly dominated by any of the members of the fronts
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Fig. 3. Pareto fronts obtained by each method for two random runs.

obtained by the Pareto approaches, in any of the runs. As regards
the comparison between both Pareto approaches, none of them
clearly outperforms the other one. With respect to the Spacing met-
ric, the aggregative approach shows less diversity along the fronts,
while both Pareto-based search algorithms exhibit similar values.

These results give the idea that the AGG"" yields a set of non-
dominated individuals that are closer to the Pareto front than the
individuals attained by the other two Pareto-based methods. How-
ever, the non-dominated solutions obtained by these last methods
cover the fronts in a more uniform mode.

Fig. 3 shows the fronts obtained in two different runs where
these suppositions are left of manifesto. Also, as it can be observed
from the figure, the fronts are convex, which gives more grounds to
the conclusion that AGG"* performs better than its counterparts in
terms of goal (1) of Section 3.1. It is important to remark that, for
clarifying purposes, we have decided to present a two-dimensional
front considering cost and observability, since reliability values were
very similar throughout all the runs of all of the EAs.

3.4. Expert role as the decision maker

It is important to note that any multi-objective approach based
on a global search procedure, as the evolutionary computing algo-
rithms proposed here, will report a set of non-dominated solutions.
Therefore, the last decision about which sensor network should be
used as starting point of the instrumentation design relays on the
expert. In general, this decision will be taken in terms of the expe-
riences and preferences of the designer and, in some particular
cases, alternative instrumentation design studies can be conducted
from different starting points in order to yield a final decision.

4. Conclusions

In this article the problem of applying different multi-objective
evolutionary algorithms in order to assist experts in the initializa-
tion of instrumentation design procedures was tackled. This prob-
lem is characterized as NP-complete, and it belongs to the class of
spatial allocation problems. Non-Pareto and Pareto-based ap-
proaches were implemented, and an analysis of their performance
on the instrumentation design of an ammonia synthesis plant was
performed. The analysis of the results was focused on the quality of
the final fronts as regards two metrics, namely set coverage and
spacing.

The best performance concerning the closeness of the fronts to
the actual Pareto front was exhibited by the aggregative approach.
However, as regards the diversity of the solutions, the Pareto-based
strategies attained superior results. As to the specific problem in-
stance being tackled in this article, the goal is to find adequate con-

figurations to start the instrumentation design process. Therefore,
the aggregative approach constitutes the most convenient method
to be used as the initialization tool for the instrumentation design
of this chemical plant.

Nevertheless, beyond this particular case study, this paper illus-
trates how the use of multi-objective evolutionary algorithms can
support the expert work by giving alternative high quality sensor
networks.

Finally, as the instrumentation design problem was tackled by
using the PISA standard, the variator implemented in this work
can serve as a real-world benchmark problem by means of which
the performance of specific multi-objective algorithms can be as-
sessed. Then, the multi-objective evolutionary algorithms pro-
posed in this work do not only represent a valuable tool for
instrumentation design per se, but they can also be useful for the
designers of new multi-objective optimization algorithms.
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