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Abstract

Disjunctive minimal generators were proposed by Zhao et al. (2006). They defined disjunctive closed itemsets and
disjunctive minimal generators through the disjunctive support function. We prove that the disjunctive support func-
tion is compatible with the closure operator presented by Zhao et al. (2006). Such compatibility allows us to adapt
the original version of the Titanic algorithm, proposed by Stumme et al. (2002) to mine iceberg concept lattices and
closed itemsets, to mine disjunctive minimal generators. We present TitanicOR, a new breadth-first algorithm for
mining disjunctive minimal generators. We evaluate the performance of our method with both synthetic and real data
sets and compare TitanicOR’s performance with the performance of BLOSOM (Zhao et al., 2006), the state of the
art method and sole algorithm available prior to TitanicOR for mining disjunctive minimal generators. We show that
TitanicOR’s breadth-first approach is up to two orders of magnitude faster than BLOSOM’s depth-first approach.

Keywords: TitanicOR, BLOSOM, minimal generators, closed itemsets, disjunctions, Boolean expressions, frequent
pattern mining

1. Introduction

We present TitanicOR, an algorithm to mine disjunctive minimal generators. TitanicOR is an adaptation of the
Titanic algorithm (Stumme et al., 2002) originally proposed to mine either conjunctive minimal generators or iceberg
concept lattices, i.e., (frequent) closed itemsets. Minimal generators play an important role in the task of pattern
mining since they represent the most general description of a set of objects. The task of mining disjunctive minimal
generators was introduced by Zhao et al. (2006) as a part of BLOSOM, a framework to mine Boolean expressions.
While conjunctive minimal generators are the minimal sets of attributes for which each attribute occurs in all objects
in a set of objects, disjunctive minimal generators are the minimal sets of attributes for which each attribute occurs in
at least one object of a set of objects.

Frequent pattern mining is one of the steps of the Association analysis (Agrawal et al., 1993). It consists of
enumerating all the possible combinations of attributes in a database and retrieving those sets of attributes (itemsets)
that surpass a user specified minimum frequency threshold. The frequency of an itemset is the number of objects
where the attributes of the set co-occur in the database. Such a definition of the problem leads to a conjunctive
interpretation of the pattern since an object counts for the frequency of a pattern only if it contains all the items in the
pattern.

Despite being a computationally hard problem in the worst case scenario, there are several algorithms to mine
all frequent itemsets from databases that have been extensively applied to real world problems. The extraction of all
frequent itemsets from a transactional data, albeit feasible, can result in a very large number of sets in practice, thus,
the problem is just shifted from analyzing the raw data to analyzing a huge number of frequent itemsets. Therefore,
concise representations for the set of all frequent itemsets that still preserves the same information as the original set
are required; two of such representations are: frequent closed itemsets, and minimal generators.
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The frequent closed itemset representation provides a minimal representation for the set of all frequent itemsets
without losing frequency information. The frequency of an itemset represents the size of the set of objects associated
with that itemset. Different itemsets can be associated with the same set of objects. The collection of all sets of objects
associated with frequent itemsets induces a partition of the set of frequent itemsets in which each equivalence class
contains all frequent itemsets associated with the same set of objects. A closed itemset is the maximal itemset within
an equivalence class.

Minimal generators are related to closed itemsets. While the latter represent the maximal itemsets within an
equivalence class, minimal generators represent the minimal itemsets within an equivalence class. Regarding a set of
objects, minimal generators are its most general representation whereas closed itemsets are its most specific.

There is a growing interest in other interpretations of those patterns such as disjunctive, and negative interpre-
tations. There are situations where conjunctive interpretation may not be as suitable as the others. For example, it
might be interesting for a supermarket manager to know that the purchase of at least one of the items in a set of
items often implies in the purchase of another set of items. Or, a biologist might be interested to know that, although
there are some proteins whose individual absence, or under-expression may not be associated with the development
of a disease, their union may totally describe that condition (Sahoo et al., 2008; Varadan and Anastassiou, 2006).
More recently, Hamrouni et al. (2009) demonstrated that both the disjunctive search space may be used to both mine
conjunctive itemsets and define another concise representation for the set of itemsets. So, given the theoretical and
practical usefulness of the disjunctive itemsets, several approaches were developed to extend the original definition
of patterns increasing their expressive power (Srikant and Agrawal, 1995; Savasere et al., 1998; Nanavati et al., 2001;
Zhao et al., 2006; Hamrouni et al., 2009; Thummalapenta and Xie, 2011).

Motivated by the necessity of expanding the expressive power of itemsets, followed by the lack of algorithms to
perform this task as pointed out by Hamrouni et al. (2009), we propose in this work, TitanicOR, an extension of the
Pascal/Titanic (Bastide et al., 2000; Stumme et al., 2002) algorithm to mine disjunctive minimal generators. We use
the closure operator proposed by Zhao et al. (2006) with whom we compare our method. Since the original Titanic
algorithm requires a compatible weight function to compute minimal generators, we demonstrate that the disjunctive
support function (Zhao et al., 2006) is a compatible weight function with the considered closure operator. We also
believe that the breadth-first approach (used by our algorithm) is more suitable to mine minimal generators than the
depth-first approach used by BLOSOM (Zhao et al., 2006). Therefore, to support our hypothesis, we conduct tests
using both synthetic and real data to evaluate the performance of the algorithms with data sets with different densities,
containing different number of attributes, and containing different number of objects; we also evaluate the impact of
the interestingness parameters, such as minimum support, maximum support, and maximum size of itemsets, on the
algorithms.

We organize the paper as follows: in the next section, we discuss some preliminary concepts; in Section 3, we
present TitanicOR our version of Titanic (Stumme et al., 2002) to mine disjunctive minimal generators; then, we
present some experimental results in Section 4; Section 5 contains some related work; and, finally, we present our
conclusions in Section 6.

2. Foundations

Let S be a set of sample IDs, I a set of items and R € S X I be a binary (incidence) relation, where (s, i) € R shall
be read as ‘the sample s has the item i’. A data set D is the triplet (S, I, R). Table 1 depicts an example data set for
which S = {fish, toad, human, monkey, owl, shark}, I = {aquatic, terrestrial, branchia, lung,
feather, hair, mammal, reason} and R is the set of all cells that are marked with “X’.

A subset Y of I is called an itemset. Let f : P(I) — P(S), f(Y) = {s € S| i € Y [(s,i) € R]} denote the set
of samples associated with the items in ¥ (Zhao et al., 2006) — we use P(X) to denote {W C X}. We call [f(Y)| the
(disjunctive) support of an itemset Y. We say that an itemset is frequent if its support is at least as great as a user
specified minimum support threshold. Table 2 presents a list of itemsets, their associated set of samples in regard to
the function f , their disjunctive support and if the itemset is a frequent itemset or not considering a minimum support
threshold of three. We represent items and samples with their initials and drop the braces and commas in the set
notation, then, for example, the itemset {aquatic, lung} is represented by al.

The same way the set of samples associated with a set of items is described by the function f, Zhao et al. (2006)
defined, for a set of samples X C S, g : P(S) — P(I), g(X) ={i € I'| f({i}) C X} as the largest set of items describing
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Table 1: An example data set

[ Animals | aquatic | terrestrial [ branchia | lung [ feather [ hair [ mammal | reason

fish X X
toad X X X X
human X X X X X
monkey X X X X
owl X X X
shark X X

Table 2: Example of itemsets from the data set in Table 1

| Itemset | Associated set of samples | Supp. | Frequent

r h 1 no
f 0 1 no
fr oh 2 no
m hm 2 no
hm hm 2 no
tmr thmo 4 yes
t thmo 4 yes
al fthmos 6 yes

the samples of X. For example, considering the set of samples fts, g(fts) = ab. For some set of samples, however, it
may be the case that there is no such combination of items capable of exclusively describing the set of samples, then
the result of the function g is the empty set as it happens with the set fo. In this case, there is no item in Table 1 such
that the set of samples associated with it is a subset of fo.

Let (P(I), C) be the set of all itemsets partially ordered by set inclusion and let ($(S), C) be the collection of all
sets of samples partially ordered by set inclusion. We will denote both the partial orders and the power sets by (/)
and P(S) and it will be clear from the context if we are denoting the partial order or the power set. Zhao (2006) proved
that the pair (f, g) forms a Galois connection over P(I) and P(S). Thus, the composite function g o f forms a closure
operator on P(I). We will assume that 2 = g o f.

According to Ganter and Wille (1997), any closure operator gives rise to a collection of closed sets and vice versa.
Thus, we can use a closure operator to determine, or in our case, define a closed set. Let X € P(I) be an itemset. We
say that X is a closed itemset if X = h(X).

The closure operator also induces a partition in the set of all possible itemsets; for an itemset X C /, the equivalence
class of X is defined as [X] = {Y C I'| hi(Y) = h(X)} (i.e. the set of itemsets that have the same closure as X). We call
the minimal elements of [X] (with respect to C) the minimal generators of h(X) (Bastide et al., 2000; Stumme et al.,
2002).

Stumme et al. (2002) showed how a compatible weight function can be used to compute the closed sets and their
minimal generators from /. They defined a weight function as a mapping from [ to a totally ordered set (P, <), and
proved that a weight function w is compatible with a closure operator c if w presents the following properties.

Definition 1 (Stumme et al. (2002)). Let X,Y C I be two itemsets, (P, <) a totally ordered set, ¢ : P(I) — P(I) a
closure operator, and w : P(I) — (P, <) an arbitrary function. We say that w is a compatible weight function with c if:

1. XCY - wX) <w(),

2. ¢(X) = c(Y) = w(X) = w(Y);
3. XCYAwX) =w() - c(X) =c(Y)



Stumme et al. (2002) showed that the traditional conjunctive support function is compatible with the closure
operator defined by Ganter and Wille (1997) for conjunctive closed itemsets. Here we show that the disjunctive
support function |f] is compatible with the closure operator / proposed by Zhao et al. (2006).

Proposition 1. Let (S, 1, R) be an arbitrary data set and A, A1, A, C I arbitrary itemsets. The functions f, g and h
present the following properties.

1. A ChA);
2. A C Ay - f(A) € f(A);
3. f(A) = f(h(A)).

Proof.

1. By definition, since 4 is a closure operator;

2. Suppose that A} C A,. Let s € S be an arbitrary sample such that s € f(A;). Since s € f(A;), by definition,
there is i € A; such that (s,i) € R. So, leti € A be an item such that (s,i) € R. Given that A; C A,, i € A, and,
thus, s € f(A;). Therefore, if A; C A, then f(A;) C f(A3);

3. From 1 and 2, it follows that f(A) C f(h(A)). Now, let s € f(h(A)). Suppose that s ¢ f(A). So, Vi € A(s,i) ¢ R.
Since A € h(A), we have that s ¢ f(h(A)), contradicting the assumption that s € f(h(A)). Hence, s € f(A).
Since s is an arbitrary sample, it follows that f(h(A)) C f(A). Therefore, f(A) = f(h(A)).

0
Proposition 2. The disjunctive support function |f| is compatible with the closure operator h.

Proof. To prove that |f| is compatible with 4, we need to show that the properties discussed in Definition 1 hold. In
the proof below, let (S, I, R) be an arbitrary data set, and X, Y C I be arbitrary itemsets.

LXCY - |fXI<IfDI
Suppose that X C Y. Then it follows that f(X) C f(Y), by Proposition 1 item 2. Consequently |f(X)| < |f(Y)|.
Therefore, if X C Y, then [f(X)| < |f(Y)].

2. MX) = h(¥) - |fXOl = )l
Suppose that i(X) = h(Y), then, f(h(X)) = f(h(Y)). Proposition 1.3 states that f(X) = f(h(X)) and f(Y) =
f(h(Y)), so f(X) = f((X)) = f(h(Y)) = f(Y). Thus, |[f(X)| = |f(Y)| and therefore, if A(X) = h(Y), then
If GOl =1f ().

3. X CY AIFX)| = [f(V)] = h(X) = h(Y):
Suppose that X C Y, and |f(X)| = |f(Y)|. Since & is a closure operator, by definition, it follows that A(X) C h(Y).
Now, leti € h(Y) be an arbitrary item. By definition of &, f({i}) C f(Y). Since X C Y, it follows from Proposition
1.2 that f(X) C f(Y). As we assume that |f(X)| = |f(Y)|, we have f(X) = f(Y) and, thus, f({i}) € f(X). So
i € g(f(X)) by definition of g, or, in other words, i € h(X). As i is an arbitrary element A(Y) € h(X). We
conclude then that X C Y A |f(X)] = |f(Y)] = A(X) = h(Y).

O
Proposition 3 (Adapted from (Stumme et al., 2002, Proposition 8)). Let X C I.

1. Forsomeie€ X, X € [X\ {i}] ifand only if |f(X)| = | f(X \ {i})].
2. X is a minimal generator if and only if | f(X)| # max{|f(X \ {i}D|| i € X}

Proof. The proof follows from items 2 and 3 in Proposition 2. We refer to (Stumme et al., 2002, Proposition 8) for
more details.

O

Proposition 4 (Equivalent to (Stumme et al., 2002, Proposition 5)). If an itemset Y is not a minimal generator, then
every superset of X is not a minimal generator as well.



Proposition 3 is useful for pruning candidate itemsets as we discuss in Section 3.

Since we proved that the disjunctive support function is compatible with the closure operator for disjunctive
itemsets and showed how to prune uninteresting candidates we are able, at this point, to adapt the original Titanic
algorithm (Stumme et al., 2002), and create TitanicOR to mine disjunctive minimal generators. However, we first
present another proposition that helps to speed up our method.

Proposition 5. Let (S, I, R) be an arbitrary data set, and X and Y be two itemsets. f(XUY) = f(X)U f(Y).
Corollary 1. Let X and Y be two itemsets. |f(X U Y)| = [f(X) U f(Y)I.

As we will see later, we can use Corollary 1 to speed up the computation of the itemsets’ supports.
Now that we presented all the fundamentals for our method, we introduce it in the next section.

3. TitanicOR

The TitanicOR algorithm is an adaptation of the original conjunctive version of Titanic proposed by Stumme
et al. (2002) that computes disjunctive minimal generators. TitanicOR operates in a “level-wise”” manner like Apriori
(Agrawal and Srikant, 1994); it first finds all itemsets of size k before it starts computing itemsets of size k + 1. It also
uses pruning strategies to reduce the search space; it considers both the equivalence classes induced by the closure
operator and the properties of weight functions to prune off candidates. Since we are interested only in the minimal
generators of each equivalence class, we can use Proposition 3 to prune invalid candidates. Algorithm 1 presents the
pseudo-code for TitanicOR while Table 3 presents a list of notations used in Algorithm 1.

1: TitanicOR
Input: A data set D = (S,1,R)
Output: K the set of minimal generators in D

1 begin

2 0.s=0;

3 K[0] = {0};

4 k=1,

5 C=0;

6 foreach i € I do

7 {i}.ps =0;

8 {i}t={te S |(t1i) €R}

9 {i}.s = [{i}.1);

10 if {i}.s < maxsup and {i}.s > minsup then
1 | C=Cu{fi}}h

12 end

13 end

14 while (K[k] ={X € C| X.s # X.ps}) # 0 do
15 k+ +;

16 C = TitanicORGen(K[k — 1]);

17 end

18 return K

19 end

TitanicOR initially considers the empty set as a minimal generator for the empty set of samples (lines 1 and 2).
Next, it considers each item in the data set as a candidate minimal generator (lines 6-13). The algorithm associates to
each itemset three variables, ps, s, t, storing, respectively, the parent weight (maximum support of an immediate sub-
set), its own weight (its support) and the set of samples associated with it (lines 7-9). After the initialization process,



Table 3: List of notations used in Algorithm 1 describing the TitanicOR algorithm

X.s X.s stores the support of an itemset X

X.ps  X.ps stores the support of the “parent” (immediate subset) of an itemset X

X.t X.t stores the set of transactions associated with an itemset X
C stores the set of candidate minimal generators
K stores the set of minimal generators

Function TitanicORGen

Input: K[k — 1] the set of minimal generators of size k — 1
Output: C a set of candidate minimal generators of size k

20 begin

21 C =0

22 forall X,Y € K[k — 1] such that (¥;1X; = Y;)) A X1 < Yi_1 do
23 W=XUY;

24 Wret=XtUYr,

25 W.s = |W.;

26 W.ps = 0;

27 include = true;

28 if W.s > maxsup or W.s < minsup then
29 | skip W;

30 end

31 forall S e {Gc W||G|=k—-1}do
32 if S ¢ K[k — 1] then

33 include = false;

34 exit forall;

35 end

36 W.ps = max(W.ps, S .s);

37 end

38 if include = true then

39 C=Cu{Ww}

40 end

41 end

2 return C

43 end




TitanicOR enters a loop to compute minimal generators level-wise (lines 14—17). It determines which of the candi-
dates are minimal generators using Proposition 3, and then, it computes the next candidates using the TitanicORGen
function.

The TitanicORGen algorithm is a modification of TitanicGen (Stumme et al., 2002). To generate the new candi-
dates of size k, it assumes a strict total order over the items of /, then it joins two minimal generators of size k — 1 that
share the first k — 2 items (line 3-22); it restricts the (k — 1)th item of the first set to be lower than the (k — 1)tk item of
the second to avoid the same candidate being generated twice. The set of samples associated with the new candidate
is computed using Proposition 5 (line 5). We propose this adaptation of the original version of TitanicGen to speed
up the computation of itemsets’ weights, requiring less data set passes; assuming that the sets of samples associated
with the itemsets fit the in main memory. We also consider the set of samples as a bit-array, so the unions can be
computed faster, especially when the algorithm is coded and executed on single-instruction, multiple-data (SIMD)
architectures. Hence computing the disjunctive support of an itemset consists of counting the number of bits set to
one in the bit-array of the set of samples, which can be done in constant time (line 6). Next, the algorithm checks
if the new candidate passes the minimum support (minsup) and the maximum support (maxsup) thresholds (lines
9-11). After that, it prunes off candidates that are not minimal (lines 12—18) based on Proposition 4. At the same
time TitanicORGen verifies whether an immediate subset of a candidate is a minimal generator, it computes the parent
weight of a candidate (line 17) to be used in TitanicOR to prune invalid candidates using Proposition 3. Finally, if a
candidate passes all the tests, the algorithm includes it to the list of candidates C. We present an example of TitanicOR
and TitanicORGen in practice in Example 1.

Example 1. In this example, we show how TitanicOR extracts minimal disjunctive generators from a data set. We use
the data set presented in Table 1 as the input data set, and we consider minimum and maximum support thresholds of
two and five respectively (minsup = 2, maxsup = 5).

Initially, we have K[0] = {0}, k = 1, and C = 0 (lines 2-5). After the initialization, the algorithm considers the
singletons built from the items in the data set as the first candidates (lines 6—13). We present the results of this process
in Table 4.

Table 4: This table presents the output candidates of TitanicOR after processing the singletons from the items of the
data set Table 1 (lines 613, Algorithm 1). The rows in light-gray represent the singletons that were discarded for
failing the support constraints.

W Wt Ws Wps We(C?

a fts 3 0 yes
t thmo 4 0 yes
b fts 3 0 yes
1 thmo 4 0 yes
f 0 1 0 no
h hm 2 0 yes
m  hm 2 0 yes
r h 1 0 no

After processing the singletons, the algorithm obtains the candidate list C = {a,t, b,
1, h, m}, and the set of minimal generators of size one can be computed. The minimal generators are those whose parent
weight is different from their own weight, i.e. an itemset X is a minimal generator if its support (X.s) is different from
the maximum support of all its immediate proper subsets (X.ps). In that case, the list of minimal generators of size
oneis K[1] ={a,t,b,l,h,m}.



Since the list of minimal generators of size one is not empty, the algorithm proceeds to generate new candidates of
size two incrementing the value of k and invoking TitanicORGen function (lines 15-16, Algorithm 1). TitanicORGen
generates candidates of size two by merging two minimal generators of size one; Table 5 shows all the possible
candidates considered by TitanicORGen, and whether they are valid candidates or not.

Table 5: This table presents the list of all possible candidates of size two considered by TitanicORGen (lines 3-22,
Algorithm TitanicORGen). The rows in light-gray represent the candidates that were discarded for either failing the
support constraints or the requirements of Proposition 4.

w Wt W.s Wps WeC? w W.t Ws Wps WeC?
at fthmos 6 4 no tm  thmo 4 4 yes
ab fts 3 3 yes bl fthmos 6 4 no

al fthmos 6 4 no bh  fthms 5 3 yes
ah  fthms 5 3 yes bm  fthms 5 3 yes
am  fthms 5 3 yes Ih thmo 4 4 yes
tb  fthmos 6 4 no Im  thmo 4 4 yes

tl thmo 4 4 yes hm hm 2 2 yes
th  thmo 4 4 yes

After the new candidates are generated by TitanicORGen, TitanicOR evaluates which are minimal generators
indeed. Again, the minimal generators are the candidates whose support is different from the parent weight. Checking
the list of candidates generated by TitanicORGen (Table 5), we get the following list of minimal generators of size two
K|[2] = {ah, am, bh, bm}.

As K[2] is not empty TitanicOR proceeds to compute new candidates. TitanicORGen is invoked again, and it
considers all the sets presented in Table 6 as possible candidates. None of the possible sets is a valid candidate since
one of their immediate subsets is not a minimal generator and so they fail the test in line 13 of TitanicORGen function
(Proposition 4).

Table 6: This table presents the list of all possible candidates of size three considered by TitanicORGen (lines 3—
22, Algorithm TitanicORGen). The rows in light-gray represent the candidates that were discarded for failing the
requirements of Proposition 4.

w W.t Ws Wps WeC?
ahm fthms 5 5 no
bhm fthms 5 5 no

Since TitanicORGen returns an empty list of candidates, there is no minimal generator of size three. Therefore,
TitanicOR stops the loop (lines 14—17) and returns the list of minimal generators K = {0, a, t, b, 1, h, m, ah,am, bh, bm}.

4. Experimental results

TitanicOR was implemented in C++ and compiled with GCC-3.4.6 (code is available upon request from the au-
thors). The experiments were run on a Red-Hat 3.4.6-11 system on a Intel Xeon model E5405 2.00 GHz quad-core
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Table 7: Default parameter values for generating synthetic data sets for comparing the performances of TitanicOR
and BLOSOM

Parameter Value
# of samples 300
# of items 50
density 0.5
minsup 0
maxsup 00
max_item 4

64-bit processor with 32 GB memory. We perform experiments similar to those done by Zhao (2006) to investigate
TitanicOR’s behavior regarding different data sets, and also compare its performance with the performance of BLO-
SOM (we use the authors’ implementation, available in http://www.cs.rpi.edu/~zaki). We use both synthetic and real
data sets. It is important to mention at this point that BLOSOM requires a vertical representation of the data set, the
implementation we obtained creates a binary file containing such representation, therefore, we run BLOSOM twice
for each experiment: first to create such representation; and second to measure the CPU-times for it.

The synthetic data sets were generated using the IBM data set generator adapted by M. Zaki, available in his
website (http://www.cs.rpi.edu/~zaki). The data sets were generated to evaluate the performance of the algorithms
with respect to the number of samples, and the number of items in the data set and the density of the data set. Like
Zhao (2006), we fix standard values for those parameters and for each experiment only the evaluated parameter was
changed. Default values of the parameters are shown in Table 7. In Table 7, minsup and maxsup concern the support
constraints considered by the algorithm, while max_item concerns the number of elements in each minimal generator.
Although TitanicOR does not include this constraint explicitly, BLOSOM does; so we consider it here. We add
another test to the loop in line 14, Algorithm 1 to verify if the size of the minimal generator k is lower than or equal
to the value of max_item only for experimental purposes.

As mentioned before, we consider only the first three parameters in Table 7 when generating each data set. We
fix the number of items and the density of the data set, and vary the number of samples between 100, 200, 300, 400,
and 500. We then fix the number of samples and the density and vary the number of items between 40, 45, 50, 55,
and 60. Finally, we fix the number of samples and the number of items and vary the density between 0.2, 0.3, 0.4,
0.5, and 0.6. For each of those possible configurations, we generate one hundred different data sets in order to reduce
bias towards one specific data set with a given configuration; for example, we generate one hundred different data sets
with 200 samples, 50 items, and density of 0.5.

Figures la, 1b and lc show the CPU-time measured for both algorithms for the different experiments. Each
point corresponds to the average CPU-time measured for each of the one hundred different data sets with the consid-
ered configuration; the error bars correspond to the standard deviation. We observe that in all cases TitanicOR has
outperformed BLOSOM (although they exhibit almost the same behavior with the different parameters, besides the
difference in scales).

Considering the number of samples (Figure 1a), both algorithms have their time increased while increasing the
number of samples, until they reach a peak and the time stabilizes. While the time stabilizes only when the number
of samples reaches 400 for BLOSOM, it stabilizes when the number of samples is 200 for TitanicOR. This is un-
expected, as Zhao (2006) used the extraset data structure to implement BLOSOM and it requires only one database
pass to compute the support of minimal generators. On the other hand, the behavior of TitanicOR was completely ex-
pected, due to the improvements in the support computation that we suggested. We can also deduce that BLOSOM’s
performance is more susceptible to variations in the data sets than TitanicOR’s since the standard deviations measured
for BLOSOM are greater than for TitanicOR.

Regarding the number of items (Figure 1b), TitanicOR is again rather less sensitive than BLOSOM. It can be
observed that TitanicOR is roughly two times faster than BLOSOM in all the experiments. The problem resides in
the nature of the algorithms. BLOSOM does a depth-first search (DFS) in the disjunctive minimal generators search
space, while TitanicOR does a breadth-first search (BFS). Despite several studies pointing out that DFS algorithms
are more effective in mining frequent (closed) itemsets, we noticed that BFS algorithms are more suitable for mining
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minimal generators simply because when traversing the search space breadth-wise, one reaches the smallest sets first.
However, the behavior of both algorithms may restrict their application in new domains such as bioinformatics where
the number of items are considerably greater than in our tests.

Concerning the density, the performance was as expected. It grows for both until around 50% then starts dropping
off. When the density is low, the number of items per sample is also low, thus the samples share few items and so
bigger itemsets are required to describe more samples. When the density is high, the probability that an item occurs in
a sample is higher. Therefore, smaller itemsets are sufficient to describe the samples. Figure 2 illustrates this situation.

Finally, we investigated the influence of the maximum support, minimum support, and maximum number of items
per itemset thresholds in the algorithms using real data sets. We use four real data sets publicly available on the UCI
Machine Learning Data Repository (http://archive.ics.uci.edu/ml/ last accessed 2 June 2010); we describe the data sets
in Table 8. The number of attributes in Table 8 corresponds to the number of attributes in the data set after binarization
since data sets contain categorical attributes.

Table 8: Description of the real data sets used for evaluating the performance of TitanicOR and BLOSOM with
different maximum support, minimum support, and maximum number of items per itemset thresholds

’ Dataset ‘ Number of samples ‘ Number of attributes ‘ density ‘ Att. per sample ‘
Car Evaluation 1728 25 28.0% 7
Chess — (King-Rook 3196 75 49.3% 37
vs. King-Pawn)
Connect-4 67557 129 33.3% 43
Mushroom 8124 128 18.0% 23

We describe the configuration used to evaluate the influence of each threshold in Table 9; there, “Test 17 corre-
sponds to the configuration used to evaluate the impact of maximum support; “Test 2" corresponds to the configuration
used for testing the influence of minimum support; and “Test 3” corresponds to the configuration used for testing the
impact of maximum number of items per itemset on the algorithms. The results of each test are respectively shown in
Figures 3, 4, and 5.

We present the results of testing the impact of variations of maximum support threshold in the algorithms in
Figure 3. The maximum support threshold is used to both reduce the search space and avoid uninteresting itemsets;
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Table 9: Description of the configurations used for evaluating the impact of maximum support, minimum support, and
maximum number of items per itemset thresholds in TitanicOR and BLOSOM. In this table, log2(avgtlen) denotes the
logarithm base two of the number of attributes per sample in a data set. “Test 1" corresponds to the configuration used
to evaluate the impact of maximum support; “Test 2” corresponds to the configuration used for testing the influence
of minimum support; and “Test 3” corresponds to the configuration used for testing the impact of maximum number
of items per itemset on the algorithms

Max Supp Min Supp Max Item
Test 1 10% — 100% 0 4
Test 2 100% 10% — 80% 4
Test 3 90% 20% 2 — plog2(avgtlen)

itemsets with high supports may be uninteresting for the user because they cover a large amount of the set of samples,
and thus they are likely to be already known. However, if we disregard the assumption that the user may not be
interested in high frequent itemsets, then testing the algorithms with variations in maximum support is interesting for
evaluating their behavior with different size search spaces. Note that the higher the maximum support, the bigger the
search space (as more itemsets satisfy the constraints). We observe that, in general, BLOSOM is much more sensitive
to the maximum support threshold than TitanicOR. BLOSOM could not complete the whole test for two data sets,
Connect-4 and Mushroom, as shown in Figures 3b and 3d, while TitanicOR could not finish the test with the data set
Connect-4 and a maximum support threshold of 100 percent (Figure 3b); both algorithms could not complete their
tests due to absence of free memory. We also notice that, in general, TitanicOR is two orders of magnitude less time
consuming than BLOSOM; this fact is explained by the time spent by each algorithm on generation of their candidate
minimal generators. TitanicOR roughly spends two orders of magnitude less time generating a candidate on average
than BLOSOM (Table 10).

Table 10: Average number of itemsets, candidates, and average time spent per candidate by each algorithm for each
real data set regarding the variations in maximum support threshold test

TitanicOR BLOSOM
Data set #lsets Time(s) #Cand | Time/Cand | Time(s) | #Cand | Time/Cand
Car 4495.8 0.033 5980.7 2.38E-06 1.27 4497.1 1.62E-04
Chess 84591.5 0.845 | 115191.8 | 1.19E-05 41.1 85255.8 | 3.02E-04
Connect-4 | 1.99E+06 | 71.98 | 2.13E+06 | 3.26E-05 | 550.53 | 3.3E+05 | 1.44E-03
Mushroom | 2.42E+06 | 26.75 | 2.77E+06 | 9.54E-06 | 607.76 | 1491512 | 3.13E-04

Figure 4 contains the results of the test of the influence of minimum support threshold on algorithms. As expected,
both algorithms suffer less influence from minimum support than from maximum support; the times spent by the
algorithms are much lower considering the variations in minimum support than considering the variations in maximum
support. Although minimum support has less impact on the performance of the algorithms, it is still an important
feature to reduce the search space and computing time, since we observe a decrease in CPU-time while increasing the
minimum support threshold for all data sets in Figure 4.

The maximum number of items per itemset affects the depth that the algorithms can go to when traversing the
search space to check candidates; higher thresholds yield more candidates. This test is particularly interesting as
it shows the difference in performance between the breadth-first approach used by TitanicOR and the depth-first
approach used by BLOSOM. We present the results of the test investigating the influence of the restriction in the
number of items per itemset in Figure 5. We notice that both algorithms are sensitive to the increase in the number
of items allowed per itemset. As we expected, the depth-first approach used by BLOSOM is much more sensitive to
increases in that parameter than the breadth-first approach used by TitanicOR for mining minimal generators. Once
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Figure 3: Execution times regarding variations in maximum support for distinct real data sets
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Figure 5: Execution times regarding variations in the maximum number of items per itemset for distinct real data sets

again, TitanicOR spent two orders of magnitude less time per candidate in average than BLOSOM (see Table 11).

5. Related works

5.1. Other methods to mine general association rules

Srikant and Agrawal (1995) proposed the extension of association rules to cover taxonomies over the set of at-
tributes. The problem is called mining generalized association rules and it consists of mining association rules not
only considering the attributes by themselves but also considering the categories behind them. For example, con-
sidering that sneakers and sandals are types of shoes, and that T-shirts and trousers are types of clothes, it might be
more interesting to find rules like “customers that buy shoes tend to buy clothes” than simply “customers that buy
sandals tend to buy T-shirts”. Rules of the first type are particularly interesting for expanding the expressive power
of association rules since they can be interpreted as “customers that buy sneakers or sandals tend to buy trousers or
T-shirts”. Although this approach apparently extends the interpretation of patterns to cover also disjunctions, it is not
the final aim of the authors and, consequently, the disjunctions appearing in rules are only within a single category,
i.e., considering attributes from different categories, patterns are still interpreted as conjunctions.

Savasere et al. (1998) introduced the problem of mining interesting negative association rules. Negative associ-
ation rules are rules associating sets of attributes not frequently related, or, in the context that Savasere et al. (1998)
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Table 11: Average number of itemsets, candidates, and average time spent per candidate by each algorithm for each
real data set regarding the variations in maximum number of items per itemset threshold test

TitanicOR BLOSOM
Data set #Isets | Time (s) #Cand | Time/#Cand | Time (s) | #Cand | Time/#Cand
Car 39924 0.6 90861 5.17E-06 14.995 | 39983.75 | 3.14E-04

Chess 13561.6 | 0.214 33834.4 1.17E-05 8.012 13592.4 5.80E-04
Connect-4 | 38561.8 | 3.432 91875.8 2.27E-04 537.17 | 385654 1.31E-02
Mushroom | 1.7E+05 3.17 3.26E+05 | 2.16E-05 258.45 | 1.8E+05 1.34E-03

introduced them, they are rules relating items from a store that are not frequently bought together. Those rules in-
volves a positive antecedent and a negative consequent. Therefore, the problem involves mining both positive patterns
(conjunctive frequent patterns) and negative patterns (conjunctive infrequent patterns). Since the number of negative
patterns (patterns that do not occur frequently in the data set) may be exponentially high, Savasere et al. (1998) devised
an interestingness measure of rules to prune uninteresting patterns. This measure evaluates the level of unexpected-
ness when two patterns are negatively associated. Although they introduced such negative interpretation, patterns are
still treated as conjunctions, i.e., negative patterns are simply conjunctive interpreted patterns that are not frequent in
the data set.

Nanavati et al. (2001) discuss the problem of mining generalized disjunctive association rules. They propose the
extension of association rules to cover not only conjunctions but also inclusive and exclusive disjunctions. Although
they devised an algorithm to find such disjunctive rules, they assume that the set of patterns is given by the domain
expert or found by a frequent pattern mining algorithm. Therefore, they provide more expressive power only for
association rules; patterns still have the same conjunctive interpretation.

5.2. Other methods to mine disjunctive patterns

The proposed extensions we have seen up to now are concerned with the interpretation of association rules and
not the interpretation of the patterns. To the best of our knowledge, the first approach to extend the way the patterns
are interpreted was introduced by Zhao et al. (2006). They introduced BLOSOM, a mathematical framework to mine
general Boolean expressions. Zhao et al. (2006) expanded the definition of closed patterns and minimal generators to
cover Boolean expressions containing conjunctions, disjunctions and negations. BLOSOM also includes a CHARM-
based (Zaki and Hsiao, 2002) algorithm to mine minimal generators and closed patterns in the disjunctive normal
form and in the conjunctive normal form.

Hamrouni et al. (2009) thoroughly investigate the disjunctive interpretation of patterns proposed by Zhao et al.
(2006). They improved the definitions of the functions that characterize disjunctive closed patterns and also demon-
strated several properties of both the functions and the patterns. One of the most important demonstrated features of
disjunctive (closed) patterns is their capacity to concisely represent the set of all conjunctive patterns. This feature
reaffirms the necessity of developing new algorithms to efficiently mine this type of patterns.

5.3. Methods and Applications in other domains

Varadan and Anastassiou (2006) proposed a framework to discover Boolean expressions describing diseased tis-
sues. To infer a Boolean expression from a microarray expression data, first, the authors propose the discretization of
the data. Rather than discretizing the gene expression values individually, Varadan and Anastassiou (2006) use a sin-
gle threshold for the whole set of genes. They believe that, while defining thresholds for genes individually is good for
single gene analysis, defining a single threshold for the whole set of genes is more convenient for the analysis of the
correlations among genes. After the data discretization, the gene subset selection process starts. The authors propose
the use of an entropy-based feature selection method. First, they determine the number of genes to be included in the
subset. Thereafter, they enumerate all the possible combinations of genes and calculate their entropy. The subset of
genes with the lowest entropy is retained. To calculate the entropy, for each subset of genes, the authors enumerate
all the possible combination of values for the genes (called states of the gene set) and count the relative frequency
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of each state with respect to diseased and healthy samples. Selected the subset of genes the minimizes the entropy,
the last stage is the extraction of the Boolean expressions describing the disease. The final Boolean expression is the
result of an algorithm that is inputed with the disjunction of the expressions of each state and outputs its equivalent
minimal expression. Although this is an interesting approach, as the authors point out several results obtained with it
applied to a prostate cancer data set, the whole process is prohibitively expensive since it involves several intrinsically
exponential subtasks.

Sahoo et al. (2008) discover Boolean implication networks from large microarray data sets of humans, mice, and
fruit flies. Boolean implication networks are graphs built from genes and the binary relation between a pair of genes,
i.e., whether the low-high expression of one gene determines or is associated with the low-high expression of another
gene. To obtain a Boolean implication for each pair of genes, Sahoo et al. (2008) plot a scatter graph, specify the
thresholds to determine which values represent low-high values for each gene, and finally analyze the graph. After
they obtain the Boolean implications, they construct the graph. Such networks are interesting since they reveal gene
interactions in each species. Although this is a relevant work, it may be the case that not only a single gene influence
another, but a set of genes influencing another set. Those relations between sets of genes may not be observed
performing the analysis proposed by Sahoo et al. (2008), however, this can be done with association analysis.

Thummalapenta and Xie (2011) propose a framework for detecting frequent patterns in source codes to discover
programming rules. Those programming rules are useful to analyze source codes and detect regions that may be sus-
ceptible to fail. Their framework, called Alattin, includes an algorithm for mining inclusive and exclusive disjunctive
frequent itemsets beyond the traditional conjunctive ones. They showed that the use of disjunctive patterns reduce
the number of false positives when detecting regions susceptible to fail. Their algorithm is majorly inspired on the
traditional Apriori approach, although they proposed a modification to greedily select candidates with the highest
support. Their work differs from ours because they mine all possible frequent disjunctive patterns while we identify
only the minimal generators.

Goel et al. (2010) propose the use of generalized Boolean expression as constraints to be used in sequential circuit
equivalence checking algorithms. They verified that the use of Boolean expressions in those algorithms can reduce
the search space. This fact allowed the authors check large models that could not be checked before the use of those
new constraints. The Boolean expressions included in the algorithms were mined with BLOSOM. They considered
only minimal generators because these expressions contains the same information regarding the support as the closed
expressions but, at the same time, they are the simplest way of representing the latter.

6. Conclusion and Future Works

We revisited the disjunctive closed itemsets proposed by Zhao et al. (2006), and we proved that the disjunctive
support function, also proposed by them, is a weight function compatible with the mentioned closure operator accord-
ing to the definition stated by Stumme et al. (2002). That proof allowed us to adapt the original version of Titanic
algorithm (Stumme et al., 2002), and create TitanicOR that uses that weight function to compute disjunctive minimal
generators.

We evaluated the performance of TitanicOR using both synthetic and real data sets. We used synthetic data to
investigate the algorithm’s behavior for data with different numbers of transactions, different numbers of items, and
different densities; while we used real data to investigate the influence of minimum support, maximum support, and
maximum size of itemsets thresholds on TitanicOR’s computing time. In order to evaluate the performance of our
algorithm, we compared the CPU-times measured for TitanicOR with these data sets with the CPU-times measured for
BLOSOM, the state of the art method and the only one available until TitanicOR for computing disjunctive minimal
generators. We observed that TitanicOR’s computing time is considerably better than BLOSOM’s, with TitanicOR
being up to two orders of magnitude faster than the latter.

Regarding the tests with real data, one that deserves our attention is where the maximum size of itemsets is varied.
That test is useful for evaluating and enhancing the differences between the breadth-first and depth-first approach
used respectively by TitanicOR and BLOSOM. We notice that the breadth-first approach used by our method spends
less time per candidate than the depth-first approach; this resulted once again in TitanicOR spending two orders of
magnitude less time computing minimal generators than BLOSOM. This strongly suggests that the differences in
computing time are not due to implementation issues, but are indeed due to the different approaches. We conclude
that breadth-first approach is more suitable for computing minimal generators.
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We strongly believe that the task of mining general Boolean expressions can be extremely important to mine
useful patterns in the Bioinformatics domain as pointed out in Section 5.3. However, traditionally, the algorithms
for frequent pattern mining are formulated for data bases containing many samples and few attributes, while the data
bases in Bioinformatics contain many attributes and few samples. As we saw in Section 4, the algorithms for mining
Boolean expressions are still very sensitive to the number of attributes turning their application in biological data
bases infeasible. Therefore, there is a demand to create new algorithms suitable for this new domain. In future works,
we intend to develop new algorithms that explore the sample search space to mine disjunctive itemsets.
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* We present a new algorithm for mining disjunctive minimal generators

* Disjunctive minimal generators are new interpretations of itemsets

* Our approach is two orders of magnitude faster than the state of the art

* We conclude that the breadth-first approach is more suitable for minimal generators





