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Abstract

An important task in plagiarism detection is determining ameasuring simi-
lar text portions between a given pair of documents. Oneefithin difficulties of
this task resides on the fact that reused text is commonlyifiraddvith the aim of
covering or camouflaging the plagiarism. Another difficutyhat not all similar
text fragments are examples of plagiarism, since thematiccences also tend
to produce portions of similar text. In order to tackle thpsablems, we propose
a novel method for detecting likely portions of reused teiXtis method is able
to detect common actions performed by plagiarists such ad deletion, inser-
tion and transposition, allowing to obtain plausible pmm8 of reused text. We
also propose representing the identified reused text by snefaa set of features
that denote its degree of plagiarism, relevance and fratatien. This new rep-
resentation aims to facilitate the recognition of plagiariby considering diverse
characteristics of the reused text during the classifingplbase. Experimental
results employing a supervised classification strategyvebdahat the proposed
method is able to outperform traditionally used approaches
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1. Introduction

Plagiarism is known as intellectual theft: it consists iingswvords (ideas) of
others and presenting them as your own. Nowadays, due tertuachnologies
for creating and disseminating electronic informationsivery simple to com-
pose a new document by copying sections from different ssuextracted from
the Web. This situation has caused the growing of the plsgeaphenomenon,
and, at the same time, it has motivated the development & tooits automatic
detection.

Very recently, major publishers, namely Elsevier and Smirhave showed
their interest and concern to fight plagiarism [5]. Hence,uBing a software
called CrossCheck, they scan submitted papers with the afmding verbatim
or almost identical chunks of text that already appear iniptesly published pa-
pers. Several tests using the CrossCheck software overdtitfjournals showed
that from 6% to 23% of the submitted articles had to be regetiecause they
contain a considerable degree of plagiarism. Although §Zbgck is able to un-
cover plagiarists, the software is susceptible to find falsstives, since it only
estimates a percentage of similarity between documents.

In this paper we focus on the problem of discriminating paaigied from free-
plagiarized suspicious documents by determining the rktese sections from an
original document. We assume that plagiarism is done byngg®me portions of
text that can not be considered as common knowledge of thaidoin particular,
we consider the task of finding similarities between a suspgcdocument and a
given original document that are more than just a coincideartd more likely
to be result of copying [8]. This is a very complex task sineesed text is com-
monly modified with the aim of covering or camouflaging thegiaism. To date,
most approaches have only partially addressed this issoeehguring lexical and
structural similarity of documents by means of differemids of features such as
single words [9, 27], fixed length substring®(, n—grams) [3, 9], variable length
substrings [4, 9], dependency relations or a combinatiotme [7]. The main
drawback of these approaches is that they carry out thefatas®n considering
only information about the degree of overlap between theisigis and source
documents. Therefore, these strategies are affected biyhéneatic correspon-
dence of the documents, which implies the existence of comuhomain-specific



word sequences, and, as consequence causes an overestiofdtieir overlap
[8].

In order to tackle the above problem we propose a novel apprioa finding
the portions of possible reused text. Our method, calledRisriting Indexas-
signs a weight to each word contained in the suspicious dentithat describes
its degree of membership to a possible portion of plagidrie&t. This way, the
proposed method is able to discover text that has suffeced fome modifica-
tions such as word elimination, insertion, and transpamsjtallowing to perform
a partial matching between documents (i. e. find portiongxtfthat are similar
but with some change by a paraphrasing). Additionally, vé® @onsider more
information during the classification process of the docotsie Our idea is to
characterize the portions of possible reused text by tleéwvance and fragmen-
tation. In particular, we consider a set of features thabtiethe frequency of
occurrence of portions of reused text as well as their ledgdtribution. Our hy-
pothesis is that the larger and the less frequent the psrobmeused text, the
greater the evidence of plagiarism. In other words, we amnghat frequent por-
tions of reused text tend to correspond to domain specifmiteriogy, and that
small portions of possible reused text may be co-incideatad therefore, they
are not a clear signal of plagiarism.

The experimental evaluation of the proposed approach waedaut on a
subset of theMETERcorpus [12] and on th@lagiarised Short Answersorpus
[10]. In particular, we model the document plagiarism dbecas a classification
problem. Our goal was to show that using the portions of @uegt obtained
with the Rewriting Indexmnethod, and characterizing them by the proposed set of
features, it is possible to achieve a greater discrimingperformance between
plagiarized and non-plagiarized documents than only denisig their general
degree of overlap.

The rest of the paper is organized as follows. Section 2 ptes®me recent
work on plagiarism detection. Section 3 describes the megalgorithm for
finding portions of possible reused text as well as the fordedinition of the
proposed features. Section 4 presents the experimentidjeation as well as
the results achieved in the two test collections. Finallgt®n 5 depicts our
conclusions and formulates some directions for future work

2. Related Work

One of the main tasks in plagiarism detection consists ierdghing if the
similarities between a suspicious and a source (origirauthent are more than
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just coincidence and more likely to be result of copying [Bfoadly speaking,
this task includes two main phases: the searching of plagiagvidence, and the
classification of plagiarized documents based on the aclaiedevidence.

The main purpose of the first phase is to find similar or reusgtifortions
between the given two documents. Some works have searchdtese similari-
ties at the syntactic level by identifying common POS seqesijl6, 7]. On the
other extreme, some works have searched for similaritigmdéxical level, using
common single words as the main evidence of plagiarism [27,12]. Finally,
in between these two approaches, there are works that evnvgotd sequences.
Some of them search for common fixed-length sequences knewn-grams
[22, 13, 6, 3, 2, 19, 21, 14], whereas others have used variabfith sequences
in order to preserve the integrity of the evidence [6, 4, 9, 18

In the second phase the collected evidence is transformadmeasure or set
of measures that indicate the level of copy in the suspicitmesiment. Particu-
larly, most current methods use a representation basedequrdiportion of posi-
tive evidence in relation to the size of the suspicious damifil9, 22, 15, 21, 14]
or to the size of both documents [6, 25, 1]. This represemasi used in the docu-
ments classification process; common approach consisigpbfiag a manually-
defined threshold function on the computed measure [26, 43,231]. On the
contrary, when the plagiarism evidence is expressed by af saeasures, most
methods apply machine learning techniques to automatidefine the threshold
function [16, 7, 9, 11].

In this paper we propose some ideas to enhance both phases plagia-
rism detection process. First, we propose a new method talmgortions of
possible reused text. This method uses a fuzzy string mmgaitomata that is
able to detect common actions of plagiarism such as wordide)ensertion and
transposition, and, therefore, that allows to collect erimk with a high degree of
rewriting, which current methods tend to ignore. Secondpm@ose a new repre-
sentation of the plagiarism evidence that helps to desoniwes appropriately its
relevance and diversity and, consequently, allows takintdpér advantage of the
capabilities of machine learning techniques to handleasgmtations with multi-
ple features.

3. Proposed Method

As stated in previous sections, common word sequences éetthie suspi-
cious and source documents are considered the primaryrneddsd plagiarism.



Nevertheless, using their presence as unique indicatdagfgsism could be un-
reliable, since thematic coincidences also tend to prodageences of common
text (.e., false positives). In addition, even a minor modificatiombfuscate the
plagiarism will avoid the identification of the corresponglisequences, generat-
ing false negatives.

In order to handle the above problems, we propose a novetgiyrdor de-
tecting plagiarised text called tliRewriting Indexmethod. This method is able
to identify portions of reused text even if they have suffisiem some modifica-
tions. Additionally, we aim to facilitate the recognitiof glagiarism by consid-
ering diverse characteristics of the portions of reusetderng the classification
phase.

In the following section we give a brief description of therifig machine
formalism, which will allow us to better describe, in Seati8.2, our proposed
algorithm for identifying and extracting the possible redisext between the sus-
picious (D) and the original documen)®). Then, in Section 3.3, we introduce
the proposed set of features used to characterize the &drportions of reused
text.

3.1. Turing machine formalism

In order to explain the proposed method we are going to emjbleyiuring
Machine (TM) notation. Formally a TM is defined as a 7-tupléwhe form:

M=(Q,%,T,6,q,B, F) (1)
where:
e () is afinite, non-empty set of states.
e Y is the set of input symbols.

I' is a finite, non-empty set of the tape alphabet (symbols).

e ¢ is the transition function which is defined &y;, X') = (¢;,Y, S); where
q; represents the actual state akids the symbol that the head of the TM
is reading,g; is the next state}” is the symbol that is written in the cell
pointed by the head of the TM, arfflindicates the direction of the head
shift, which could be eithe+ (left shift), — (right shift) or N (no shift).

e ¢ is the initial state.



e B isthe blank symbol.
e F'is the set of final or accepting states.

Accordingly, we will employ the string(; X5 ... X;,_1¢X; X1 ... X, torefer
at the configuration where:

e ¢ is the actual state of the TM.

e X;, thei-th symbol from the left, is the symbol pointed by the headhef t
tape.

e X X,...X,listhe portion of the tape that is between the most left and mos
right blank symbols (i.e.3)

Our TM will be capable of reading a null entryd,, ). Hence, a transition
like 6(q;,¢) = (g;,Y,S) means that the TM will go from the stageto stateg;
by reading:, indicating to the head of the TM to writ€, and shifting in to the5
direction'.

Furthermore, our TM will handle a stacke,, it is a pushdownTM. For our
purposes, the main goal of the stack is to function as a courgrce the alphabet
of the stack corresponds to the set of the natural nuniSers

Consequently, the transition function for opushdownTM is defined as:
3(qi, X,p) = (g;,Y,p',S); whereg; is the actual stateX is the symbol that the
head of the TM is reading angdis the topmost stack symbaj; is the next state,
Y is the symbol that is written in the cell pointed by the heathef TM, p’ is the
symbol that is pushed to the staéle(, popp, replacing it by pushing’), andS
indicates the direction of the head shift.

There might be cases when it is not important to know whichlsylns at the
top of the stack. For denoting such situations we will yseithin the transition
function: §(g;, X, \) = (¢;,Y, ', S); indicating the TM to pop the topmost stack
symbol and replacing it by pushing

3.2. Identifying the reused text

The proposedRewriting Indexmethod assigns a weight to each word con-
tained in the suspicious document describing its degreecofipership to a possi-
ble portion of reused text. Hence, itis able to identify por$ of text that although

INotice that a null entry is different from the blank symbas.



they do not represent an exact match, they indicate higldpable plagiarized
sections. In other words, this method is able to obtain morsecutive portions
of reused text and, therefore, to capture the common actibagplagiarist such
as word elimination, insertion and transposition.

In particular, the proposed method is at-hocsearch algorithm that uses a
context window of size, that containg words from the original documeri?®
(i.e., our search algorithm moves through the text#t). The position of this
context window is defined by its middle word, which is, from arifig machine
perspective, the position where the head of the tape isipgitd. We will refer
to the word positioned at middle of the context window asftoeis

Therefore, if we take for granted that the tape of our TM aeewlords con-
tained inDY (i.e., the original document), represented by the string:

wiwd . w qulwl, .. wf (2)
where the central word of the context window is thia word, which is the posi-
tion where the head of the tape is pointing to; bejrtbe actual state of the TM
Notice that has to be an odd number in order to have the same number oktonte
words ¢5+) at the right and at the left of tfecusword’.

The Rewriting Indexalgorithm will assign akel value to each WOI’de (i.e.,
the word at positiorj within the suspicious document®). To computeRel (w?)
we define five different TMs (Figures 1 to 5). Each TM will assig different
Rel value ¢;) depending on: the position iR of the searched WOI’deS. That
is, if the searched word appears at theusthe Rel is equal toc; indicating a
verbatim case (Figure 1); if the word appears at the rigmfimcusit takes values
co OF ¢4 SUggesting a moderate or large number of deletion/insedperations
respectively (Figures 2 and 3); if it appears at the left efftcusit takes values
c3 Or ¢5 signifying a moderate or severe word transposition opamatFigures 4
and 5); finally, if the searched word does not appeai3inits Rel value is equal
to 0.

We assume that every TM acts over the same tagpe (. w?), and we will
considerate only the changes (actions) made by the TM thahes an accepting
state. If more than one TM succeed, we will preserve thoseggmmade from

2TM notation assume that the word located at the head of treew@palways bew?, i.e., the
focusword.

3From here we will refer to the words contained within the esitvindow adocal words and
to those outside the context windowglsbal words



the one that obtains the high&e/ value. In general, the constantsfulfil the
following condition: ¢; > ¢ > ¢3 > ¢4 > ¢5 > 0. The following subsections
describe in detail each one of the mentioned cases.

3.2.1. Capturing verbatim copies

The following automata (Figure 1) is able to identify sequesof consecutive
words that had been literally copied from the original doeatD®. Notice that
every time this TM reaches the final statethe Rel(w?) will get thec, value.

The TM from Figure 1 will reach an accepting state when theckeal word
wf is equal to the word located at tfacus(i.e.,w?, the word pointed by the head
of the tape). In this case, the TM leaves the same word on ¢fiaifdhe tape and
shifts one position to the right in order to search for anottméncidence.

—((@ ()
’ W/

Figure 1: TM capturing a verbatim copying case.

3.2.2. Capturing deletion/insertion operations

The TM described in Figure 2 aims to identify moderate cafe®ad deletion
and insertion operations. It is mainly able to identify ifeafwords, within the
local wordsat the right of thefocus were deleted or inserted. If this situation
occurs, thdocusis moved to the symbol located after the position whefe= w
was accomplished, th&el(w?) is set toc,, and the topmost stack symbol is
set to O indicating that the position of tifecushas changed. As we previously
mentioned, our stack works as a counter and we assume thgttiene the TM is
called, the initial stack symbal is set to 0. Accordingly, every time the head of
the TM is movedp increases by 1 and the automata verifies if the head continues
within the context windowi.e,, if p < 2.

S o v+1 o
wiwip<isL/w p+1—~

::\: B et O W o
q w=w,p<5 /w,0—~

LNt

Figure 2: TM capturing a moderate number of deletion anditseoperations.




There are situations where plagiarists delete or inserteatgr number of
words between portions of plagiarized text, for such casesdefine the TM
shown in Figure 3. Notice that the automata defined in thisréiguill search
for wf among theglobal wordslocated at the right from the context window.
If wf is found, the TM verifies that the next entr@p;ﬁl) also corresponds to a
copied word (e., verifies if this word is equal to the symbol pointed by thedchea
of the tape), and if that is the case, it reaches the final gtate ¢s), updating the
focusword by pushing 0 in the stack, and assigns the value Re[(wf). If the
later condition is not accomplisheidg(, wa # w? ), the TM returns the head of
the tape to its initial positiong{ — ¢2 — ¢3) by using the information provided
by the word countep. This step is performed since we consider that finding a
single coincidence too far from the context window is notyveslevant, but on
the contrary, if two coincidences are found it is worth faogson that section of
the document.

WiEWLA/ Wl p+1—~

S _ o o
w; =wi A/ wip+l—

9,

Wi # wf,p>"_§-1 /Wop-1<
w=B,p>"3'/ B p-I=

g )
2 gp=1/w;,0—~

ep=>1/w; p-1<—

Figure 3: TM capturing a severe number of deletion and irsedperations.

3.2.3. Capturing word transpositions

Our method also considers plagiarism cases generated laytvemisposition
operations, where the order of some words has been changgrticular, the
automata shown in Figure 4 searchesdqgrwithin the local wordsat the left
of focus whereas, the automata in Figure 5 performs the same aationithin
theglobal wordsat the left of the context window. When these automata find the
searched Word)f , they return the head of the tape to its initial position asglgns



the valuec; to Rel(w?) if the matching occurs within theecal words(refer to
Figure 4), or a value of; if it appears in thglobal words(refer to Figure 5).

witw!, p<"3/ w),p+ 1~ ep>1/wip-1—

q w w,,p< I/W,,p 11—
0

Figure 4: TM capturing a moderate number of word transpmrsiti

wiEWS A/ wy p+1 < ep>1/wy p-1-

S0 v+l o
q wi=w/p>75 /w;p-1-> q
0 1

Figure 5: TM capturing a severe number of word transposstion

3.2.4. Complexity of the method

The Rewriting Indexalgorithm is able to provide &¢I value for eachyf €
D¥ in a time proportional t@(m) in the best case, being the number of words
contained inD?. In this case the suspicious document represents an exacoto
DC. The worst case occurs when no word from the suspicious destotcurs
in the original document, which leads to a time proporticieal (mn) beingn
the number of words contained in°.

3.3. Characterizing the reused text

Once evaluated each Womf from the suspicious document as described in
Section 3.2, we define a portion of reused text as the sequeEnoensecutive
wordsp denoted by:
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p= <w/}qwif+1 - -wls—1wls> (3)

wherek < j < I, and satisfied:Rel(w§) > ¢4, Rel(w;_,) < ¢4 and
Rel(wp,,) < cu, in order to consider only local words inside the portion o§p
sible reused text.

Subsequently, we defin® as the set of all the portions of reused text
contained inD®. Then, in order to discriminate between plagiarized and- non
plagiarized documents, we propose characteriZirigy three main types of fea-
tures, namely theewriting degreetherelevanceand thefragmentatiorfeatures.
The next expression shows the proposed representatiBn of

<fReI7 f{lv7"'7 :rfv7 ifr‘g)"‘?fr‘fL?;,g) (4)

We represent the set of portions of reused text bym + m/ features, where
ffe! represents an agglomerative version of the values computed with our
proposed method (Section 3.2), aff&’ and fjfrg indicate the relevance and the
fragmentation of the portions of reused text of lengtndj respectively. Cases
of particular interest are thg’* and f/7* features which indicate the values of all
portions with length equal or greater thanandm’ words. Their purpose is to
deal with the data sparseness and to allow taking advantabe occurrence of
discriminative but very rare longer portions of reused.text

Rewriting degreefeature. This feature aims to indicate the degree of plagiarized
text contained in the suspicious documént; in other words, it represents how
much the words fronD* were taken fromD® .4 It is computed as an average of
the Rel values from all the words contained in® as indicated in the following
formula:

1

Rel __
I = 1D

> Rel(wy) (5)

waDS

Fragmentation features. By means of these features we aim to find a relation
between the length and quantity of portions of reused teafdagiarism. These
features are based on two basic assumptions. On the onewarmnsider that
the longer the portions of reused text, the greater the ee&lef plagiarism. On

4This measure not only involves the number of shared wordsalsat if they are in similar
contexts.
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the other hand, based on the fact that long portions of retesétchre very rare,
we consider that the more the portions of reused text, thetgréhe evidence of
plagiarism.

According to these basic assumptions we compute the vathe ﬁif"g feature
by adding the lengths of all portions of reused text of leregthal to; as described
in the following formula:

fif"g = Z length(p,) (6)

{pj:pjEPANlength(p;)=i}

The definition of the agglomerative featuf&™ is stated below:

fire = > length(p;) (7)

{pj:p;€PNlength(p;)>m}

Relevance features. This second group of features aims to quantify the portions
of reused text by their words. That is, they aim to determimgerelevance of the
portions of reused text with respect to the thematic convéitoth documents.
The idea behind these features is that frequent words orsregll portions of
reused text are related to the topic of the documents, andeutsssarily are a
clear signal of plagiarism. On the contrary, they are sujggoon the intuition
that plagiarism is a planned action, and, therefore, thegiptized sections are
not used exhaustively.

In particular we measure the relevance of a given portioewéed texp;, € P
by the formula:

|pi|
2
lue(p;) = . . 8
rive(p:) g occ(wy', DS) 4 occ(wy', DO) ®)

whereocc(wy, D) indicates the times wordy, occurs inD.

This measure of relevance castigates the portions of retes¢dormed by
words that are frequent in both documents. The grater valag {lvc = 1)
occurs when the portion of reused text (and all its inner \spagpear exclusively
once in both documents, indicating that it has a great chimmdeeing a deliberate
copy.

Based on the definition of the relevance of a portion of reuset] relevance
features are computed as follows:

fv = > rlve(p;) (9)

{pj:pj€PNlength(p;)=i}
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The definition of the agglomerative featuf#! is as follows:

frv = > rlve(p;) (10)

{pj:pjE€PANlength(p;)>m}

4. Experiments and Results

4.1. Datasets

For the experiments we used a subset of the METER corpus §1@)ypus
specially designed to evaluate text reuse in the journatismain. It consists of
annotated examples of related newspaper texts colleabea the British Press
Association (PA) and nine British newspapers that subsdolthe PA newswire
service. In particular, we only used the subset of news tsgsuspicious doc-
uments) that have only one single related note (originalidwmnt). This subset
consists of 253 pairs of documents.

In this corpus each suspicious document (note from a nevespegamanually
annotated with one of three general classes indicatingettisation degree with
respect to the corresponding PA newgiolly —derived, partially—derived, and
non — derived. For our experiments we considered wholly and partiallyveer
documents as examples of plagiarism and non-derived dausras examples of
non-plagiarism, modelling in this way the plagiarism dé&tectask as a two-class
classification problem. In particular, the selected subeasists of 181 positive
examples of plagiarism and 72 negative cases.

In addition, we also performed experiments using Rtegiarised Short An-
swers(PSA) corpus [10]. Different to the METER corpus, this cotlen rep-
resents an explicitly-designed corpus of plagiarized doents. In this corpus
each suspicious document is annotated with one of four genksses indicat-
ing its plagiarism degree with respect to the original doeatnnear — copy,
light — revision, heavy — revision andnon — plagiarism. For the experiments
we considered the four classes, handling the task as a ohasis- classification
problem. This corpus consists of 95 pairs of documents lgavie following dis-
tribution: 19 near copies, 19 light revisions, 19 heavysmns and 38 cases of
non-plagiarism.

Recently, the PAN-PC corptidias also been used to evaluate plagiarism de-
tection. This corpus includes plagiarism examples geedrhy translation and

Shttp://pan.webis.de/
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automatic methods and is used to evaluate methods thathskearceused-text
portions from a very large reference collection [20]. Altigh the relevance of
this resource, we decided not to use it because we are maiehgsted in mod-
elling and detecting human generated plagiarism.

4.2. Evaluation

For the evaluation of the proposed approach, as well as gediba methods,
we employed the Naive Bayes classification algorithm asampnted by Weka,
and applied a 10 times repeated random sub-sampling 10-foidsgalidation
strategy. In all cases, we preprocessed the documents Istitatibg punctua-
tion marks by a generic label, but we did not eliminate stopdsaor apply any
stemming procedure.

The evaluation of results was carried out mainly by meankettassification
accuracy, which indicates the overall percentage of dootsrerrectly classified
as plagiarized and non-plagiarized. Additionally, duehte tlass imbalance, we
also present the macro-averagédmeasure as used in [9].

4.3. On the selection of the parameter values

As indicated by the Expression 4, we propose representiagdintions of
reused text in the suspicious documedf] by a vector ofl + m + m/ features.
In this vector, the first feature indicates the overall degoé plagiarized text,
whereas the rest of the features indicate the relevanceragthéntation of the
portions of reused text of a particular length, except farth and m’-features
which integrate information from all portions of reusedttesth length greater
thanm andm’ respectively.

In order to automatically determine an appropriate valuencdndm’, our
method, before the classification process; computes tlennation gain value
(IG) of each obtained feature. This automatic process islasfs; given a train-
ing set, we extract portions of reused text of lengths vayjtiom 1 to 50 resulting
a representation of 101 features. Then, we evaluate thedf@ sf these features
and compute their mean value. Finally, we decided presgihiose features hav-
ing an IG greater than the mean value. Following this procedwr method
established for the experiments reported in this papemitefing values: for the
METER corpusn = 4 andm’ = 4, and for the PSA corpus. = 5, andm’ = 1.

Another important parameter of the proposed method is #evf the con-
text window. Similar to the definition af. andm’, we determined the value of
by evaluating the |G of th¢ ! feature considering equal to 9, 15, 19, 25, and
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29. This process indicated that using a window of size equa®tcontributes the
best for the proposed method in both corpora.

Finally, our method also requires the definition of the cantdc;, which are
the values that each automata assigns when it succeed. d=expleriments re-
ported here, these constants were defined;as:1/i. Notice that such definition
results in the following; values:1 > { > & > 1 > 1 > 0. Itis also important to
notice that these values satisfy the conditions requirethbylMs to reach their
final states.

4.4. Results

4.4.1. Baseline definition

As we previously mentioned, most current methods disciateiplagiarized
from non-plagiarized documents by evaluating their degrfeeverlap with the
original document using three main kinds of features, ngnseigle words, fixed
length substrings (i.e., ngrams), and variable lengthtsinlgs. In particular, we
generated the baseline results describing the overlapeeatthe suspicious and
original documents by means df) the percentage of common word3aseline
1), and(ii) the percentage of common words extracted from the conseadm-
mon sequence®aseline 2. It is worth mentioning that both of these techniques
are consideretlard-baselines

In addition, for the PSA corpus, we also present the resyit€long et al.
[7], which are the best results reported elsewhere for thliection. They mea-
sured the overlap between the suspicious and original destsnby combining
all previous features with information about their commegntactic dependency
relations.

4.4.2. Experiments on the METER corpus

Table 1 presents the results on the METER corpus. They iteditat the
proposed method achieved a higher accuracy fgneheasure than the other ap-
proaches, outperforming the best baseline configuratieni(i- gram) by 5.24%
in terms of accuracy.

Table 1 show that baseline results are very high (above 548rins of ac-
curacy), demonstrating the relevance of the word inteiGe@ts main criterion
for plagiarism detection. However, notice that our methodsidering 9 features
(Rel, 4-f™™ and 4+/79),which were automatically defined (Section 4.3) is able
to perform a better classification process, indicating thate are in fact some
actions that single word(s) overlap methods are unablegtuoa
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Method Features Num. of Acc. F measure

features

Proposed fFel, friv, firg 9 77.15%  0.683
1-grams 1 73.1% 0.655

2-grams 1 71.1% 0.674
3-grams 1 66.7% 0.644
4-grams 1 66.0% 0.645
Baseline 1 5-grams 1 64.0% 0.630
6-grams 1 62.8% 0.620
7-grams 1 60.4% 0.597
8-grams 1 58.1% 0.576
9-grams 1 56.5% 0.563
10-grams 1 54.1% 0.540
CommSeqs(lengthl) 1 69.1% 0.592
CommSeqs(length2) 1 72.7% 0.677
CommSeqs(length3) 1 72.7% 0.676
CommSeqs(length4) 1 69.1% 0.665

Baseline 2 CommSeqs(length5) 1 66.7% 0.651
CommSeqs(length6) 1 66.7% 0.654
CommSeqs(length7) 1 65.6% 0.644
CommSeqs(length8) 1 63.6% 0.627
CommSeqs(length9) 1 62.4% 0.616
CommSeqs(length10) 1 60.0% 0.593

Table 1: Comparison of the proposed method against basgim®aches on the METER corpus

4.4.3. Experiments on the PSA corpus

Similar to the previous section, Table 2 compares the refwin our method
against defined baselines, including, in this case, the éisé fiesult reported in
[7]. These results indicate that the proposed method gleatperformed the best
reported configuration@hong in accuracy and®; measure by 7.1% and 8.7%
respectively.

It is important to notice that theestbaseline configurations obtained in this
experiment were very different from those generated withMETER corpus.
These variations took place because of the different cherrstics of the two
datasets (Section 4.1); they mainly consisted in a bettduation when the sim-
ilarity between the suspicious and original documents igiokd using larger
n-grams and common sequences.

In addition, Table 3 show obtained performance by our methioen differ-
ent subsets of the proposed TMs are employed during thegpisigi detection
task. As it is possible to observe, using only the TM that tdiexs verbatim se-
guences allows to correctly classified thear copyand non-plagiarismcases,
however theneavy revisiorclass is commonly confused asn-plagiarism Ac-
cordingly, using only the TM that detects transpositionaxg did not show an
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Method Features Num. of Acc. F measure

features

Proposed fFel, friv, firg 7 75.89%  0.701
1-grams 1 61.0% 0.516
2-grams 1 65.2% 0.572
3-grams 1 66.3% 0.589
4-grams 1 65.2% 0.577

Baseline 1 5-grams 1 67.3% 0.597
6-grams 1 67.3% 0.585
7-grams 1 65,2% 0.569
8-grams 1 66.3% 0.562
9-grams 1 63.1% 0.517
10-grams 1 62.1% 0.492
CommSeqs(lengthl) 1 62.1% 0.522
CommSeqs(length2) 1 63.1% 0.540
CommSeqs(length3) 1 65.2% 0.574
CommSeqs(length4) 1 63.1% 0.545

Baseline 2 CommSeqs(length5) 1 64.2% 0.566
CommSeqs(length6) 1 67.3% 0.596
CommSeqs(length?) 1 68.4% 0.603
CommSeqs(length8) 1 69.4% 0.614
CommSeqs(length9) 1 68.4% 0.599
CommSeqs(length10) 1 65.2% 0.556

Chong CombinatioR 7 70.53% 0.640

Table 2: Comparison of the proposed method against basgim®aches on the PSA corpus

important improvement, nonetheless this automaton itotletaore accurately the
heavy revisiorcases than the verbatim automaton. Finally, the automéitain t
detects deletion/insertion actions showed to be the marerate across all the
plagiarism classes. Nevertheless, using all the TM’s tegsubetter performance,
particularly for the paraphrase cases.( light andheavy revisiopthat are the
most difficult to detect even for the state-of-the-art meghf].

4.5. Further analysis

As we mentioned in Section 4.3 our method depends on the tiefiiof three
main parameters, namely; which is the length of the relevance features,
that corresponds to the length of the fragmentation featare finally,v that
represents the size of the context window. In the followiagti®ns we present an
analysis of our proposed method when these parameters areaftyadefined for

6Chong[7] used the following seven features that combine inforamaat lexical and syntac-
tic level: Trigram Containment Measure (as baseline), Baseline + LBaseline + Stop + Pun
+ Num, LM - Bigram Perplexity, LM - Trigram Perplexity, LorsifegCommon Subsequence and
Dependency Relations
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Captured F) measure

rewriting non heavy light near
actions plagiarism  revision revision  copy
Verbatim 0.718 0.008 0.294 0.617
Transpositions 0.730 0.160 0.201 0.594
Deletion/Insertion 0.763 0.285 0.352  0.705
All actions 0.952 0.639 0.483 0.729
Chong 0.925 0.564 0.486 0.588

Table 3: Performance comparison of the different TM’s ceptudifferent rewriting actions

both the METER and the PSA corpus.

4.5.1. Additional experiments on the METER corpus

As we mentioned in Section 4.3, the process that automtisalects the
parameter values in the METER corpus establishedthat 4, m’ = 4 and
v = 19, allowing our method to achievela score 0f0.683.

0.70

0.68

0.68
—-y=9

Bv=15

F1 measure

-A-vy=19
-@-y=25
—H-y=29

0.66

0.65 ~

2 3 4 5 6 7
Relevance features (m) = Fragmentation features (m’)

Figure 6: Behaviour of the proposed method when varyingittees the context window, and
the maximum length of the relevance and fragmentation feata andm’ for the METER corpus.

Accordingly, figure 6 depicts the performance of the progosethod, in
terms of theF; measure, when varying the size of the relevance and fragmen-
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tation featuresi(e., m andm’) as well as the size of the context windowNotice

that for these experiments we consider= m’ (the same situation suggested by
the automatic process)e., the relevance and fragmentation features are always
of the same length.

Notice that as we increase the sizeof= m' the performance of the proposed
method declines, this means that, considering the relevand fragmentation
features of portions of reused text with length equal or grethan 6 is not very
useful for the proposed method in the METER corpus. Furtbegmit is also
possible to observe that the size for the context windatat allows to obtain
higher values for thé; measure, is in most of the cases- 19, and particularly
whenm andm’ are equal to 5F; = 0.688.

As final conclusion, we can claim that proposed heuristictier automatic
definition of the parameter values made a very good apprdiomaf the optimal
values, allowing to obtain a result that is only 0.72% belbe/ best performance.

4.5.2. Additional experiments on the PSA corpus

Similarly to the previous section, figure 7 depicts the p@nfance of our pro-
posed algorithm when the three main parameters are marixaitly

Notice that, similar to the METER corpus, for the PSA consiteportions
of reused text with length equal or greater than 6 results biad performance.
Consequently, most of the high&r scores are obtained whenandm' are equal
to 5.

An important difference that we observed when performimgéexperiments,
is that apparently the best context window size was 25, allowing to obtain a
Fy score 0f0.639. However, remember that the automatic process for defining
the parameter values suggested that for the PSA carpus 5, m’ = 1 and
v = 19, allowing us to obtain; = 0.701. In order to clarify this behaviour,
we performed the experiments showed in figure 8. Such expeatsrconsisted in
fixing the values of the context window in 19 and 25, and alsodixn = 5; the
only variation across experiments is the valuerof

As it is possible to observe, our automatically defined v&l{ag for the pa-
rameter values are in fact the configuration that allows taialthe best perfor-
mance.

5. Conclusions and Future Work

In this paper we have proposed a new method for detectingaecuplagia-
rism. Its main contribution focuses on the identificatiorsiofiilar and —possible—
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Figure 7: Behaviour of the proposed method when varyingittees the context window, and
the maximum length of the relevance and fragmentation featu andm’ for the PSA corpus.

reused word strings between a original and a suspiciousaectthat are not nec-
essary an exact copy. This method, calledRlegvriting Indexassigns a weight to
each word from the suspicious document in order to desdshaeigree of mem-
bership to a portion of plagiarized text. This way, it is atdealiscover text that
has suffered from some modifications such as word eliminatiwsertion, and
transposition, allowing to perform a partial matching bedw documents.

Another important contribution of this paper is the propaga richer repre-
sentation of the portions of reused text. This new represient helps the classifi-
cation algorithms to better discriminate between plageiand non-plagiarized
documents by including features that describe not only theber of reused text
portions but also their relevance and fragmentation. Aaclolly, we have pro-
posed a simple methodology that allows our proposed metbrodutomatically
select the best configuration of its three main parameteiegal

Experimental results on the METER and PSA corpora are eagig since
they showed the appropriateness of the proposed methdukftask at hand. Par-
ticularly, they outperformed the accuracy results fronrentr methods by 5.2%
and 7.1% on the METER and PSA corpora, respectively.
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Figure 8: Behaviour of the proposed method when varyingghgth of the fragmentation features
m/' for the PSA corpus.

As future work we plan to improve tieewriting Indexmethod by considering
synonyms and applying some morphological normalizatibmaddition, we plan
to explore the use of thRel feature as a document similarity measure in other
related tasks such as document classification and docuhustering.
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