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a b s t r a c t 

Football is the team sport that mostly attracts great mass audience. Because of the detailed information 

about all football matches of championships over almost a century, matches build a huge and valuable 

database to test prediction of matches results. The problem of modeling football data has become increas- 

ingly popular in the last years and learning machine have been used to predict football matches results 

in many studies. Our present work brings a new approach to predict matches results of championships. 

This approach investigates data of matches in order to predict the results, which are win, draw and de- 

feat. The investigated groups were different type of combinations of two by two pairs, win-draw, win- 

defeat and draw-defeat, of the possible matches results of each championship. In this study we employed 

the features obtained by scouts during a football match. The proposed system applies a polynomial al- 

gorithm to analyse and define matches results. Some machine-learning algorithms were compared with 

our approach, which includes experiments with information obtained from the football championships. 

The association between polynomial algorithm and machine learning techniques allowed a significant in- 

crease of the accuracy values. Our polynomial algorithm provided an accuracy superior to 96%, selecting 

the relevant features from the training and testing set. 

© 2017 Elsevier Ltd. All rights reserved. 
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. Introduction 

Football is a game played by two teams with eleven players

ach and any scoring corresponds to kicking a ball into the oppo-

ent’s goal. There are three possible results of a match: win, draw

nd defeat. One of the teams wins when it achieves the highest

core within a period of 90 min ( Sfeir, 2011 ). Namely, it is a simple

nd inexpensive game, which explains the reason why it became

o popular world-wide. In 2014 Brazil hosted the last World Cup,

hose audience reached more than 3.5 billion TV viewers ( FIFA,

014 ). The 2012 Olympic Games in London had an audience of

 billion people ( Olympic, 2012 ). The difference between the two

vents is that the World Cup was played among 32 countries for a
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ingle sport whereas in the Olympic Games 204 countries partici-

ated among 26 types of sports. 

The first World Cup happened in 1930, whereas the history of

lympic Games started much earlier, namely in 1896 ( Cardinal,

oonchauythanasit, Cheung, Lee, & Si, 2016; Moore, 2016 ). From

936 on they included football definitely. Hence, this long-lived

nd widespread interest in football yielded a huge dataset with de-

ailed information about each single match in championships until

ow ( Perin, Vuillemot, & Fekete, 2013 ). 

The result of a football match has been considered as subject

f numerous scientific effort s in the endeavour to improve the

ame tactics and team features. In literature there are many stud-

es which focus on football matches forecasts ( Constantinou, Fen-

on, & Neil, 2013 ). Forecasting football is comprised of result of a

atch (win, draw and defeat) and score, which can be used by the

ookmakers on the bets. Much less effort has been devoted, to the

nderstanding of football from the perspective of the predicting re-

ults. Predicting the results is a difficult problem because of the

umber of factors which must be taken into account may not rep-

esent quantitatively ( Hucaljuk & Rakipovi ́c, 2011 ). For instance, a

http://dx.doi.org/10.1016/j.eswa.2017.04.040
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team may completely dominate statistical measures such as num-

ber of good finish, number of successful pass or possessions in the

offensive area, and fail to score one goal more than the opposing

team to win a match ( Brooks, Kerr, & Guttag, 2016 ). 

In the literature we can find studies that involve predict

matches results in a championship and of other team sports. Ulmer

and Fernandez (2013) studied such techniques (baseline, Gaussian

naïve Bayes, hidden Markov model, multimodal naïve Bayes, sup-

port vector machine (SVM), random forest (RF), One vs All SGD)

to predict results by using the goals scored by each team in 10

seasons (from the 2002-03 season to the 2011-12 season) of the

English Championship. Hucaljuk and Rakipovi ́c (2011) have sur-

veyed the prediction of results to the UEFA Champions League also

through scored goals with the following algorithms: naïve Bayes

(NB), Bayesian networks, logitboost, k-nearest neighbours (KNN),

RF and artificial neural networks. With SVM, Igiri (2015) studied

the data related to scores in the English Championship. 

With a much greater amount of information, Parinaz and Sa-

dat (2013) employed data related to physiology and football strate-

gies in order to analyse the Futbol Club Barcelona in the Spanish

Championship. In that work the authors described a Bayesian net-

work approach for football results prediction with the NETICA soft-

ware. The model considered only one team to predict the result of

football matches. Tax and Joustra (2015) used the following clas-

sification algorithms: CHIRP, logitboost, DTNB, FURIA, hyperpipes,

J48, naïve Bayes, multilayer perceptron and RF. For selection they

applied ReliefF, CfsSubsetEval and principle components to 65 fea-

tures from the Dutch Championship, but they could not determine

the relevant features in order to raise the accuracy of score predic-

tions. Duarte, Soares, and Teixeira (2015) surveyed the C5.0, JRip,

RF, KNN, SVM and NB algorithms to predict matches of the Por-

tuguese Championship with the following pieces of information:

previously scored goals, number of goals, lapse between matches

and features of the competition. New features and also informa-

tion about the psychology information of the football players were

applied in Duarte et al. (2015) , which however did not improve the

performance of the model. For this reason, it is a challenge to in-

vestigate information and strategy of classification which facilitate

the prediction of matches results. Thus, the focus of this research

is to propose a new approach to predict football matches results of

championships. 

Others studies have been developed to predict matches results

exploring machine learning algorithms. These algorithms are tools

that receives as inputs the features and provides as output the pre-

diction of matches results (win, draw and defeat). There are algo-

rithms that can provide the most appropriate response to the prob-

lem ( Pendharkar, Khosrowpour, & Rodger, 20 0 0; Ramirez-Villegas &

Ramirez-Moreno, 2012 ). Our decision for the polynomial classifica-

tion was conditioned by its capacity of learning complex patterns

that could be linearly inseparable and the success reached in other

applications ( Park, Oh, & Kim, 2008 ). A polynomial classification is

a parameterized nonlinear map which non-linearly expands a se-

quence of input vectors to a higher dimension and maps them to

a desired output sequence. This expansion can improve the sepa-

ration of the different classes in an expanded vector space. More-

over, this strategy presents the advantages of providing only one

model for optimal separation of classes and to consider this as the

solution of the problem, which does not occur with the models

presented in Campbell, Assaleh, and Broun (2002) and Ajmera and

Holambe (2010) . 

Our present study introduces a novel approach to predict foot-

ball matches results of championships. This approach investigate

data of matches in order to predict the results, which are win,

draw and defeat. The proposed system employs a polynomial clas-

sification algorithm that analyses and defines the matches results.

We apply features related to information obtained by scouts. The
nvestigated groups were win-draw, win-defeat and draw-defeat.

n this paper, we used the 10-fold cross-validation method and

he sliding window technique, in which the training part and the

roup test used 4 and 2 rounds, respectively, to evaluate the abil-

ty of the model to predict football matches results of champi-

nships. The accuracy rates were calculated and evaluated consid-

ring datasets from real tournaments. Comparisons with machine

earning classification algorithms were drawn and their new accu-

acy values showed a significant increase. Furthermore, the robust-

ess of the proposed method was also investigated with addition

f different noise levels on the features: the results were important

ven in adverse conditions. Here are the main contributions of this

ork: 

• It presents a novel approach to identify football matches results

based on the polynomial classifier with features obtained by

scouts. 
• It shows the usefulness of our approach when applied to

datasets commonly investigated in the literature. 
• It proposes the use of the polynomial classifier as an algorithm

for feature selection and to improve the performance of ma-

chine learning techniques. 
• It investigates the impact of noise at different attributes and the

robustness of the proposed method given by the accuracy rates.

This paper is organised as follows. Section 2.1 describes details

bout how the datasets of the football championships were ob-

ained. Sections 2.2 and 2.3 provide a brief description of each

achine learning technique used in this survey and they also

xplain our polynomial algorithm. Experimental results, together

ith a discussion, are presented in Section 3 . Section 3.4 describes

ome related to researches, and finally we draw our conclusions in

ection 4 . 

. Methodology 

The proposed approach was organised into three stages, data

ollection, which is based on procedures related to the events

hat occur during a football match, feature selection for polyno-

ial classification, and the classification through the polynomial

lgorithm and machine learning techniques. Fig. 1 presents the

roposed flowchart of approach and in the following sections the

ain details are described. 

The polynomial algorithm was implemented in MATLAB

2012b, the machine learning classifiers and feature selection were

mplemented applying the Waikato Environment for Knowledge

nalysis (WEKA) software ( Hall et al., 2009 ). 

.1. Data collection 

The data used for the proposed approach were the football

atches results, which were obtained from the different Champi-

nships: English Premier League (EPL), season 2014/2015; La Liga

rimera Division (LLPD), season 2014/2015; and Brazilian League

hampionships, seasons 2010 (BLC 2010) and 2012 (BLC 2012).

hese different datasets can provide the predictive power of the

roposed method. The championships were played on the point

ystem accrued by 20 teams. Each team faced the other both home

nd away, playing in their own stadium as well as that of the vis-

ting team. In this manner, there were a total of 38 rounds, and

n each 10 matches were played, thus producing a total of 380

atches per championship. 

EPL and LLPD : The data were the results (win, draw or defeat)

f all English Premier League matches from season 2014/15. Sim-

lar number of instances were obtained of Liga Primera Division

atches from season 2014/2015. This information is available on-

ine at http://www.football-data.co.uk/ . These datasets were used

http://www.football-data.co.uk/
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Fig. 1. Flowchart of proposed approach to predict football match results of championships. 

Table 1 

Features of the EPL and LLPD datasets of the home team and away team employed by 

the proposed approach and the machine learning algorithms. 

Feature Description 

Goal Is the act of scoring in a game 

Goal shot Is the player taking a shot in an attempt to score in a game 

Shot on target Is the player taking a shot towards the goal assuming no 

interception from players 

Hit woodwork Is the ball hitting the frame of the goal 

Corner Is awarded to the attacking team when the ball leaves the field 

of play by crossing the goal line (byline) 

Foul committed Is the act committed by players which are judged by the 

referee to be unfair 

Offside Is a football rule that occurs when the ball is touched by a 

teammate interfering with play 

Yellow card Indicates that a player was officially cautioned 

Red card Indicates that a player was dismissal from the game (sent off) 
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n other studies (see Tax & Joustra, 2015; Ulmer & Fernandez,

013 ). Each example of dataset consists of a set of fundamental

eatures of a match for each team (scalar data type): ( x 1 ) Home

eam Goals, ( x 2 ) Away Team Goals, ( x 3 ) Home Team Goals Shots,

 x 4 ) Away Team Goals Shots, ( x 5 ) Home Team Shots on Target, ( x 6 )

way Team Shots on Target, ( x 7 ) Home Team Hit woodwork, ( x 8 )

way Team Hit woodwork, ( x 9 ) Home Team Corner, ( x 10 ) Away

eam Corner, ( x 11 ) Home Team Foul Committed, ( x 12 ) Away Team

oul Committed, ( x 13 ) Home Team Offside, ( x 14 ) Away Team Off-

ide, ( x 15 ) Home Team Yellow Card, ( x 16 ) Away Team Yellow Card,

 x 17 ) Home Team Red Card and ( x 18 ) Away Team Red Card. The fea-

ures are details in Table 1 and these information were stored in a

ector with 18 features. 

BLC : In this study the collected data were consolidated in ref-

rence to the Brazilian League Championships from 2010 to 2012.

n this dataset, each example have a set of features of a match

or each team (scalar data type): (( x 1 ) Home Team Assistance, ( x 2 )

way Team Assistance, ( x 3 ) Home Team Received Ball, ( x 4 ) Away

eam Received Ball, ( x 5 ) Home Team Recovered Ball, ( x 6 ) Away

eam Recovered Ball, ( x 7 ) Home Team Lost Ball, ( x 8 ) Away Team

ost Ball, ( x 9 ) Home Team Yellow Card, ( x 10 ) Away Team Yellow

ard, ( x 11 ) Home Team Red Card, ( x 12 ) Away Team Red Card, ( x 13 )

ome Team Received Cross, ( x 14 ) Away Team Received Cross, ( x 15 )

ome Team Missed Cross, ( x 16 ) Away Team Missed Cross, ( x 17 )

ome Team Defense, ( x 18 ) Away Team Defense, ( x 19 ) Home Team

m  
uccessful Tackle, ( x 20 ) Away Team Successful Tackle, ( x 21 ) Home

eam Unsuccessful Tackle, ( x 22 ) Away Team Unsuccessful Tackle,

 x 23 ) Home Team Successful Drible, ( x 24 ) Away Team Successful

rible, ( x 25 ) Home Team Unsuccessful Drible, ( x 26 ) Away Team

nsuccessful Drible, ( x 27 ) Home Team Given Corner, ( x 28 ) Away

eam Given Corner, ( x 29 ) Home Team Received Corner, ( x 30 ) Away

eam Received Corner, ( x 31 ) Home Team Received Foul, ( x 32 ) Away

eam Received Foul, ( x 33 ) Home Team Committed Foul, ( x 34 ) Away

eam Committed Foul, ( x 35 ) Home Team Good Finish, ( x 36 ) Away

eam Good Finish, ( x 37 ) Home Team Bad Finish, ( x 38 ) Away Team

ad Finish, ( x 39 ) Home Team Finish, ( x 40 ) Away Team Finish, ( x 41 )

ome Team Goal, ( x 42 ) Away Team Goal, ( x 43 ) Home Team Own

oal, ( x 44 ) Away Team Own Goal, ( x 45 ) Home Team Offside, ( x 46 )

way Team Offside, ( x 47 ) Home Team Good Throw-in, ( x 48 ) Away

eam Good Throw-in, ( x 49 ) Home Team Bad Throw-in, ( x 50 ) Away

eam Bad Throw-in, ( x 51 ) Home Team Successful Pass, ( x 52 ) Away

eam Successful Pass, ( x 53 ) Home Team Unsuccessful Pass and ( x 54 )

way Team Unsuccessful Pass. The features are detailed in Table 2 .

his information was stored as a set composed by 54 features. 

.2. Polynomial classifier 

The polynomial classifier (POL) is a supervised classification

ethod that has presented relevant results in data analysis of
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Table 2 

Features used of the BLC championships from 2010 and 2012 for investigation of the algorithms. 

Feature Description 

Assistance Indicates that a player passed or crossed the ball to a player from his team 

Received ball Indicates that a player received the ball from a cross or good throw-in 

Recovered ball Indicates that a player recovered possession of the ball for his team 

Lost ball Indicates that a player lost the ball to the opposing team 

Yellow card Indicates that a player was cautioned 

Red card Indicates that a player was dismissed from the game (sent off) 

Received cross Indicates that a player passed the ball from an area of the field towards the 

centre of the field near the opponent’s goal 

Missed cross Indicates that a player was not able to pass the ball from an area of the 

field towards the centre of the field near the opponent’s goal 

Defense Indicates that an outfield player whose primary role was prevent the 

opposing team from scoring a goal 

Successful tackle Indicates that a player stopped an opponent team player from taking control of the 

ball 

Unsuccessful tackle Indicates that a player was not able to stop an opponent team player from 

taking control of the ball 

Successful drible Indicates that a player attempted to drive the ball toward the opposing goal 

through individual control of the ball 

Unsuccessful drible Indicates that a player was not able to drive the ball towards their 

opponents’ goal through individual control of the ball 

Given corner Indicates that the ball completely crossed the goal-line (byline) after last 

being touched by a player of the defending team 

Received corner Indicates that a player of the opposing team took a corner 

Received foul Indicates that a player received foul committed by a player from the opposing team 

Committed foul Indicates that a player committed a foul on a player from the opposing team 

Good finish Indicates that a player kicked the ball towards the goal and it hits the beam 

and the goalkeeper defended or there was a goal 

Bad finish Indicates that a player kicked the ball towards the goal and the ball went 

out of the field of play 

Finish Indicates that a player kicked the ball towards the goal 

Goal Indicates that a player scored the a goal for his team 

Own goal Indicates that a player scored in the goal of his own team during the game 

Offside Is a football rule that occurs when the ball is touched or played by a 

teammate, and is not considered as a legitimate move in the game 

Good throw-in Indicates that a player was able to throw-in the ball to teammate 

Bad throw-in Indicates that a player was not able to throw-in the ball to teammate 

Successful pass Indicates that a player passed the ball to the player of the same team 

Unsuccessful pass Indicates that a player was not able to pass the ball to the player 

of the same team 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

b

D  

 

b  

m  

t  

l  

c

X  

 

o

M  

 

m

M  
medical images, mainly for problems in which the data are not lin-

early separable ( Do Nascimento et al., 2013 ). 

This algorithm looks to expanding the space of input features

into a greater space dimension, in a manner that allows for a more

adequate separation between the analysed classes. Therefore, one

defines Eq. (1) : 

g(x ) = a T p n (x ) , (1)

where a is the function of the vector coefficients of the polynomial

base, p n ( x ) is the function of the polynomial base and n the order

or degree of the polynomial function. 

For example, given a two-dimensional input vector x = [ x 1 x 2 ] 
T ,

the elements of p 2 ( x ) result in parameters similar to those shown

in Campbell et al. (2002) : 

p 2 (x ) = [1 x 1 x 2 x 1 
2 x 1 x 2 x 2 

2 ] T . (2)

In the first step, one should transform the feature set d -

dimensional into polynomial base vectors L -dimensional. The coef-

ficients of the polynomial function are calculated using the least

squared method. Therefore, an expression given by y i = g(x ) is

obtained after a linear combination of the expanded terms p n ( x )

through the polynomial coefficient vector defined by Eq. (1) . Fol-

lowing this, a test vector should be expanded in terms of the poly-

nomial base. This process is performed by means of the scaling

product from the expanded vector with the polynomial coefficient

vector obtained from the feature set d -dimensional. The algebraic

symbol of g ( x ) allows one to determine which class the analysed

vector belongs to. 
The rule of decision for only two classes ω 1 and ω 2 , is defined

y Eq. (3) . 

ecide 

{
ω 1 , if g(x ) > 0 

ω 2 , if g(x ) < 0 

. (3)

The array X represents the input data set, where N is the num-

er of standards used in the construction phase of the polyno-

ial base vectors L -dimensional. Furthermore, the robustness of

he method was also investigated with addition of different noise

evels on the features: the results were important even in adverse

onditions. 

 = 

⎡ 

⎢ ⎢ ⎣ 

x 11 x 12 · · · x 1 d 
x 21 x 22 · · · x 2 d 

. . . 
. . . 

. . . 
. . . 

x N1 x N2 · · · x Nd 

⎤ 

⎥ ⎥ ⎦ 

. (4)

The expansion of the polynomial base for each sample, array M

f dimension N × L , is determined by (5) . 

 = 

⎡ 

⎢ ⎢ ⎣ 

p n (x 1 ) 
T 

p n (x 2 ) 
T 

. . . 

p n (x N ) 
T 

⎤ 

⎥ ⎥ ⎦ 

. (5)

The solution to the simultaneous equations is simplified with a

atrix notation, as in Eq. (6) . 

a = b , (6)
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Table 3 

The machine learning parameters used for each of the different algorithms in 

WEKA. 

Algorithms Parameters 

NB weka.classifiers.bayes.NaiveBayes 

DT weka.classifiers.trees.J48 -C 0.25 -M 2 

MLP weka.classifiers.functions.MultilayerPerceptron 

-L 0.1 -M 0.05 -N 30 0 0 -V 0 -S 0 -E 40 -H a 

RBF weka.classifiers.functions.RBFNetwork -B 2 -S 1 -R 1.0E-8 -M -1 

-W 0.1 

SVM weka.classifiers.functions.SMO -C 1.0 -L 0.001 -P 1.0E-12 -N 0 -V 

1 -W 1 -K 

Fig. 3. Exploring the effects of feature noise with classification accuracy Zhu and 

Wu (2004 , Fig. 2). 
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here b is a vector for which the elements are all random con-

tants of value 1 or −1 , according to the input standard class.

hen there exist more equations than incognitos, there does not

xist a single solution. Therefore, one should look for a vector that

inimizes the error between Ma and b . This vector is given by Eq.

7) : 

 = Ma − b . (7)

As the error minimisation problem is a classic problem, known

n the literature as least squares, the problem for Ma = b is dealt

ith by Eq. (8) . 

 

T Ma = M 

T b . (8)

As the array M 

T M is a squared array of dimension L × L and

ot singular, one can find a single solution a as in Eq. (9) . 

 = (M 

T M ) −1 M 

T b = M 

† b , (9)

here the array M † of dimension L × N as shown in Eq. (10) 

 

† = (M 

T M ) −1 M 

T , (10)

s called pseudoinverse of M ( Duda, Hart, & Stork, 20 0 0 ). 

In this study, the feature set for 3-dimensions was used to

alculate the polynomial bases of the 4th order. In this proce-

ure different combinations of features were concatenated for 3-

imensions in order to obtain the final result. Fig. 2 gives an ex-

mple of separation with features analysed by the polynomial al-

orithm. 

.3. Machine learning 

In order to investigate the prediction of the football matches

esults, some of the main machine learning algorithms were used

n this work. We chose NaiveBayes module, J48 (WEKAs own ver-

ion of C4.5) module, MultilayerPerceptron module, RBF module

nd SMO (WEKAs own version of support vector machine) mod-

le for implementation of the classifiers naïve Bayes (NB), deci-

ion tree (DT), multilayer perception (MLP), radial basis function

RBF) and support vector machine (SVM), respectively, in WEKA

 Constantinou et al., 2013; Igiri, 2015; Tax & Joustra, 2015; Ulmer

 Fernandez, 2013 ). The parameters for each machine learning al-

orithm are summarised in Table 3 . 
NB is the implementation of a simple probabilistic classifier

ased on applying Bayes’ theorem that calculates a set of proba-

ilities by counting the frequency and combinations of values in a

iven data set ( Karabatak, 2015 ). The feature values for each class

re then treated independently. This factor makes it deal efficiently

ith large amounts of data avoiding dimensionality problems. 

DT is a machine learning algorithm that uses classification rules

nd a representation based on the data structure denominated as

ree ( Quinlan, 1986 ). A decision tree is made up of a set of nodes,

here each of the nodes is composed of two basic types: decision

odes, which fragment the decision making and then constructs a

ath through the tree, and the terminal nodes which allows for the

etermination of which class the object under evaluation belongs

o. 
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Fig. 4. Empirical cumulative distribution function of the p -values of the datasets: (a) EPL, (b) LLPD, (c) BLC 2010 and (d) BLC 2012. 
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MLP is a feed forward neural network with one or more hid-

den layer and an output layer of perceptrons ( Cybenko, 1989 ). The

input signals are propagated in a forward direction on a layer-by-

layer basis. This algorithm utilises a supervised learning technique

called back propagation for training the model that is able to clas-

sify non-linearly separable data. 

RBF is a typical forward neural network, consisted of three lay-

ers and nodes in the input layer is to transfer signals to hid-

den level, in which nodes are composed of radius base functions

( Broomhead, 1988 ). In this algorithm, the conversion from input

layer to the hidden is nonlinear and the hidden layer performs

nonlinear transformation of input vectors. The output implement

a weighted sum of hidden unit outputs. The input into an RBF net-

work is nonlinear while the output is linear. 

SVM is a machine learning model used in classification prob-

lems of two classes. The input features are mapped to construct

a dimensional space. This dimensional space is used to elabo-

m  
ate a decision surface. Originally it has an excellent classifica-

ion of linearly separable classes ( Vapnik, 1995 ). Cortes and Vap-

ik (1995) presented a new implementation in which it was possi-

le to classify non-linear classes by means of a larger dimensional

pace for data classification. Thus, the tests were performed with

he SVM using the polynomial kernel. 

.4. Feature selection 

We implemented the principal component analysis (PCA) and

elief methods, which are techniques for space dimensionality re-

uction of the data ( Tax & Joustra, 2015; Tüfekci, 2016 ). Moreover,

he POL algorithm was also applied as a method for feature selec-

ion and associated with the classifiers based on machine learning

ethods. 

PCA is a statistical approach can be applied to analyse large

ultivariate datasets, mainly when it is often desirable to reduce
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Table 4 

Accuracy rates obtained from the different championships. 

Cross-validation technique 

EPL LLPD BLC 2010 BLC 2012 

Classifier Win-draw Win-defeat Draw-defeat Win-draw Win-defeat Draw-defeat Win-draw Win-defeat Draw-defeat Win-draw Win-defeat Draw-defeat 

POL 99.6 ± 1.0 100.0 ± 00 99.6 ± 1.2 99.6 ± 1.0 99.6 ± 1.1 99.4 ± 1.6 99.5 ± 1.4 100.0 ± 00 99.3 ± 1.9 98.7 ± 3.0 99.1 ± 1.8 99.0 ± 3.1 

NB 75.1 ± 8.7 95.7 ± 3.5 71.2 ± 9.3 80.7 ± 8.6 95.9 ± 2.9 72.7 ± 10.3 69.7 ± 12.0 92.6 ± 7.9 74.7 ± 5.6 75.0 ± 12.3 94.2 ± 7.1 77.0 ± 5.7 

DT 98.8 ± 1.7 99.7 ± 0.9 99.6 ± 1.1 99.6 ± 1.1 99.2 ± 1.6 99.5 ± 1.4 97.2 ± 5.6 97.4 ± 5.9 96.7 ± 3.7 96.8 ± 8.9 96.1 ± 9.9 98.0 ± 4.7 

MLP 100.0 ± 00 100.0 ± 00 100.0 ± 00 100.0 ± 00 100.0 ± 00 100.0 ± 00 94.4 ± 8.7 96.2 ± 3.5 94.0 ± 5.0 95.0 ± 7.3 95.6 ± 3.7 95.0 ± 5.0 

RBF 96.7 ± 4.8 98.6 ± 2.4 96.8 ± 4.3 96.6 ± 4.8 100.0 ± 00 95.3 ± 5.4 76.5 ± 9.2 93.1 ± 4.6 78.4 ± 7.1 81.1 ± 11.7 92.9 ± 5.2 78.9 ± 9.9 

SVM 97.2 ± 2.9 100.0 ± 00 98.6 ± 3.2 92.3 ± 7.4 100.0 ± 00 88.0 ± 7.6 96.1 ± 8.4 99.5 ± 1.4 97.2 ± 4.1 94.8 ± 7.3 98.9 ± 3.3 98.1 ± 3.3 

Table 5 

Match classification based on championships with sliding window technique. 

Sliding window technique 

EPL LLPD BLC 2010 BLC 2012 

Classifier Win-draw Win-defeat Draw-defeat Win-draw Win-defeat Draw-defeat Win-draw Win-defeat Draw-defeat Win-draw Win-defeat Draw-defeat 

POL 99.2 ± 2.1 96.2 ± 3.9 97.7 ± 4.1 98.0 ± 3.8 96.7 ± 4.0 97.7 ± 4.3 99.6 ± 1.5 100.0 ± 00 100.0 ± 00 99.5 ± 1.7 100.0 ± 00 100.0 ± 00 

NB 69.7 ± 17.2 89.2 ± 9.5 52.2 ± 19.5 75.9 ± 14.1 88.5 ± 8.8 60.9 ± 18.0 61.9 ± 13.4 81.6 ± 15.0 57.6 ± 17.2 69.5 ± 11.4 81.6 ± 15.0 48.6 ± 13.7 

DT 82.5 ± 15.2 93.8 ± 6.4 80.6 ± 16.3 83.5 ± 17.4 92.8 ± 7.5 82.2 ± 14.2 73.1 ± 12.8 92.3 ± 11.9 61.7 ± 14.2 78.2 ± 11.3 92.3 ± 11.9 59.2 ± 15.7 

MLP 85.2 ± 8.9 97.6 ± 4.3 80.6 ± 14.0 82.2 ± 10.8 95.9 ± 5.0 75.6 ± 11.2 72.7 ± 15.7 83.7 ± 10.8 65.6 ± 18.2 69.1 ± 9.4 83.7 ± 10.8 62.4 ± 15.3 

RBF 76.6 ± 11.5 95.3 ± 4.7 62.4 ± 10.6 78.9 ± 13.1 93.3 ± 7.4 65.7 ± 14.8 65.6 ± 13.8 77.3 ± 8.8 61.8 ± 16.4 64.5 ± 10.6 77.3 ± 8.8 50.4 ± 11.8 

SVM 74.8 ± 10.6 95.2 ± 4.4 67.8 ± 16.7 78.2 ± 12.2 91.1 ± 7.0 66.4 ± 16.4 70.4 ± 11.8 84.4 ± 10.1 65.8 ± 17.2 67.0 ± 9.8 84.4 ± 10.1 64.3 ± 13.0 
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Table 6 

Average accuracy for classification with cross-validation technique for 

different datasets. 

Classifiers 

Datasets POL NB DT MLP RBF SVM 

EPL 99.7 80.7 99.4 100.0 97.4 98.6 

LLPD 99.5 83.1 99.4 100.0 97.3 93.4 

BLC 2010 99.6 79.0 97.1 94.9 82.7 97.6 

BLC 2012 98.9 82.0 97.0 95.2 84.3 97.2 

Friedman rank 1.5 6.0 3.0 2.5 4.75 3.25 

p -value 0.0103 

Table 7 

Results for the metrics of the classifiers with the sliding window 

technique. 

Classifiers 

Datasets POL NB DT MLP RBF SVM 

EPL 97.7 70.3 85.6 87.8 78.1 79.3 

LLPD 97.5 75.1 86.1 84.5 79.3 78.6 

BLC 2010 99.8 67.0 75.7 74.0 68.2 73.6 

BLC 2012 99.8 66.5 76.6 71.8 64.1 71.9 

Friedman rank 1.0 5.75 2.25 3.0 5.0 4.0 

p -value 0.0031 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

v  

t  

T  

c  

fi

2

 

m  

t  

a  

(

 

m  

2  

t  

s

A  

w  

n  

n

 

e  

a  

p  

a  

t  

s  

T  

b  

s  

i  

d  

t  

i  

d  

t  

i  

b  

m  

a  

3

 

p  

S  

t  

a  

i  

v  

o  

t  

c  

p  

m

3

 

m  

m  

t  

v

the dimensionality. The method is based on orthogonal transfor-

mation to convert data of possibly correlated variables into a set

of values of linearly uncorrelated variables, which are named as

principal components. The goal is to define the dominant patterns

by calculating the maximum amount of variance with the fewest

number of principal components. Therefore, the number of prin-

cipal components should be less than or equal to the number of

original variables. Principal component analysis has many appli-

cations and extensions and more details are presented by Jolliffe

(2014) and Wold, Esbensen, and Geladi (1987) . 

Relief is a feature selection algorithm based on idea of estimat-

ing features according to how well their values discriminate be-

tween instances that are near each other. Considering a given in-

stance, the algorithm searches for its two nearest neighbours, such

as one from the same class, which can be named as “nearest hit”,

and an the other from different class, which can be called as “near-

est miss”. Although this algorithm does not classify redundant fea-

tures and low numbers of training instances can provide wrong

results, the method is noise-tolerant, can be applied on binary or

continuous data and is not dependent on heuristics. More details

are described by Kononenko (1994) , Kira and Rendell (1992) and

Hall (20 0 0) . 

2.5. Validation method 

The sliding window and cross-validation techniques were per-

formed to compute the performance of the algorithms used to pre-

dict football matches results of championships. The investigated

groups were win-draw, win-defeat and draw-defeat. 

Cross-validation : We trained and tested the proposed approach

using the 10-fold cross-validation method ( Bruno et al., 2016 ). The

matches were distributed into 10 subsets. Afterwards, we take one

of the 10 subsets as test and the remaining 9 partitions as the

training set. The accuracy of the model is then computed for this

1 × 9 separation. This procedure is repeated for each one of the

10 subsets, and so we end up with 10 values of accuracy. The final

accuracy is computed as an average of that 10 values. 

Sliding window : In this study, we also adopted the sliding win-

dow technique due to the fact that the time factor is considered in

the resolution of result prediction problems ( Vafaeipour, Rahbari,

Rosen, Fazelpour, & Ansarirad, 2014 ). In this experiment, we di-
ided the data into sets with 4 rounds for training and 2 rounds for

he testing of the classifiers. In each round 10 matches are played.

his procedure was adopted for data from the 38 rounds of the

hampionship, which resulted in 17 sets of data for evaluation. The

nal accuracy is computed as an average of the 17 sets. 

.6. Evaluation of proposed approach 

Statistical analysis based on the Students t -test was used to

easure the significance of features for discriminating between

he championship data for win, draw and defeat. Features having

 p -value of 0.05 or less are considered as statistically significant

 Bhatia, Lam, Pang, Wang, & Ahuja, 2016 ). 

In order to evaluate the proposed approach, the accuracy (AC)

etric is also considered in this study ( Dua, Singh, & Thompson,

0 09; Fawcett, 20 06 ). The AC measure is defined as the propor-

ion of correct predictions related to the total number of evaluated

amples: 

C = 

T P + T N 

P + N 

, (11)

here TP is the rate of true positive cases, TN is the rate of true

egative cases, both calculated in relation to all positive ( P ) and all

egatives ( N ) cases. 

According to the proposed strategy by Zhu and Wu (2004) we

valuate the relationship between feature noise and classification

ccuracy and the impact of noise at different features for the pro-

osed approach. For a dataset, we split it into a training set named

s X and a test set named as Y . For evaluate the classifier, we used

he data of X for training and Y for testing and denote the clas-

ification accuracy by clean training set vs clean test set (CvsC).

hen, the features were manually corrupt based proposed method

y Zhu and Wu (2004) and a new noisy training set X 

′ was con-

tructed from X . We train the classifier with data of X 

′ and use the

nstances of Y for testing. We denote this classification accuracy by

irty training set vs clean test set (DvsC). After evaluated the dirty

raining set, we inserted the corresponding levels of feature noise

nto test set Y to produce a dirty test set Y ′ and use classifiers. We

enote the classification accuracies by (CvsD) and (DvsD), respec-

ively, clean training set vs dirty test set (CvsD) and dirty train-

ng set vs dirty test set (DvsD). The experiments were executed

y using a set of evaluations, as shown in Fig. 3 . In these experi-

ents, we let the noise level be 0%, 20% and 40%, which were also

dopted by Xiao, He, Jiang, and Liu (2010) and Zhu and Wu (2004) .

. Experimental results 

The present section shows the evaluation of the proposed ap-

roach to predict match results in football championships. The

ection 3.1 shows the results of the statistical analyses of the fea-

ures and the prediction of matches results with the POL algorithm

nd traditional algorithms for championships. In Section 3.2 the

mpact of feature noise was evaluated for the algorithm POL, where

arious levels of noise were also added in the datasets. The use

f selected features by the POL, PCA and Relief algorithms in the

raining phase were also investigated in Section 3.3 for the ma-

hine learning algorithms. Then, in Section 3.4 there is a com-

arison of accuracy values from different approaches for football

atches results. 

.1. Analysis of the football championships with classifiers 

A Students t -test was used for each feature of the football

atches and the p -values obtained from each one can be used as a

easure of how effective it is at separating groups. Fig. 4 presents

he empirical cumulative distribution function (CDF) of the p -

alues for the investigated datasets. 
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Table 8 

Adjusted p -values for N vs N comparisons for all 15 hypotheses for each algorithm. 

i hypothesis Unadjusted p p Neme p Holm p Shaf p Berg 

1 POL vs .NB .697294490218126E-4 0.010045941735327189 0.010045941735327189 0.010045941735327189 0.010045941735327189 

2 NB vs .MLP 0.008150971593502683 0.12226457390254024 0.11411360230903755 0.08150971593502683 0.08150971593502683 

3 POL vs .RBF 0.014019277113959921 0.21028915670939882 0.18225060248147898 0.14019277113959921 0.14019277113959921 

4 NB vs .DT 0.023342202012890823 0.35013303019336234 0.2801064241546899 0.23342202012890823 0.16339541409023575 

5 NB vs .SVM 0.03763531378731435 0.5645297068097153 0.41398845166045783 0.3763531378731435 0.22581188272388608 

6 MLP vs .RBF 0.0889730117018133 1.3345951755271996 0.8897301170181331 0.8897301170181331 0.5338380702108798 

7 POL vs .SVM 0.185876732365876 2.7881509854881403 1.6728905912928842 1.301137126561132 1.301137126561132 

8 DT vs .RBF 0.185876732365876 2.7881509854881403 1.6728905912928842 1.301137126561132 1.301137126561132 

9 POL vs .DT 0.25683925795785667 3.85258886936785 1.797874 805704 9967 1.797874 805704 9967 1.301137126561132 

10 RBF vs .SVM 0.25683925795785667 3.85258886936785 1.797874 805704 9967 1.797874 805704 9967 1.301137126561132 

11 NB vs .RBF 0.34470422200695766 5.170563330104365 1.797874 805704 9967 1.797874 805704 9967 1.3788168880278306 

12 POL vs .MLP 0.44 969179796 8891 6.745376969533366 1.798767191875564 1.798767191875564 1.3788168880278306 

13 MLP vs .SVM 0.5707503880581739 8.561255820872608 1.798767191875564 1.798767191875564 1.7122511641745217 

14 DT vs .MLP 0.7054569861112734 10.581854791669102 1.798767191875564 1.798767191875564 1.7122511641745217 

15 DT vs .SVM 0.8501067391385257 12.751601087077887 1.798767191875564 1.798767191875564 1.7122511641745217 

Table 9 

Adjusted p -values for N vs N comparisons of the classification algorithms over championships datasets with the sliding window technique. 

i Hypothesis Unadjusted p p Neme p Holm p Shaf p Berg 

1 POL vs .NB 3.298385207779531E-4 0.004947577811669297 0.004947577811669297 0.004947577811669297 0.004947577811669297 

2 POL vs .RBF 0.0024969089151415957 0.03745363372712394 0.03495672481198234 0.024969089151415956 0.024969089151415956 

3 NB vs .DT 0.008150971593502683 0.12226457390254024 0.10596263071553487 0.08150971593502683 0.08150971593502683 

4 POL vs .SVM 0.023342202012890823 0.35013303019336234 0.2801064241546899 0.23342202012890823 0.16339541409023575 

5 NB vs .MLP 0.03763531378731435 0.5645297068097153 0.41398845166045783 0.3763531378731435 0.26344719651120047 

6 DT vs .RBF 0.03763531378731435 0.5645297068097153 0.41398845166045783 0.3763531378731435 0.26344719651120047 

7 POL vs .MLP 0.13057001811573624 1.9585502717360435 1.1751301630416262 0.9139901268101537 0.7834201086944175 

8 MLP vs .RBF 0.13057001811573624 1.9585502717360435 1.1751301630416262 0.9139901268101537 0.7834201086944175 

9 NB vs .SVM 0.185876732365876 2.7881509854881403 1.301137126561132 1.301137126561132 0.7834201086944175 

10 DT vs .SVM 0.185876732365876 2.7881509854881403 1.301137126561132 1.301137126561132 0.7834201086944175 

11 POL vs .DT 0.34470422200695766 5.170563330104365 1.7235211100347883 1.3788168880278306 1.034112666020873 

12 MLP vs .SVM 0.44 969179796 8891 6.745376969533366 1.798767191875564 1.798767191875564 1.034112666020873 

13 RBF vs .SVM 0.44 969179796 8891 6.745376969533366 1.798767191875564 1.798767191875564 1.034112666020873 

14 NB vs .RBF 0.5707503880581739 8.561255820872608 1.798767191875564 1.798767191875564 1.1415007761163478 

15 DT vs .MLP 0.5707503880581739 8.561255820872608 1.798767191875564 1.798767191875564 1.1415007761163478 

Table 10 

Performance (%) of the learning machine algorithms with the selected features for 

the data from the championships with the cross-validation technique. 

Dataset Technique NB DT MLP RBF SVM Average 

EPL Baseline 80.7 99.4 100.0 97.4 98.6 95.2 

Relief 80.7 99.4 100.0 97.4 98.7 95.2 

PCA 80.7 99.4 100.0 97.8 98.7 95.3 

POL 81.1 99.6 100.0 99.7 100.0 96.0 

LLPD Baseline 83.1 99.4 100.0 97.3 93.4 94.6 

Relief 83.1 99.4 100.0 97.6 93.4 94.7 

PCA 82.5 99.4 100.0 98.1 92.7 94.5 

POL 87.0 99.4 100.0 99.4 98.3 96.8 

BLC 2010 Baseline 79.0 97.1 94.9 82.7 97.6 90.2 

Relief 79.0 97.1 94.9 83.2 97.6 90.3 

PCA 68.8 70.5 71.4 70.9 74.8 71.2 

POL 82.6 98.2 98.8 98.6 98.7 95.3 

BLC 2012 Baseline 82.1 97.0 95.2 84.3 97.3 91.1 

Relief 82.0 97.0 95.2 85.4 97.2 91.3 

PCA 69.9 68.9 68.6 71.7 74.6 70.7 

POL 83.0 97.2 98.5 97.6 98.3 94.9 
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Table 11 

Classification with the learning machine algorithms applying selected features 

with the sliding window technique. 

Dataset Technique NB DT MLP RBF SVM Average 

EPL Baseline 70.3 85.6 87.8 78.1 79.3 80.2 

Relief 70.3 85.6 87.8 77.9 79.7 80.2 

PCA 71.1 87.7 93.0 81.0 81.3 82.8 

POL 71.0 90.1 99.1 93.9 84.7 87.7 

LLPD Baseline 75.1 86.1 84.6 79.3 78.6 80.7 

Relief 75.1 86.3 84.7 80.6 78.8 81.1 

PCA 75.1 86.2 89.4 81.9 79.2 82.3 

POL 74.9 90.9 96.0 93.5 83.0 87.6 

BLC 2010 Baseline 67.0 75.7 74.0 68.2 73.6 71.7 

Relief 67.0 75.5 74.9 67.8 73.6 71.7 

PCA 59.6 59.7 57.6 62.7 63.9 60.7 

POL 71.7 91.2 97.8 95.4 89.2 88.9 

BLC 2012 Baseline 66.5 76.6 71.8 61.1 71.9 70.1 

Relief 66.5 76.1 71.8 65.5 72.0 70.3 

PCA 61.1 56.4 58.4 61.6 61.9 59.9 

POL 72.1 92.7 97.2 95.2 88.3 89.1 
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In Fig. 4 (a) we can see that more of 20% of the features have

 -values close to zero and over 25% of the features have p -values

maller than 0.05 of the EPL dataset. For the LLPD dataset, 38% of

he features have p -values smaller than 0.05 and can be used for

iscrimination of information. With the BLC 2010 dataset, there are

round 25% of the features have p -values smaller than 0.05 for dif-

erent groups. In the case of the BLC 2012 dataset, the win-draw

nd win-defeat groups present more of 20% of the features with

 -values smaller than 0.05. Only the draw-defeat group of the BLC
012 dataset have 10% of the features that allows discrimination of

ata. 

The average accuracy for the championships are shown in

ables 4 and 5 for the cross-validation and sliding window tech-

iques, respectively. 

In Table 4 is presents the rates considering different metrics

ssociated with the cross-validation technique. The POL algorithm

rovided relevant results for classification of these investigated

hampionships. For EPL dataset, the accuracy value was approx-

mately 99%. When we analysed the BLC 2010 dataset, we ob-
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Fig. 5. Results (accuracy values) after addition of different noise levels, considering the datasets with the cross-validation technique: (a) win-draw of the EPL, (b) win-defeat 

of the EPL, (c) draw-defeat of the EPL, (d) win-draw of the LLPD, (e) win-defeat of the LLPD and (f) draw-defeat of the LLPD. 
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served that accuracy values are more discrepant between the POL,

MLP, SVM and DT algorithms. Furthermore, only the POL algo-

rithm presented ideal accuracy value for the win-defeat group for

this dataset, with rates superior to 98% for all other groups and

datasets. In Table 5 notes that the BN, DT, MLP, RBF and SVM algo-

rithms provide results less promising than those obtained with the

POL algorithm: the accuracy values in greater part of the datasets

were over to 96%. All these rates are higher than those provided

by other algorithms. 
a  
In Tables 6 and 7 are shown the accuracy values (average) cal-

ulated over the data (win-draw, win-defeat and draw-defeat) of

ach dataset. Following the significance test procedure of Garcia

nd Herrera (2008) , we apply the Friedman test on the results pro-

ided by the classifiers associated with the cross-validation and

liding window techniques. The ranking are shown in tables with

ows indicating the Friedman rank. The results show that the POL

lgorithm is ranked best that the NB, DT, MLP, RBF and SVM

ethods. The p -values of the tests considering the cross-validation

nd sliding window techniques are 0.0103 and 0.0031, respectively.
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Fig. 6. Accuracy values after addition of different noise levels, considering the datasets with the cross-validation technique: (a) win-draw of the BLC 2010, (b) win-defeat of 

the BLC 2010, (c) draw-defeat of the BLC 2010, (d) win-draw of the BLC 2012, (e) win-defeat of the BLC 2012 and (f) draw-defeat of the BLC 2012. 
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hese p -values can indicate that we indeed have statistical signifi-

ant differences between the methods. 

The unadjusted values, adjusted p -values for Nemenyis, Holms,

haffers, and Ber gmann-Hommels post-hoc procedures for N vs

 comparisons for all possible pairs of algorithms are shown in

ables 8 and 9 for the cross-validation and sliding window tech-

iques, and all datasets, respectively. In these experiments, if the

djusted p -value for an individual null hypothesis is smaller than

.05, then this hypothesis is rejected ( Trawinski, Smetek, Lasota, &

rawinski, 2014 ). The p -values without statistically significant dif-
erences between given pairs of models are marked with italics.

onsidering the cross-validation technique and the unadjusted val-

es ( Table 8 ), only 5 pairs (POL vs NB, NB vs MLP, POL vs RBF, NB

s DT and NB vs SVM) out of 15 have been rejected. When the

liding window technique is considered ( Table 9 ), another combi-

ation was rejected: POL vs SVM, which results in 6 pairs. With the

ost powerful Shaffers, and Bergmann-Hommels post-hoc proce-

ures, only one pair (POL vs NB) models was rejected applying the

ross-validation technique ( Table 8 ), and two pairs (POL vs NB and

OL vs RBF) were rejected with sliding window approach ( Table 9 ).
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Fig. 7. Results after addition of different noise levels, considering the datasets with the sliding window technique: (a) win-draw of the EPL, (b) win-defeat of the EPL, (c) 

draw-defeat of the EPL, (d) win-draw of the LLPD, (e) win-defeat of the LLPD and (f) draw-defeat of the LLPD. 
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3.2. Analysis of the impact of noise at different features 

In this subsection the results are presented with addition of dif-

ferent noise levels in the features in order to investigate the impact

of this procedure on the robustness of the proposed approach. The

performance of the model was defined with noise levels of 0%, 20%

and 40%, as discussed by Xiao et al. (2010) and Zhu and Wu (2004) .

For each dataset, we considered the average accuracy for cross val-

idation and sliding window techniques. Figs. 5 and 6 show the av-
rage accuracy values of the POL algorithm with the datasets for

ross-validation. In Figs. 7 and 8 we show the results of average

ccuracy values of the POL algorithm with the datasets for slid-

ng window technique. Considering all these results, it is impor-

ant verify that our method can provide highly relevant accuracy

ates (from 96% to 100%) even with up to 20% of added noise. For

nstance, when the datasets were tested with the cross-validation

echnique ( Figs. 5 and 6 ), the results were closer to the idea values

han those provided by the sliding window technique ( Figs. 7 and
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Fig. 8. Accuracy values after addition of different noise levels, considering the datasets with the sliding window technique: (a) win-draw of the BLC 2010, (b) win-defeat of 

the BLC 2010, (c) draw-defeat of the BLC 2010, (d) win-draw of the BLC 2012, (e) win-defeat of the BLC 2012 and (f) draw-defeat of the BLC 2012. 
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 ). This can be verified for all cases of C vs D, D vs C and D vs D.

owever, we did not observe pattern for accuracy rates considering

oise level of 40%. The lowest rate was with the BLC 2012 dataset

 Fig. 6 (d)), the win-draw group (cases of C vs D, D vs C and D vs D)

nd applying the cross-validation technique. Also, even with this

oise level (40%), ideal values were verified with the sliding win-

ow technique, for instance: BLC 2010-dataset for win-defeat with

ases of C vs D, D vs C and D vs D, Fig. 8 (b); BLC 2012 dataset for

raw-defeat with cases of C vs D, D vs C and D vs D, Fig. 8 (f). 
t  
.3. Feature selection and machine learning 

Table 10 presents the average accuracy values for the win-draw,

in-defeat and draw-defeat groups. The selected features by the

lgorithms were analysed applying the sliding window technique:

he results are shown in Table 11 . 

As shown in Table 10 , one notes that the performance of the

lassifiers were higher than the data analysed with the obtained

eatures (baseline) from each championship. The strategy of using

he selected features by the POL algorithm allowed to provide aver-
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Table 12 

Summary of studies for results prediction systems in football championships. 

Reference Competition Dataset Feature Method Accuracy 

Ulmer and 

Fernandez (2013) 

Accrued point 

system 

English League championship 

20 02/20 03 and 2011/2012 

Fundamental Baseline, Gaussian Naive Bayes, 

Hidden Markov Model, 

0.52 

Multimodal Nayves Bayes, RBF 

SVM, RF, 

Linear SVM and One vs ALL SGD, 

Constantinou et al. 

(2013) 

Eliminatory system UEFA Champions League Fundamental NB, Bayssian Net, Logoost, K-NN, RF 

and ANN 

0.68 

Parinaz and Sadat 

(2013) 

Accrued point 

system 

Spanish Liga Championship Fundamental and physiological NETICA software 0.92 

Igiri (2015) Accrued point 

system 

English League Championship Fundamental SVM 0.53 

Tax and Joustra 

(2015) 

Accrued point 

system 

Dutch League Championship Fundamental and history HIRP, LogitBooST, DTNB, FURIA, 

HyperPipes, J48, 

0.56 

Naive Bayes, Multilayer Perceptron 

and RF 

Duarte et al. (2015) Accrued point 

system 

Portuguese League 

Championship 

Life-history, fundamental and 

psychological 

C5.0, JRip, RF, KNN, SVM and NB 0.58 

Proposed approach Accrued point 

system 

EPL Fundamental POL algorithm 0.99 

LLPD 0.99 

BLC 2010 0.99 

BLC 2012 0.98 
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age accuracy values of 96.0, 96.8, 95.3 and 94.9 for the EPL, LLPD,

BLC 2010 and BLC 2012 datasets, respectively. This represents an

increase of 0.8, 2.1, 5.1 and 3.7 in relation to the results consider-

ing the baseline features. 

When the selected features were analysed with sliding win-

dow technique ( Table 11 ), the average accuracy values were more

interesting. For instance, the average accuracy values were 87.7,

87.6, 88.9 and 89.1 for EPL, LLPD, BLC 2010 and BLC 2012, respec-

tively. These values are better than those obtained with the base-

line features. Moreover, the POL algorithm was also compared to

two other approaches for feature selection, such as Relief and PCA.

In these comparative tests, our method also achieved the best per-

formances, with variations of average accuracy among 24.2 (POL vs

PCA considering data from BLC 2012 dataset and cross-validation

technique) and 29.2 (POL vs PCA with data from BLC 2012 dataset

and sliding window technique), as shown in Tables 10 and 11 . 

3.4. Related research 

In the literature there is an expressive group of methods with

goals of investigating the performance of teams as well as predict

the football matches results. All these authors present a strategic

methodology that may be adequate, although its consistency will

only be evidenced by the final results. Complementary, in Table 12

is presented various methods for predicting results in football

matches and their respective AC values, including the results pre-

sented in this study. In general, the POL algorithm has reached rel-

evant results in the prediction of football matches. In these com-

parative tests, each author choose a strategic methodology that

looks promising. However, we could not compare them in order

to define the best one, for this would be a difficult task, not to

say senseless. In fact, the different methodologies are rather com-

plementary than ratable. Therefore, we believe that our method

provided the desired robustness for similar applications. Further-

more, we contribute to future works, in which one could profit

from valuable information contained in each test and references. 

4. Conclusion 

The study put forward herein presented a prediction method

for football matches results based on information obtained by

scouts during matches played in a championship. The data used for

the verification of the method is based on the scout information,
hich captures the fundamentals of a match. The data were sam-

led using the two techniques, cross-validation and sliding win-

ow, and evaluated by the classification algorithms. The empirical

nalysis show that the POL algorithm presented results that are

elevant to our classification process for data. This resulted in ac-

uracy values above 96% for the metrics of the classifiers with the

ross-validation and sliding window techniques. 

The POL algorithm is a supervised classifier and presents per-

inent results with nonlinear data. This algorithm expands the in-

ut data in a superior space dimension, in a manner that allows

or the adequate separation between the analysed classes. In this

tudy different combinations were concatenated from the features

f 3-dimensions in order to obtain the result. The robustness of the

OL algorithm was also verified with addition of different noise

evels on the features. The results were highly relevant (accuracy

ates from 95% to 100%) even with up to 20% of added noise. 

In the POL classifier, the main features were selected during the

raining and test stage for the definition of a single solution, which

eparates the classes in order to obtain the final result for the in-

estigated groups. These most relevant features were employed in

he analysis of classic learning algorithms, these allowed for an im-

rovement in the obtained accuracy levels for the data from the

hampionships ( Section 3.3 ). 

The prediction method shows itself to be extremely relevant

eaching accuracy levels considered important for determining re-

ults from football matches, either directly with the POL classifier

r indirectly with the feature selection for the machine learning al-

orithms. It is important to highlight that the accuracy indexes ob-

ained were relevant to the data present in the literature for cham-

ionships with an accrued point system. 

The limitations of the POL classifier are related to the process-

ng time of the algorithm as it is of an exponential order. In other

ords, the higher the number of features involved, higher will be

he processing time. In this manner, it is not feasible at the present

oment to use this in real time, in order to try and understand or

hange the direction of the match at the moment in which it is

ccurring. In this sense, future work will involve the investigation

f these features in the context of exploring timeline information

rom a football match. 
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