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The objective of this paper is to present the state of-the-art relating to automatic speech and voice anal- 

ysis techniques as applied to the monitoring of patients suffering from Alzheimer’s disease as well as to 

shed light on possible future research topics. This work reviews more than 90 papers in the existing lit- 

erature and focuses on the main feature extraction techniques and classification methods used. In order 

to guide researchers interested in working in this area, the most frequently used data repositories are 

also given. Likewise, it identifies the most clinically relevant results and the current lines developed in 

the field. Automatic speech analysis, within the Health 4.0 framework, offers the possibility of assessing 

these patients, without the need for a specific infrastructure, by means of non-invasive, fast and inexpen- 

sive techniques as a complement to the current diagnostic methods. 

© 2020 Elsevier Ltd. All rights reserved. 

1

 

o  

c  

m  

o  

f  

p  

i  

i  

i  

t  

w  

c  

t  

l  

h  

a  

(  

(

c

s

&  

c  

e  

g  

b  

p  

I  

d  

 

i  

p  

t  

t  

h  

S  

i  

t  

d  

v  

o  

h

0

. Introduction 

Alzheimer’s disease (AD) is, currently, the most common cause

f neurodegenerative dementia in the world. Some 70–76% of the

ases of dementia are in developed countries, with increasingly

ore long-lived people ( Valle & Cortés, 2015 ). Although the eti-

logy of AD is unknown and it is likely to be a disease of multi-

actorial causes, it is clear that its beginning is insidious and ap-

ears at an adult age, mainly generating cognitive and behavioural

mpairment of the patient ( Guix, 2011 ). The damage produced

s progressive and irreversible; there is no cure and it involves,

n all cases, impairment and neural death ( Alzheimer’s Associa-

ion, 2016c ). Memory loss appears as one of the first symptoms,

hich is added to difficulties with language usage, the capacity to

onduct daily activities or even, in more advanced stages, difficul-

ies in conducting basic bodily functions, such as walking or swal-

owing ( Escobar & et al., 2010 ). Finally, the patient completely loses

is autonomy and requires the constant attention of a carer or rel-

tive. This fact, in addition to the slow development of the disease

usually around 8–10 years from the beginning to death ( Escobar
∗ Corresponding author. 

E-mail addresses: mbarragabl@idetic.eu (M.L.B. Pulido), jesus.alonso@ulpgc.es 

J.B.A. Hernández), miguelangel.ferrer@ulpgc.es (M.Á.F. Ballester), 

arlos.travieso@ulpgc.es (C.M.T. González), mekyska@feec.vutbr.cz (J. Mekyska), 

mekal@feec.vutbr.cz (Z. Smékal). 

p

 

i  

c  

d  

a  

ttps://doi.org/10.1016/j.eswa.2020.113213 

957-4174/© 2020 Elsevier Ltd. All rights reserved. 
 et al., 2010 ; Alzheimer’s Association, 2016a ), which is generally

aused by another intercurrent illness) turns AD into a fatal dis-

ase. Some studies consider AD as one of the diseases with the

reatest of social and economic consequences, both for the social

urden (including on public health) and the damage produced on

atients and their families ( Alzheimer’s Association, 2016b , 2017 ).

n 2050 the number of people with dementia, the clinical syn-

rome of AD, will triple the figures from 2010 ( Prince et al., 2013 ).

In relation to the causes of the rise of the prevalence AD,

t should be remarked that the inversion of the generational

yramid and life expectancy increase are the dominating fac-

ors ( Alzheimer’s Association, 2016a ). One of the main risk fac-

ors is age and, due to a greater life expectancy, prevalence is

igher in women ( Hebert, Scherr, McCann, Beckett, & Evans, 2001 ;

eshadri, Wolf, & et al., 1997 ). From 65 years old, the risk of suffer-

ng AD doubles every 5 years and it is estimated that one in every

wo people older than 80 years suffers incipient AD or it is already

eclared ( Ferri et al., 2005 ). Because of medical assistance, the ad-

ances and the social and environmental conditions, the number

f older people between 80–90 years in western countries is ex-

ected to grow substantially. 

AD has become one of the most expensive chronic diseases

n society ( Hurd, 2013 ). In comparison with other diseases, the

osts entailed for people suffering from AD and other forms of

ementia are more than double those of patients of the same

ge and suffering from cancer, and 74 % higher than patients
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Glossary 

AD Alzheimer’s Disease 

AB AdaBoost M1 

AE Approximate Entropy 

ALS Amyotrophic Lateral Sclerosis 

ANN Artificial Neural Network 

APOE Apolipoprotein 

ASSA Automatic Spontaneous Speech Analysis 

BN Bayesian Network 

CD Correlation Dimension 

CE Correlation Entropy 

CLAN Computer Language Analysis 

CNN Convolutional Neural Network 

CSF Cerebrospinal Fluid 

CT Computerized Tomography 

cVF Verbal Fluency categories 

DAT Dementia of Alzheimer Type 

DFA Detrended Fluctuation Analysis 

DL Deep Learning 

EEG Electroencephalography 

ERA Emotional Response Analysis 

ESA Emotional Speech Analysis 

ET Emotional Temperature 

EU European Union 

F0 Fundamental Frequency 

FD Fractal Dimension 

FMMI First Minimum of Mutual Information 

GCNN Gated Convolutional Neural Network 

GDP Gross Domestic Product 

HC Healthy Control 

HE Hurst Exponent 

HNR Harmonic to Noise Rate 

ICU Information Content Unit 

kNN k Nearest Neighbours 

LDA Linear Discriminant Analysis 

LLE Largest Lyapunov Exponent 

LPC Linear Prediction Coefficient 

MB Meta Bagging 

MCI Mild Cognitive Impairment 

MEG Magnetoencefalography 

MFCC Mel Frequency Cepstral Component 

MFDFA Multifractal Disactivated Fluctuation Analysis 

ML Machine Learning 

MLP Multilayer Perceptron 

MMSE Mini Mental State Examination 

MRI Magnetic Resonance Image 

MSE Mean Square Error 

NB Naive Bayes 

NHR Noise to Harmonic Rate 

NLP Natural Language Production 

NN Neural Network 

PD Parkinson’s Disease 

PET Positron Emission Tomography 

PID Propositional Idea Density 

PPA Primary Progressive Aphasia 

RBE1 First order Rényi Block Entropy 

RBE2 Second order Rényi Block Entropy 

RE Second order Rényi Entropy 

RF Random Forest 

RNN Recurrent Neural Network 

RPDE Recurrence Probability Density Entropy 

RST Rethoric Structure Theory 

SD Standard Deviation 
D  
SE Sample Entropy 

SEO Square Energy Operator 

SHE Shannon Entropy 

SMO Sequential Minimal Optimization 

SPECT Simple Photon Emission Computed Tomography 

SS Spontaneous Speech 

SVM Support Vector Machine 

TEO Teager Kaiser Energy Operator 

UK United Kingdom 

USA United State of America 

VAD Voice Activity Detection 

VR Variation Range 

ZL Ziv Lempel Complexity 

ith cardiovascular diseases ( Friedman, Shih, Langa, & Hurd, 2015 )

 Plassman, Langa, & et al., 2007 ). Besides the high costs of diagno-

is and pharmacological costs (approximately 1 % of the total costs

f the disease ( Winblad, Amouyel, Andrieu, & Ballard, 2016 )), costs

f care for people with dementia are high and constitute the ma-

or expense. In most cases, it is a significant financial burden for

oth families and patients ( Atance, Yusta, & Grupeli, 2004 ). Today,

aking care of an AD patient or another dementia patient presents

ifficult challenges, especially when the personality and behaviour

f the person are affected ( Schulz & Beach, 1999 ). According to an

merican study, the care of a person suffering from dementia re-

uires, on average, 27 h/week more than the care of people with-

ut it ( Freedman & Spillman, 2014 ; Caregiving in the U.S., 2015 ). 

Technological developments provide some means of support to

eople with dementia and their carers. These mainly aim to im-

rove the safety aspects of these people by means of devices such

s smoke detectors or panic buttons, enhancing capacities of mem-

ry or the developing of global positioning systems ( Lorenz, Fred-

olino, Comas-herrera, Knapp, & Damant, 2017 ). Other tools are

ocused on the treatment and therapeutic issues, for example,

hrough videophones and online assistance ( Alzheimer’s Associa-

ion, 2016c ; Boots, Vugt, Knippenberg, Kempen, & Verhey, 2014 ;

zaja, Loewenstein, Schulz, Nair, & Perdomo, 2013 ) or the usage of

ideo-games in order to physically exercise patients (exergames)

 Lorenz et al., 2017 ; Stanmore, Stubbs, Vancampfort, Bruin, &

irth, 2017 ). Major companies such as IBM are already working

n this kind of solution and have introduced tools like SimpleC

 IBM Watson, 2016 ). Other examples are ComputerLink, AlzOnline

nd Caring-for-Others ( Powell, Chiu, & Eysenbach, 2008 ). 

Using tablets or other tools and apps as AD therapy seems

o be an effective resource with several practical implications

 Lancioni et al., 2017 ). According to numerous studies, which have

erformed a systematic review of their effectiveness, some inter-

entions have positive results, thus decreasing the stress and pres-

ure on the carer. They also show that the results varied with their

ndividual characteristics (ethnic groups, formal support received

r basic workload). Nevertheless, more studies are required to pre-

isely define what interventions are the most effective in specific

ituations ( Boots et al., 2014 ; Powell et al., 2008 ). Using new tech-

ologies could help to find a solution not only for patients and

arers but also in searching for non-invasive, economic, fast and

asily-applied methods ( Laske et al., 2015 ). 

The number of publications produced in recent years on

Health and Telecare, Health 4.0, has increased remarkably. In

ig. 1 , we illustrate the number of publications in this area, dis-

inguishing those published in Q1 journals. 

Currently, some large-scale international initiatives have been

stablished, including the Joint Programme of the European Union

or Neurodegenerative Disease Research (JPND), the G8 Summit on

ementia ( G8 Health and Science Ministers, 2013 ), the European



M.L.B. Pulido, J.B.A. Hernández and M.Á.F. Ballester et al. / Expert Systems With Applications 150 (2020) 113213 3 

Fig. 1. Q1 articles on eHealth and Telecare published from 20 0 0 to 2017. This is 

based on publications identified in this paper. 

U  

f  

B  

r  

l  

(  

G  

&  

n

 

p  

i  

o  

i  

f  

f  

o  

o  

r  

t  

s  

2  

p  

s  

g  

s  

j

2

 

t  

t  

t  

b  

(  

A  

p  

o  

t  

A

 

i  

s  

A  

t  

c  

i  

d  

i  

2  

c  

g  

k  

t  

r  

r  

t  

 

m  

t  

r  

(  

i  

t  

v  

R  

a  

t  

c  

y  

2  

a  

(  

p  

r  

i  

c  

C  

m  

m  

t  

f  

A

 

e  

(  

t  

T  

2  

e  

t  

c  

f  

s  

i  

n  

2

 

i  

a  

t  

a  

o  

s  

c  

2  
nion Innovative Medicines Initiatives (IMI) and the Organization

or Economic Co-operation and Development for the collecting of

ig Data on AD research ( OECD, 2015 ). Several countries have al-

eady initiated large trials of multifactorial intervention based on

ifestyle. Some of these completed or ongoing trials are FINGER

 Kivipelto, Solomon, & Ahtiluoto, 2013 ), MAPT ( Carrié, van Kan

A, Gillette-Guyonnet, 2012 ), PreDIVA ( Richard, Van den Heuvel E,

 Moll van Charante, 2009 ) and HATICE ( Richard, Jongstra, & Soini-

en, 2015 ). 

Today there is a clear rise in preventive cohorts and an im-

ortant shift in AD research, which more than ever is focused on

dentifying the preclinical stages of the disease. The importance

f having sufficiently sensitive tools to detect very subtle changes

n the preclinical population is crucial to being able to react be-

ore damage becomes worse, since current treatments are more ef-

ective at these stages rather than later. The European Prevention

f Alzheimer’s Dementia Consortium ( EPAD | European Prevention

f Alzheimer’s Dementia Consortium,” 2015 ) is an interdisciplinary

esearch programme spanning public and private sector organisa-

ions across Europe. EPAD, as with other researchers in the field

uch as the Alzheimer’s Prevention Initiative (API) ( Reiman et al.,

011 ), is working towards understanding more about AD and es-

ecially what is possible to do to prevent and treat it. Developing

trategies in order to delay AD appearance or decelerate its pro-

ression and identifying effective preventive and therapeutic mea-

ures able to be applied in different contexts, are the primary ob-

ectives ( Winblad et al., 2016 ). 

. Alzheimer’s disease 

Alzheimer’s disease covers the complete process of the ini-

ial pathological changes in the brain before its symptoms appear

hrough dementia ( Alzheimer’s Association, 2016c ). This means

hat AD includes, not only those patients with dementia caused

y the illness but also those suffering Mild Cognitive Impairment

MCI) and asymptomatic people who have demonstrated positive

D biomarkers. Brain changes occur when neurons, in specific

arts of the brain involving the cognitive functions, are damaged

r destroyed. The speed at which symptoms advance varies with

he person ( Alzheimer’s Association, 2016a ), and it is faster when

D is diagnosed at early ages. 
The most common, earliest symptom of dementia is difficulty

n remembering recent events. As the disorder develops, other

ymptoms appear such as disorientation or mood swings. When

D advances, those changes become more substantial. Difficul-

ies in speaking and communicating appear and motor skills de-

rease. The progressive accumulation of disability with impairment

n a multitude of cognitive domains significantly affects the every-

ay functioning of the patient, including his/her social and famil-

al development ( Alzheimer’s Association, 2016a ; Winblad et al.,

016 ). Initially, cognitive changes produced are very subtle, un-

lear and difficult to detect and differentiate from other patholo-

ies ( Alzheimer’s Association, 2016a ). With AD progression other

inds of underlying illnesses appear and, as a general rule, cause

he patient’s death ( Alzheimer’s Association, 2016a ). Although cur-

ently the exact cause of person developing AD is unknown, it is

eported that some of the risk factors include advancing age and

he transport of one or two alleles APOE ε4 ( Winblad et al., 2016 ).

Until now, the diagnosis of AD patients ( McKhann G, Drach-

an D, Folstein M, Katzman R & EM., 1984 ) has been, almost en-

irely, based on clinical examination, including post-mortem neu-

opathological confirmation, which is only occasionally performed

 Khachaturian, 1985 ). Currently, physicians are limited to diagnos-

ng likely AD and to ruling out other potential causes of cogni-

ive impairment ( Snyder et al., 2011 ). Nowadays, thanks to the ad-

ent of advanced technologies of neuroimaging, such as Magnetic

esonance Imaging (MRI) or Positron Emission Tomography (PET),

 wider understanding of the neuropathological processes of pa-

ients has been achieved. In addition to neuroimaging and medi-

al examination, there are different neuropsychological tests, anal-

sis of Cerebrospinal Fluid (CSF) and blood analysis ( Laske et al.,

015 ). However, the diagnostic process continues to be complex

nd it is inevitably performed at advanced phases of the disease

 Guix, 2011 ), is prolonged in time and also requires a specialist

hysician. In this sense, some works ( Connolly, Gaehl, Martin, Mor-

is, & Purandare, 2011 ) show a lack of specialist doctors and detect

n non-specialists some limitations in the ability to identify pre-

isely early AD and MCI ( Laske et al., 2015 ; Connolly et al., 2011 ).

urrently, CSF analysis and imaging methods are the main and

ost relevant clinical diagnostics ( Guix, 2011 ). The fact that these

ethods are expensive and invasive limits their use as a screening

ool ( Laske et al., 2015 ) and keeps alive the interest in searching

or biomarkers located in more accessible parts of the body and

D sensitive before the clinical onset of dementia ( Morris, 2005 ). 

Using biomarkers as a screening method presupposes an

conomic solution for the early diagnosis of preclinical AD

 Bateman et al., 2012 ) and the identification and monitoring of

he specific AD stage ( Hane, Robinson, Lee, Bai, & Leonenko, 2017 ).

oday, this field constitutes an active research area ( Hane et al.,

017 ) and some biomarkers which occur in the blood are being

specially studied. Unfortunately, no blood biomarker has yet at-

ained sufficient specificity or sensitivity ( Hane et al., 2017 ). Espe-

ially interesting are clinical tests based on biomarkers obtained

rom the subjective assessment of memory, late-life depression or

peech, olfactory and gait analyses. Currently, different neurophys-

ological tests based on electroencephalographies (EEG) and mag-

etoencephalographies (MEG) are also under-study ( Laske et al.,

015 ), although until now, there are no conclusive results. 

Nowadays, an AD patient must present appreciable cognitive

mpairment or concomitant functional deficits to be diagnosed

nd, as a consequence, to be considered for pharmacological in-

ervention ( Snyder et al., 2011 ). By the time of diagnosis, dam-

ge in the cerebral tissue and irreversible losses have inevitably

ccurred ( Jack et al., 2010 ; Jack &Wiste et al., 2010 ). Although

ome medications are marketed ( Lopez et al., 2010 ), they do not

ure the disease ( Jack and Petersen et al., 2008 ; Lopez et al.,

010 ; Petersen et al., 2005 ). The majority of the clinical trials with
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new drugs seem to confirm that neuroprotective therapies ap-

plied at the first stages lead to better clinical results ( Cummings

& Doody, 2007 ). Today, drugs used for AD treatment improve tem-

porarily the symptoms although their effectiveness varies with the

person. Some of the factors that inhibit the development of more

effective treatments are the high cost of developing and the rel-

atively long time needed to observe whether a treatment under

study genuinely affects disease progression ( Alzheimer’s Associa-

tion, 2016c ). 

3. Speech problems in Alzheimer’s disease 

Language problems are considered one of the most characteris-

tic symptoms of AD, which appear as a direct and inevitable conse-

quence of cognitive impairment ( Gonnerman, Aronoff, Almor, Kem-

pler, & Andersen, 2004 ). Progressive Primary Aphasia (PPA), the

clinical syndrome characterised by a progressive impairment of the

language whose aetiology is neurodegenerative, could be the pre-

sentation mode of different neurodegenerative disorders such as

AD ( Matias-Guiu & García-Ramos, 2013 ). 

As demonstrated, language and communication problems are

evident during interactions between patients and neurologists, and

the interactional comments could be used to differentiate cogni-

tive difficulties due to neurodegenerative disorders or those disor-

ders of functional memory ( Mirheidari & Blackburn, 2017 ). Stud-

ies demonstrating the deficient performance of AD patients in dif-

ferent linguistic tests are many ( Weintraub, Wicklund, & Salmon,

2012 ) and it has been possible to prove that people with AD

present more difficulties with denomination tests, they repeat

more frequently the same ideas, use longer and empty pauses

and use simpler language structures. Moreover, they also present

a monotonous prosody and a less informative, coherent and cohe-

sive speech than other control groups ( López, 2016 ). 

The specific communicative problems, such as aphasia and

anomy, depend on the stage of the disease ( Laske et al., 2015 ) and

increase with AD progression ( Meilan, Martinez-Sanchez, Carro,

Carcavilla, & Ivanova, 2018 ; Nebes, Brady, & Huff, 1989 ). Years be-

fore establishing clinical diagnosis, language often shows signifi-

cant cognitive impairment in preclinical patients ( Bäckman, Jones,

Berger, Laukka, & Small, 2005 ; Deramecourt et al., 2010 ). Specifi-

cally, some resources state that the first year after the onset of the

disease, different language skills appear obscured by a loss of inter-

est and spontaneity, spatial disorientation, and memory disorders

( Allison, 1962 ; Lenguaje, La, & Alzheimer, 1988 ; Sjogren, Sjogren, &

Lindgren, 1952 ). Although the onset of AD affects verbal fluency,

this is usually not detected. The emotional response capacity is

also affected and there are often social and behavioural changes

( McKhann et al., 2011 ), which could be due to memory loss. Like-

wise, the alteration of perception abilities could also magnify some

emotional responses ( Laske et al., 2015 ). 

On the basis of the above, some studies claim that AD can be

more sensitively detected by means of a linguistic analysis than

through other cognitive assessments. However, the question that

arises is what language and speech characteristics could identify

the disease in its initial stage? ( Szatloczki, 2015 ). Emotions are

the main characteristics of human beings. They affect the percep-

tion and daily life, for example, the communicative process and

decision-making. Emotions are expressed through speech, facial

expressions, gestures and other non-verbal clues. Differences be-

tween emotional states can also be considered as one of the most

important evaluation criteria to measure the performance of cog-

nition processes ( Frijda, 1987 ; Spence, 1995 ). 

In order to identify and quantify the cognitive impairment de-

gree of an AD patient, a multitude of linguistic tests has been used

( Maresova, Valis, Hort, & Kuca, 2015 ). Some of these have eval-

uated identification, comprehension, repetition and reading skills.
pontaneous Speech (SS) has been widely assessed through de-

cribing images, videos or conversations. According to some stud-

es ( Forbes-McKay & Venneri, 2005 ), solely from oral description

asks, it is possible to distinguish between AD patients and healthy

ontrols as well as being able to identify other cognitive aspects. 

Standardized tests such as the Token Test ( Renzi & Neu-

ology, 1962 , 1962 ) (semantic processing), the Boston Test

 Kaplan, Goodglass, & Weintraub, 2001 ) (semantic processing and

aming tests) and the Verbal/Naming Fluency Test (grouping and

hanges of categories) have been defined. There are also batter-

es including different linguistic and non-linguistic tests (spatial

nd temporal orientation, attention, memory, drawing and writing)

 Cuetos-Vega et al., 2007 ), such as the Mini Mental State Examina-

ion of Folstein (MMSE), the most extended and used in clinical

ractice ( Cuetos-Vega et al., 2007 ), or the Montreal Cognitive As-

essment (MoCA). 

The most traditional and extended lines on language and AD

ave been for years focused on these neuropsychological ex-

minations, manually identifying and assessing the most out-

tanding and early cognitive, behavioural and communicative

ymptoms ( Barbarotto, Capitani, Jori, Laiacona, & Molinari, 1998 ;

offmann, Nemeth, Dye & Pákáski, Irinyi, & Kálmán, 2010 ). The fact

hat they are easily applied, fast and sensitive has caused the de-

elopment of numerous tests and the loss of any kind of consensus

stablishing general clinical examinations ( Valle & Cortés, 2015 ). 

Currently, it seems necessary to define more automatic and ob-

ective methods ( Wesnes, 2002 ). These would be directed towards

ot only automating the methods previously mentioned, which is

ertainly useful for clinical practice, but also advancing towards

 “relatively” new concept of linguistic assessment by using sig-

al processing. Based on previous methods, but from an engineer-

ng approach, signal processing offers the possibility to statistically,

athematically and automatically analyse linguistic properties and

rovide information that it would otherwise be impossible to be

anually retrieved and quantified by a human operator. 

. Alzheimer’s disease and voice processing 

In recent years, techniques based on automatic processing of

he voice signal from its record have found an important place in

anguage assessment, as applied to detection of neurodegenerative

isorders. These offer the possibility of quantifying signal proper-

ies, which are relevant for the description of specific pathologies.

upported by Machine Learning methods, the process of sample

lassification according to the previous results obtained is subse-

uently carried out. 

The most used and conventional features of AD detection from

he voice signal are linear, which are clinically the most easily

nterpretable. For their part, other current and innovative meth-

ds have applied non-linear features. Both kinds of features are

mportant indicators of the expressive structures of the language

nd depend on the performed tasks ( Brabenec, Mekyska, Galaz, &

ektorova, 2017 ). Apart from the feature extraction process, where

here are statistical analysis and/or mathematical models combined

 Brabenec et al., 2017 ) to quantify speech properties, there is a

lassification process based on the use of Machine Learning tech-

iques. The classification is divided in turn into three main phases:

raining, testing and validation. Until now, different kinds of clas-

ifiers have been designed to perform this function. Some of these

re Support Vector Machines (SVM), k-Nearest Neighbours (kNN)

nd Artificial Neural Networks (ANN), each with its specific de-

ign characteristics and operation. In the same context, the Deep

earning concept appears as an automatic learning method, more

omplex than the previous ones and able to make headway on au-

omatic AD detection from the voice signal. 
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Fig. 2. Published articles on voice and speech automatic processing applied to 

Alzheimer’s detection from 2005 to early 2018. This is based on the publications 

found in this paper. 
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Due to the development of these automatic methods, which

rocess the recording of the voice, and which might facilitate

he evolving control of a wide population suffering AD, in re-

ent years, the number of researches in this regard has increased.

heir objective is to introduce speech or voice analysis as a non-

nvasive AD biomarker ( Lopez-de-Ipiña et al., 2012 ) and although

y now they have not been included in the clinical practice, the

rend shows changes since some companies such as IBM Wat-

on ( IBM Watson, 2016 ), Cantab ( Cambridge Cognition, 2019 ), Win-

erlights Lab (“Winterlight Labs,” 2018 ) and lately ‘ki-elements’ ( ki-

lements, 2018 ) already offer solutions for cognitive assessment via

utomatic speech analysis. Some like Winterlights Lab have even

eveloped a two-foot tall robot to this end ( Veritone, 2019 ). 

.1. Methodology 

For a more in-depth analysis of the state-of-the-art, a sys-

ematic search was carried out through the bibliographical search

ools SpringerLink, Scopus, ScienceDirect and Google Academic.

he initial criteria used were designed to narrow the search from

ider concepts to those more specific, by using “dementia” and

Alzheimer” in a first step; and from here, to delimit the result

y successively filtering by “Alzheimer and processing”, “Alzheimer

nd processing and automatic” and finally by “Alzheimer and pro-

essing and automatic and voice or speech”. These concepts, both

n the title and/or in the abstract of the papers, should appear,

t least. Apart from making different combinations of them all, to

void losing any paper in the process or adding some other out of

nterest, all outputs were manually examined. 

As a first approach, the 91 publications found were classified by

he year of publication ( Fig. 2 ) and by the kind of feature extrac-

ion used in the voice processing (see Sections 4.2 and 4.3 ). 

In spite of the studies located being very heterogeneous, both

n terms of the populations that are considered and the tasks they

erform to automatically assess impairments, the present review,

pecifically focused on AD, has not taken into account a more in-

epth examination, in e.g., a detailed classification of MCI sub-

ypes. In this sense, as a first approach, different subtypes, which

ight have specific impairments (across Healthy Control (HC), AD

nd MCI groups), will not be analysed in this paper. Regarding the

asks and features obtained from them, this review will not go
eeper to analyse the different meanings of the same feature ob-

ained from two oral tasks (in, e.g., the meaning as a pause made

n a SS task has not necessarily the same meaning that a pause

ade in a picture description task). 

In order to analyse the different feature extraction methods, we

ecided to use a conventional and non-conventional classification

nstead of the linear and non-linear one. This classification could

e confusing since there are techniques, which are mathematically

on-linear, but describe linear phenomena. So, in this paper, we

ill refer to the latter as conventional features, regardless of the

athematical technique used, and, for its part, non-conventional

eatures will be in general those characterising non-linear voice

henomena. 

.2. Conventional feature extraction 

Some of the conventional features employed to describe acous-

ic characteristics of the voice applied to AD detection are shown

n Table 1 . 

In addition to these features, there is also a range of elements

roperly accompanying linguistic emissions and which constitute

igns and clues but are not verbal. These characteristics contextu-

lise and suggest particular interpretations of the proper linguistic

nformation. They are called paralinguistic features and have been

sed to obtain information from the patient by means of the statis-

ics of the first formants, the concentration of energy in different

requency bands, the Linear Prediction Coefficients (LPC), the Lin-

ar Prediction Cepstral Coefficients (LPCC), Log Frequency Power

oefficients (LFPC) or Cepstral Mel-Frequency Components (MFCC),

mong others ( Alonso, Cabrera, Medina, & Travieso, 2015 ). 

It is possible to observe that the majority of the published

tudies are made on the basis of simple linear features, espe-

ially on vocal and prosodic characteristics ( Ahangar, Morteza,

adaki, & Sehhati, 2018 ; Baldas, Lampiris, Capsalis, & Kout-

ouris, 2011 ; Beltrami et al., 2016 ; Kato, Homma, & Sakuma,

018 ; Khodabakhsh & Demiroglu, 2015 ; König, Satt, David, &

obert, 2016 ; König et al., 2015 ; Martínez-Sánchez et al., 2017 ;

eilan et al., 2018 ; Meilán, Martínez-Sánchez, Carro, Sánchez, &

érez, 2012 ; Mirzaei et al., 2017 ; Nasrolahzadeh, Mohammadpoory,

 Haddadnia, 2016 ; Rentoumi et al., 2017 ; Satt, Hoory, König, Aal-

en, & Robert, 2014 ; Satt et al., 2013 ; Tanaka, Adachi, Ukita, Kudo,

 Nakamura, 2016a , 2016b ; Toth et al., 2018 ; Tröger, Linz, Alexan-

ersson, König, & Robert, 2017 ). In general, these studies all use

ndividual features to evaluate the speech signal. Their results have

een very varied, rising in accuracy from 70 to 90 %. They have

rovided clear evidence on the potential of using simple spoken

asks to automatically assess very early dementia and its progres-

ion as well as to demonstrate that technology allows not only au-

omatic detection but also conducting it in an economic and re-

ote way and on a large-scale ( König et al., 2015 ; Satt et al., 2014 ).

ome of these studies have even included computerised avatars

 Tanaka et al., 2016b , 2016a ). 

Each study has tried to shed light on different aspects. That is

he case of a study based on a stepwise regression linear technique

hich by using variables such as amplitude, frequency and peri-

dicity, demonstrated that the percentage of unvoiced segments

xplains a significant part of the variance of the total scores ob-

ained from various neuropsychological tests ( Meilán et al., 2012 ).

here are others focused on demonstrating that results change

epending on the specific task being developed. One of them

 König et al., 2016 ) implements a mobile application which anal-

ses vocal features of the subjects and demonstrates better results

n spontaneous speech and fluency tasks to discriminate between

C, MCI and AD subjects ( König et al., 2016 ). On the same topic,

ut performing combined tasks (SS and counting), other works
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Table 1 

Main conventional features used in Alzheimer’s disease research ( Brabenec et al., 2017 ; Gómez-Vilda, On, & 2014 , 2014 ; López-de-Ipiña, Alonso, et al., 2015 ; 

López-de-Ipiña et al., 2012 , 2015 ; Meilán et al., 2014 ). 

Interruptions Percentage and number of pauses of voice$$$Percentage without voice 

Number and percentage of voice breaks 

(MEAN, MAX, MIN, %) 

Voice periods Number of pulses analysed as voice 

Period (MEAN, SD, Mean number of periods of voice) 

Frequential Aspects Fundamental frequency F0 (MEAN, MAX, MIN, SD, relF0SD, VR, relF0VR) 

Short time energy or spectral centroid 

High and low global pitch 

Autocorrelation 

Fluctuations Jitter (Short term, cycle-to-cycle, perturbations in the F0): local jitter, local absolute jitter, relative 

average perturbation jitter, PPQ. 

Intensity Amplitude Intensity of voice and unvoiced signals (SD, MAX, MIN) 

SEO (SD, relSEOVR) 

TEO (SD, relTEOVR) 

RMSA 

Phonatory stability Period perturbation, shimmer (short term, cycle-to-cycle, perturbations in the amplitude of the 

voice): local shimmer, amplitude perturbation quotient (APQ). 

Voice Quality Noise HNR 

NHR 

Biomechanical 

aspects 

Vocal fold body Movement Stiffness 

Tongue movement Using frequency information, as the location of formants, and bandwidths. Although widely known, 

including this features in speech analysis of Alzheimer’s disease if it isn’t still extended. 

SD: Standard Deviation, VR: Variation Range, SEO: Square Energy Operator, TEO: Teager-Kaiser Energy Operator, HNR: Harmonic-to-Noise Ratio, NHR: Noise-to 

Harmonic Ratio, F0: Fundamental Frequency, RMSA: Root Mean Square Amplitude. 
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based on vocal feature analysis reach an accuracy of around 89 %

( Tröger et al., 2017 ). 

There are several studies jointly assessing the extraction feature

process from the voice signal by means of different vocal param-

eters and the application of different classifiers ( Beltrami et al.,

2016 ; König et al., 2015 ; Mirzaei et al., 2017 ; Satt et al., 2014 ;

Toth et al., 2018 ). Techniques of regularisation to overcome the

data shortage have also been used ( König et al., 2015 ; Satt et al.,

2014 ). Through using the Mann–Whitney U Test for the selection of

vocal characteristics, and by means of a SVM classifier, this study

obtained results which discriminated between HC and MCI with

accuracy around 79 % ± 5 %; between HC and AD, 87 % ± 3 %;

and between MCI and AD, 80 % ± 5 % (AD:26, MCI:23, HC:15)

( König et al., 2015 ). 

In another study, the efficiency of different conventional char-

acteristics and the better selection of them has been evaluated

from reading tasks in French (AD:14, MCI:14, HC:14) ( Mirzaei et al.,

2017 ). The analysed features were 4 related to pitch, 2 related to

speech segments and 9 to jitter and shimmer. Two multiclass clas-

sifiers, kNN and SVM, were also used. The kNN classifier, by using

10 characteristics, performed better than the SVM classifier, when

applied to distinguish between HC and MCI but not with the AD

group. Overall, after feature selection, the performance of kNN was

relatively improved by 76% with respect to the a priori class prob-

abilities of 33%. We observed that the AD and HC groups were

mostly confused with the MCI group. In later works, three classifi-

cation methods were used: kNN, SVM and decision Tree. To assess

the effectiveness of the set of temporal and acoustical voice fea-

tures (e.g. Jitter and Harmonics-to-Noise Ratio) from read speech of

patients, they compare them with two sets of feature parameters

that are widely used in speech and speaker recognition applica-

tions. A two-stage feature selection process was conducted to op-

timize classification performance. The proposed method improved

the classification accuracy for Early Stage-AD (ES-AD), MCI and HC

groups by a relative gain of more than 30% for all classifiers. For

these experiments, the data samples of HC, ES-AD and MCI groups

were collected at AP-HP Broca Hospital, in Paris ( Mirzaei, Yacoubi,

& et al., 2018 ). 

Along similar lines, a study ( Al-Hameed, Benaissa, & Chris-

tensen, 2016 ), using the DementiaBank database, carried out the

function selection (fraction of locally voiceless frames, MFCC2,
urtosis-MFCC30, Mean-MFCC30, Skewness-MFCC2, Mean-MFCC16,

umber of voiceless segments, among others) and applied 4 clas-

ifiers: Bayesian Networks (BN), Trees-Random Forest (RF), Ad-

boostM1 (AB) and Meta-Bagging (MB). They used the Weka soft-

are ( Witten, Frank, Hall, & Pal, 2016 ) for running the experiments,

ith k-fold cross-validation, in which they randomly divided the

ata into K equalized parts. By using a BN classifier, it achieved a

lassification accuracy of around 94 %, with sensitivity and speci-

city 97 % and 91 %, respectively. Moreover, pre-processing to mit-

gate background noise and the 20 best features were used. Other

tudies, in addition to performing conventional analysis based on

he statistical significance of the features selected ( Beltrami et al.,

016 ) (value p < 0.05), have applied it to the performed tasks

non-parametric Kolmogorov-Smirnov test: p -value < 0.10, in each

ask). The automatic classifiers used were kNN 3-neighbours, Lo-

istic Regression and NN. The best results are obtained using NN

ith an accuracy 79.7 %. 

Analysis just from a purely syllabic prospect has been also per-

ormed in other studies (AD:45, HC:82) ( Martínez-Sánchez et al.,

017 ) by applying ranges of rhythmic, clinical and metric measures

nd finally one based on the standard deviation of the syllabic gap

uration. This work managed to discriminate AD patients and HC

ubjects with an accuracy 87 % and both with specificity and sen-

itivity of 82 %. 

On the other hand, although they are less frequent, it is also

ossible to find some studies whose system is based only on par-

linguistic features ( Warnita, Inoue, & Shinoda, 2018 ). What is in-

eresting in this kind of study is that the features used are in-

ependent of the specific language and, particularly in the case

f this study, it has reached an accuracy of around 73 %. Those

orks which combine both paralinguistic and linguistic character-

stics are more extended ( Mueller, Koscik, Hermann, Johnson, &

urkstra, 2018 ). 

Apart from the use of individual features, wider concepts

ave been defined which combine the parameters mentioned in

ection 4.1 . This is the case with Automatic Spontaneous Speech

nalysis (ASSA) ( López-de-Ipiña, Alonso, et al., 2015 ; López-de-

piña et al., 2012 ) which uses three parameter families: duration

voiced and unvoiced segments), short-time energy in the time

omain and the spectral centroid in the frequency domain. It of-

ers very useful information for spontaneous speech analysis and it
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Fig. 3. Activation and valence planes ( Alonso et al., 2015 ). 
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chieves accuracies around 75.2 % using an SVM classifier and the

atabase AZTIAHO ( Proyectos Fundación CITA Alzheimer, 2017 ). 

Automatic speech emotion recognition, for its part, is espe-

ially interesting, as previously stated in Section 3 , because of the

hanges produced in AD patients, which disturb their way of ex-

ressing emotions when compared with to healthy cognitive sub-

ects. On emotion detection from speech, currently there is no

greement on the number of emotions to be analysed ( Cowie

 Cornelius, 2003 ). Thus, most researches focus on four basic

motions: anger, fear, sadness and happiness ( Chavhan, Yelure, &

ayade, 2015 ) or, in some cases, also include surprise and disgust

 Balti & Elmaghraby, 2014 ). Other researches focus on the devel-

pment of real-time applications and emphasise the usefulness of

epresenting emotions in an evaluation plane in terms of two or

ore levels or continuous dimensions ( Laukka, 2004 ). In practice,

ctivation and valence levels are the two most commonly used

imensions ( Alonso et al., 2015 ). The activation is related to the

ntensity perceived from the emotion and the valence level has

o do with the pleasant sensation perceived from that stimulus

 Alonso et al., 2015 ). In Fig. 3 , both planes and their emotions as-

ociated are represented. 

Previous researches in automatic speech emotion recogni-

ion present feature extraction based on the characterisation of

rosodic aspects, such as pitch contour, energy contour, the du-

ations of phonations ( Goudbeek & Scherer, 2010 ; Kwon, Chan,

 et al., 2003 ; Lee & Narayanan, 2003 ) or Tear Energy Oper-

tor ( Harimi, Shahzadi, & Ahmadyfard, 2014 ) which are related

o the grammatical structure and the lexical stress. The paralin-

uistic aspects are reflected in features such as the first formant

 Kwon et al., 2003 ; Lee & Narayanan, 2003 ) or the concentration

f energy in different energy bands, e.g. in Altun and Polat (2009 ).

he classical approach in speech emotion recognition uses a wide

eature set, between 13 and 1941 paralinguistic and prosodic fea-

ures ( Altun & Polat, 2009 ). However, this feature range is not suit-

ble for applications in real-time, due to the complexity of some of

he features and the processing time. 

Emotional Speech Analysis (ESA) ( López-de-Ipiña &

lonso, 2015 ; López-de-Ipiña et al., 2012 ), is focused on three

arameter families: acoustic characteristics (pitch, SD, maximum

nd minimum of pitch, SD, maximum and minimum of intensity

nd SD of period, among others), voice quality characteristics
shimmer, local jitter, HNR, NHR, autocorrelation) and duration

haracteristics (voiceless segments, among others). Short-term 

nergy is the main feature analysed. Again, these authors used

he database AZTHIAO and an SVM classifier. The study reaches an

ccuracy around 90.7 % in discriminating AD patients from healthy

ubjects. 

Similarly, the concept of Emotional Temperature is based on

arious prosodic and paralinguistic features derived from the tem-

oral segmentation of the speech signal. ET presents the advan-

age of quantifying activation using a method with low processing

ime and is capable of detecting changes in the speaker’s affective

tate. Because of these characteristics, it has future possible use in

eal-time applications. From each signal fragment, 2 prosodic and

 paralinguistic features are extracted, related to pitch and energy

espectively ( Alonso et al., 2015 ; Alonso, Cabrera, Travieso, López-

e-Ipiña, & Sánchez-Medina, 2017 ). Through ET and the using of

VM, it is possible to classify samples as pathological and non-

athological, thus obtaining positive results on specific AD detec-

ion ( Alonso et al., 2015 ). ET and ASSA analysis working jointly

ave demonstrated a significant fluency loss in AD patients with

espect to the percentage and duration of voiced and unvoiced seg-

ents ( López-de-Ipiña et al., 2012 ; Lopez-de-Ipiña et al., 2012 ) and

btain accuracies of around 92.24 %. Likewise, combining ET, ASSA

nd ESA, the accuracy can reach values around 94 % using SVM

lassifiers ( López-de-Ipiña, Alonso, et al., 2015 ). 

Other interesting trends in voice processing applied to AD de-

ection are Voice Activity Detection (VAD) techniques, in which

peech fragments are distinguished from noise by a spectral

omparison of the input signal with a stored noise estimation

 Barret, 20 0 0 ). More complex techniques such as Word Spotting

re based in grouping word images into similar word clusters by

sing the coincidence of the image ( Rath & Manmatha, 2007 ).

s previously mentioned (see Section 4.1 ), the widely analysed

eatures continue to be those related to voiced and unvoiced

egments ( Weiner & Schultz, 2016 ) and prosodic characteristics

n general ( Sadeghian, Schaffer, & Zahorian, 2017 ; Weiner, Herff,

 Schultz, 2016 ). These techniques applied to disease detection

ike AD permit, once the voice signal is transcribed into text,

he carrying out of a linguistic evaluation in addition to an

coustic one. Also, they offer the possibility of performing au-

omatic examinations focused on syntactic, lexical ( Hernández-

omíngue, García-Canó, Ratt, & Sierra-Martínez, 2016 ), semantic

 Vincze et al., 2016 ) and phonetic structure ( Thomas, Keselj, Cer-

one, Rockwood, & Asp, 2005 ; Tóth, Gosztolya, & et al., 2015 ;

ankerl, Nöth, & Evert, 2017 ) or a combination of all of these

actors ( Hernández-Domínguez, Ratté, Sierra-Martínez, & Roche-

ergua, 2018 ; Mirheidari, Blackburn, & et al., 2016 ). 

Some researches ( Khodabakhsh, Yesil, Guner, & Demiroglu,

015 ) have exposed the high discrimination capacity just from

rosodic characteristics (where the silence relation is particularly

seful), for example, in comparison with other linguistic features

noun-pronoun relations). Other systems studied ( Vincze et al.,

016 ) concluded that features helping to distinguish between MCI

nd HC are mainly based on morphological aspects (number of

ords, punctuation signs or nouns). In this work linear features

ere extracted (such as spoken time and silences or hesitations),

orphological and semantic features (such as those related to the

emory). It used an SVM classifier. Given the small size of the data

et, it applied cross-validation and majority tagging. By using all

he features, the system achieved a 69.1 % accuracy. 

One of these studies ( Fraser, Meltzer, & Rudzicz, 2016 ) com-

uted a large number of linguistic variables (370) to capture a

ide range of linguistic phenomena. By using the DementaBank

atabase, transcripts and acoustic variables from the associated

udio files were used to train a classifier and distinguish between

D and HC groups. The authors also added an exploratory factor
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analysis to these measures and provided interpretation for the

resulting factors used to examine the degree of heterogeneity

of linguistic impairment in AD. Short samples of subjects’ lan-

guage on a picture description task were analysed from the

DementiaBank TalkBank database. The maximum average accuracy

(81.92%) in distinguishing between AD and HC was achieved with

the 35 top-ranked features. The accuracy remained relatively

constant until the authors choose a feature set of size 50 (accu-

racy = 78.72%). This fact reinforces the need to carry out feature

selection, given the high dimensional feature space used. Semantic

impairment (analysed with the pronoun ratio or word length),

acoustic abnormality (using the Mel-frequency cepstral coefficients

or phonation ratio), syntactic impairment (such as fewer verbs

produced), and information impairment (measuring the key words

and information units) were clearly detected in AD participants. 

Several studies have demonstrated worse results when a large

number of features are used in the analysis ( Asgari, Kaye, & Dodge,

2017 ). In a work performed in 2016, by means of German spon-

taneous speech tasks (HC:80, AACD:13, AD:5), the majority of

prosodic features are created from silent segments and voiced seg-

ments obtained in turn from VAD, which uses a Hidden-Markov

Model recogniser. LDA classifier accuracy is 80.4 % using 14 linear

functions ( Weiner & Schultz, 2016 ), although in a later publication

( Weiner, Herff, et al., 2016 ) the authors achieved an overall accu-

racy of 85.7 %, by using just 10 features. 

Works based on n-gram techniques ( Thomas et al., 2005 ) have

been developed, which study the frequency correlation of differ-

ent part of speech and Dementia of Alzheimer Type (DAT) on the

database ACADIE ( Folstein, Robins, & Helzer, 1983 ; Rockwood, Gra-

ham, & Fay, 2002 ). The accuracy achieved is high (95 % distinguish-

ing between AD and HC subjects and 70 % discriminating demen-

tia in 2 classes). Also using n-gram models ( Wankerl et al., 2017 ),

other research has studied the correlation between statistical cal-

culations and MMSE. It used the DementiaBank and an LDA classi-

fier with cross-validation. In this case, 80.4 % of the samples were

correctly classified. 

Various studies have highlighted the efficacy of automatic sys-

tems applied to voice transcriptions in comparison with those

which are non-automatic ( Hernández-Domíngue et al., 2016 ;

Tóth et al., 2015 ). These authors achieved quite close scores to

those manual characteristics which were set. The best results were

found by using SVM classifier with an accuracy of 82.4 %. Along

the same lines, to demonstrate the efficacy of automatic methods

( Toth et al., 2018 ), (MCI: 48, HC: 38, SS), this study was able to

separate HC from MCI subjects with F1 punctuation at 78.8 %. In

this case, a Random Forest (RF) classifier worked slightly better

than that SVM when using the automatic features set. The most

significant features between the 2 groups were found in the du-

ration of the speech, for delayed recall tasks and in the num-

ber of pauses for answering questions. No final conclusion could

be extracted with respect to what machine learning algorithms -

SVM or RF - are more suitable for a specific classification task.

Other recent research ( Abdalla, Rudzicz, & Hirst, 2018 ) is based

on the application of Rhetoric Structure Theory (RST) ( Carlson

& Marcu, 2001 ; Mann & Thompson, 1988 ). Using the Dementia-

Bank ( “DementiaBank | TalkBank,” 2007 ) and Carolina Conversa-

tions Collection ( Carolinas Conversations Collection - About - Who

We Are, 2008 ) databases, relationships to speech based on RST

from SS are automatically extracted. To extract these RST relation-

ships the original text is segmented, trees from these segments

are built and, subsequently, the most relevant characteristics are

selected. The speech relationships, especially those involving elab-

oration and attribution, are the most significant indicators of AD

in speech. On the other hand, transcriptions, involve relationships

of logical contingency. Significant differences can be observed in

the speech structure between AD and HC subjects, specifically in
S transcriptions. Likewise, in the DementiaBank subtle differences

xist, even between specific dementia subtypes. 

A study ( Yancheva, 2016 ), from the denominated Information

ontent Units (ICU), has demonstrated that AD groups have an idea

ensity significantly lower than HC subjects in any scenario, es-

ecially in image description tasks. Another study ( Sirts, Piguet,

 Johnson, 2017 ) is based on the concept of Propositional Idea

ensity (PID), which counts the expressed ideas and can be ap-

lied to any text. Also, semantic idea density (SID) is developed

nd counts pre-defined information content units. This is naturally

ore applicable to normative domains, such as picture description

asks. These authors also present DEPID, a novel dependency-based

ethod for computing PID, and its version DEPID-R that enables

he exclusion of repeated ideas. 

Unified computational environments have also been developed

o automatically analyse language production in clinical environ-

ents such as Coh-Metrix-Dementia ( Aluísio, Cunha, & Scarton,

016 ; Aluisio, Cunha, Toledo, & Scarton, 2016 ; Toledo et al., 2018 ).

his system was built on various Natural Language Processing

ools. From a transcribed-text sample performed by a subject in

ortuguese, 73 text measurements were extracted. In the first

hase, it was demonstrated to have a high classification accuracy

 Aluisio et al., 2016 ). In a later study in 2016 ( Aluísio et al., 2016 ),

t was concluded that to train regression and classification mod-

ls it is necessary to reduce the large feature set in Coh-Metrix-

ementia. The researchers also compare three feature selection

ethods. In 2017 ( Toledo et al., 2018 ), others analysed linear fea-

ures such as informativity, number of propositions of each text,

verall coherence, empty emissions, total idea density, semantic

haracteristics and quantity of modalisations. This work used non-

arametric Kruskal–Wallis tests to compare the performance be-

ween three groups of 60 people (HC, MCI and mild AD) with re-

pect to the variables. Mild AD showed a lower informative speech,

igher impairment in overall coherence and modalisation, and a

ower narrative structure. Despite this, it was not possible to dis-

riminate between MCI and HC. 

Other studies ( Mueller et al., 2018 ) have combined models of

inear mixed effects by using the WRAP database ( Johnson et al.,

018 ). Transcriptions are coded for automatic analysis by means of

omputer Language Analysis (CLAN) ( Macwhinney, Fromm, Forbes,

 Holland, 2011 ), which includes codes for filled and empty pauses,

epetitions, reviews, semantic units, mistakes (semantic, phonolog-

cal, lexical) and non-verbal behaviour. Semantic units, parts of

peech, grammatical relations and other quantifiers are automat-

cally extracted by CLAN using MOR and MEGRASP tools ( Pye &

acWhinney, 1994 ). Early MCI (eMCI) participants decrease faster

n fluent speech features and semantic content than those HC. Lex-

cal diversity and grammatical complexity measurements are not

ssociated with the eMCI stage. 

.3. Non-conventional feature extraction 

In more advanced AD stages, voice becomes aperiodic, noisy,

rregular and chaotic. Sometimes these features limit the capac-

ty of the traditional parameters to obtain useful information

bout a specific pathology. On this basis, researchers have devel-

ped more complex and robust parameters (see Table 2 ). Com-

ared with those traditional, non-linear features, these offer more

recise information, in spite of being clinically less interpretable

 Brabenec et al., 2017 ). With this regard, for example, it has been

ossible to demonstrate that a pathological voice signal can be de-

cribed by non-linear dynamic analysis ( Alonso, De Leon, Alonso, &

errer, 2001 ; Mekyska et al., 2015 ). 

There are several works on voice analysis using non-linear fea-

ures of the signal, although they are relatively recent. More pre-

isely, superior order spectra and quadratic phase coupling of the
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Table 2 

Main non-conventional features used in Alzheimer’s disease research ( Mekyska et al., 2015 ) 

Feature Description 

Correlation Dimension (CD) Attractor geometry in the phase space ( Little, McSharry, & Hunter, 2009 ; Shao, MacCallum, Zhang, & 

Sprecher, 2010 ; Vaziri, Almasganj, & Behroozmand, 2010 ). 

Fractal Dimension (FD) Number of basic building blocks forming a pattern ( Esteller & et al., 2001 ; Vaziri et al., 2010 ). 

Ziv-Lempel Complexity (ZL) Quantifies the regularity of a temporal series ( Aboy, Hornero, & Abásolo, 2006 ). 

Hurst Exponent (HE) Describes possible long-term dependencies in the speech signal ( Orozco-Arroyave & Murillo-Rendón, 2011 ). 

Entropy 

Shannon Entropy (SHE) Measure of uncertainty and quantifies the complexity of a system 

Second-order Rényi Entropy (RE) RE quantifies the loss of information in time in a dynamic system ( Henríquez et al., 2009 ; Jayawardena, Xu, 

& Li, 2010 ). 

Correlation Entropy (CE) CE is the indication of the predictability of the non-linear time series ( Henríquez et al., 2009 ; 

Jayawardena et al., 2010 ). 

First-order And Second-order Rényi Block Entropy 

(RBE1 and RBE2) ( Henríquez et al., 2009 ) 

Approximate Entropy (AE) Sample Entropy (SE) The only difference between AE and SE ( Yentes et al., 2013 ) is that SE does not evaluate a comparison 

between embedding vectors with themselves ( Herisa Khadivi, Seyed Aghazadehb, & Nikkhah-Bahramic, 

2009 ; Vaziri et al., 2010 ; Yentes et al., 2013 ). 

Recurrence Probability Density Entropy (RPDE) Uncertainty in the measurement of the pitch period ( Little, McSharry, Roberts, Costello, & Moroz, 2007 ). 

Multiscale Permutation Entropy (MPE) Assesses recording complexity ( Lopez-de-Ipina et al., 2018 ) 

First Minimum of Mutual Information (FMMI) Discriminates between the different voice qualities of the multi-quality database ( Henríquez et al., 2009 ). 

Largest Lyapunov Exponent (LLE). Includes a measure of sensitivity to an initial condition ( Orozco-Arroyave & Murillo-Rendón, 2011 ; 

Vaziri et al., 2010 ). 

Detrended Fluctuation Analysis (DFA) Characterises the self-similarity of the graph of a signal from a stochastic process ( Little et al., 2007 ; 

Tsanas, …, & 2011 , 2011 ). 
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S signal for HC and AD groups have been explored by using bi-

pectrum and bi-coherence methods ( Nasrolahzadeh et al., 2016 ).

t has been possible to prove that the quadratic phase coupling of

he SS signal of AD subjects decreases in comparison with HC sub-

ects and the coupled in-phase harmonics of speech move to high

requencies for AD subjects. In 2016, one of these studies, on the

requency variability and dynamics of the SS signal of AD and HC

roups ( Nasrolahzadeh, Mohammadpoori, & Haddadnia, 2016 ), ex-

mined the surface of the Mean Square Error (MSE) and the quan-

ification of level curves for both groups. It concluded that the

oice signal moves from a high dimension chaotic stage in HC sub-

ects to a low dimensional one in AD patients. 

In general, these non-conventional feature studies base their

erspective on a combination of linear and non-linear. A clear ex-

mple is the application of ASSA and ERA techniques with the

iguchi Fractal Dimension and a set of acoustic and stationary fea-

ures ( López-de-Ipiña et al., 2013 ). These were applied by imple-

enting a classifier of a Multilayer Perceptron (MLP) neural net-

ork, thus obtaining very promising results ( Lopez-de-Ipiña et al.,

014 ). Quasi-static fluctuation of the vocal folds and the setting

rovided by the vocal tract are non-linear processes, mainly pro-

uced when consonants are pronounced and can be described by

eans of fractals. According to Mandelbrot (1982 ), a fractal is a ge-

metric pattern which iterates through smaller or larger scales for

erforming on auto-similar forms or surfaces, i.e. irregularities that

uclidean geometry cannot represent. The speech signal waveform

hows both periodicity and auto-similarity when vowels and con-

onants jointly form syllables. Different studies have already car-

ied out fractal analysis on the voice signal ( Huang et al., 2011 ). 

Other works confirm that additional information provided by

on-linear features from FD could be especially useful when

atasets are limited. These studies explored the unbalanced dataset

ssue by means of one-class classifiers and concluded that FD

mproves the system performance in these cases ( Lopez-de-

piña et al., 2014 ; López-de-Ipiña et al., 2015 ). In general, us-

ng FD characteristics with multi-class classifiers (one and two

lasses) has shown very promising results. In later works, these

uthors ( López-de-Ipiña, Alonso-Hernández, et al., 2015 ; López-

e-Ipiña et al., 2013 ) went deeper into the utility of FD by us-

ng modelling techniques based on Emotional Response features.

or this purpose, using the AZTIAHO database, it was proposed
o use Higuchi, Katz and Castiglioni algorithms and add these

ew non-linear features to the set feeding the training process

 López-de-Ipiña, Alonso-Hernández, et al., 2015 ). The best results

ere obtained with a combination of quality, duration and acous-

ic features, with ET and a set involving FD ( Castiglioni, 2010 ;

iguchi, 1988 ; Katz, 1988 ) and its statistical variations for the com-

lete signal. This work also analysed different classifiers and ob-

ained the best results by using MLP classifiers. The final system

ccuracy exceeded 90% in all groups. 

Recent researches, using complex systems, show that geome-

ries and naturally evolving events cannot be characterised by just

 scale relation (monofractal system), because different parts of

he system have different scales. Some works showed that only

ultifractal analysis can measure its internal dynamic with higher

ccuracy ( Bhaduri, Das, & Ghosh, 2016 ; Kantelhardt, Koscielny-

unde, Rego, Havlin, & Bunde, 2001 ; Stanley et al., 1993 ). Multi-

ractals are more complex auto-similar objects consisting of frac-

als weighted in different ways with different non-integrated di-

ensions. Their scaling properties vary in the different regions

f the systems ( Chen, Ivanov, Hu, & Stanley, 2002 ). In various

orks, the multifractal nature of speech has been analysed for

he representation and characterisation of different kinds of signals

 González, Luan Ling, & Violaro, 2012 ). 

Detrended Fluctuation Analysis (DFA) is an escalation analysis

ethod where the scaling exponent (similar to Hurst exponent of

ingle scale or FD) is used for quantifying a large range correla-

ion of the stationary and non-stationary signal ( Hausdorff et al.,

996 ). Another method, MultiFractal Detrended Fluctuation Anal-

sis (MFDFA) has been applied to study the multifractal escala-

ion behaviour of diverse invariant time series of a non-stationary

cale ( Kantelhardt et al., 2002 ). Some sources ( Bhaduri et al., 2016 )

onfirm that results obtained by this method were more reli-

ble in comparison with techniques like Wavelet Analysis, Discrete

avelet Transform, Wavelet Transform Modulus Maxima, Detrend-

ng Moving Average, Band Moving Average, Modified Detrended

luctuation Analysis, etc. ( Huang et al., 2011 ; Kantelhardt et al.,

002 ; O ́swi ̧e cimka, Kwapie ́n, & Dro ̇zd ̇z, 2006 ; Serrano & Figli-

la, 2009 ). 

In the same study ( Bhaduri et al., 2016 ) a new feature was de-

ned for detecting emotions in AD from speech and MFDFA. It

roposed a quantitative parameter to categorize various emotions
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through analysis of non-stationary details of the speech signal dy-

namic. For this purpose, the TESS database was used ( Toronto emo-

tional speech set (TESS) | TSpace Repository, 2018 ). The Hurst ex-

ponent and spectral bandwidth were calculated for 1200 clips (200

for each one of 6 emotions) and according to the method described

by Kantelhardt et al. (2002 ). From Hurst exponent values and mul-

tifractal spectral wide trends, the results showed that it is possible

to clearly distinguish between main emotions and, in turn, to apply

this to AD detection ( Bhaduri et al., 2016 ). 

4.4. Deep learning 

The trend in favour of data classification models based on Deep

Learning (DL) has been increasing ( Kim, Lee, & Provost, 2013 ).

These models are used to collect complex interactions of non-

linear features in multimodal data such as audio and video charac-

teristics. Nevertheless, it should be always taken into account that

the same feature vector can offer very different classification re-

sults by using different algorithms ( Kim et al., 2013 ). 

Until now, the most popular and extended classifiers which use

conventional characteristics have been the linear discrimination

classifier ( Roy & Pentland, 1996 ) and the k-NN ( Ekman & David-

son, 1994 ), in addition to SVM which also has reached a promising

classification performance ( You, Chen, Bu, Liu, & Tao, 2006 ) and

is the most used one. Discriminative non-linear classifiers such as

Artificial Neural Networks (ANN) and Decision Trees are frequently

used because of their robust performance in non-linear classifica-

tion ( Martínez & Cruz, 2005 ; Schuller et al., 2007 ). Other DL ar-

chitectures are Convolutional Neural Networks (CNN) or the Mul-

tilayer Perceptron (MLP). In general, different architectures are in-

teresting in resolving different kinds of problems. 

On Machine Learning (ML), Deep Learning allows the imple-

mentation of computational models consisting of numerous pro-

cessing layers in order to learn data representations with vari-

ous levels of abstraction. These methods have drastically improved

the state of art, especially in recognition and voice processing

( LeCun, Bengio, & Hinton, 2015 ). DL permits the discovery of com-

plex structures in large datasets by means of retro-propagation al-

gorithms. It shows how a machine should change the internal pa-

rameters it uses to calculate representations in each layer from

the representation of the previous one. Deep Convolutional Net-

works have achieved advances in imaging, video, voice and audio

processing while Recurrent Networks have enlightened sequential

data such as text and speech ( LeCun et al., 2015 ). Studies previ-

ously mentioned (see Section 4.2 ) have applied DL techniques to

classification processes. MLP neural networks have been commonly

used to classify by using linear and non-linear features ( López-de-

Ipiña, Alonso-Hernández, et al., 2015 ; Lopez-de-Ipiña et al., 2014 ;

López-de-Ipiña et al., 2013 ). 

In 2017, an automatic system ( Sadeghian et al., 2017 ) based on

linear features processed each sample of separate pauses and voice

segments through using VAD techniques. With those speech sam-

ples suitably separated, it calculated 22 metrics, including total

speech duration, number of pauses and fraction of paused conver-

sation time, pitch and energy, among others. An RNN with 2 hid-

den layers was set, each one with 256 neurons and reached accu-

racy 94 % in discriminating AD from HC groups. It included a com-

bination of speech acoustic features, linguistic features extracted

from the automatic transcription of speech, including punctuation

signs, and MMSE results. 

Most recent studies performed with ANN and non-linear

parameters obtain very promising results, although this is still

a little explored area. Also in 2017 ALZUMERIC was developed

( de Lizarduy, Salomón, Vilda, Torres, & de Ipiña, 2017 ), where

specialist physicians could collect voice samples. The system

automatically extracted features from them to offer a beginning
f diagnosis based on articulation, speech quality, emotional re-

ponse analysis, language perception and the complex dynamics

f the system. This performed a selection of conventional features,

erceptual and non-linear, by means of the Mann-Whitney U-test

ith value p < 0.1. It compares four classifiers: k-NN, SVM, MLP,

nd CNN. The software set WEKA ( Witten et al., 2016 ) was used

o carry out the experiments. For training and validation, it used

-fold cross-validation with k = 10 ( Picard & Cook, 1984 ). The task

ith the best accuracy was SS with 95 %. The best results, accord-

ng to the most relevant feature selection by statistical tests (under

edical criteria) and classification methods, were obtained with

he Mann-Whitney U-test and SVM ( de Lizarduy et al., 2017 ). In

he continuation of the work, it again uses deep learning through

NN and non-linear multi real modelling. It includes conventional

eatures (HNR, pitch, jitter), perceptual features (MFCC…) and

on-conventional features (fractals, Shannon Entropy, among oth-

rs). The authors conclude that automatic integration of the most

elevant features by using CNN (2 layers and 20 neurons) provides

seful information, not available in other statistical tests. In 2018,

he most recent of these studies ( Lopez-de-Ipina et al., 2018 )

nalysed three tasks with different levels of language complexity.

he automatic classification was carried out using MLP and CNN.

gain, the work used conventional linear and perceptual features,

astiglioni fractal dimension and Multiscale Permutation Entropy.

t concluded that the most relevant features are selected by means

f the non-parametric Mann-Whitney U-test. 

Another study ( Warnita et al., 2018 ) proposed an automatic

D detection method using a Gated Convolutional Neural Net-

ork (GCNN), which could be trained with a relatively small

mount of data and collect temporal information on audio par-

linguistic functions. Moreover, given that it used none linguis-

ic features, it could be easily applied to any language. OpenS-

ILE ( Eyben, Weninger, Gross, & Schuller, 2013 ) and INTERSPEECH

009-2012 ( Schuller et al., 2010 ; Schuller, Steidl, Batliner, Schiel,

 Krajewski, 2011 ; Schuller et al., 2012 ) were used. The proposed

ethod reached an accuracy 73.6 %, which was better than con-

entional Sequential Minimum Optimization (SMO) by 7.6 percent-

ge points. The method is so far unique for evaluating symptoms

n different languages. 

.5. Databases 

The available databases are a fundamental tool for research and,

or this reason, those mentioned in Section 4 are now described in

able 3 . This includes some information intended to simply orient

he reader and the studies related are just labelled for information

urposes rather than being a classification in itself. The state-of-

he-art is very heterogeneous regarding the tasks used in record-

ngs. This is a key issue since the features that are able to measure

mpairment and their meaning obviously vary widely depending

n what task is performed. We have considered that SS tasks in-

olve every task where the subject is asked about a specific topic

nd answers freely during a certain relatively long time. This can

nclude a large range from interviews to picture descriptions. Al-

hough pauses made during verbal fluency tasks may be indicative

f semantic memory problems, it is not necessarily true for pauses

ade during a picture description task and it is necessary to qual-

fy that this review does not develop or analyse this point. In the

ame way, we have described those databases without a clear main

ask as a mixed group. This would include tasks from SS to reading

r even repetitive tasks. 

• Atlantic Canada Alzheimer’s Disease Investigation of Expec-

tations (ACADIE): includes 2 interviews for each patient, sep-

arated by 12 weeks. There are 79 subjects (both AD and HC):

mild (50), moderate (53), severe (20) and HC (35). The study
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Table 3 

DataBases located. 

DataBase Language Task HC MCI AD References 

M/F M/F M/F 

SAIOTEK Multilingual SS 5 - 3 ( López-de-Ipiña et al., 2012 ; Lopez-de-Ipiña et al., 2012 ) 

AZTIAHO Multilingual SS 50 - 20 ( López-de-Ipiña, Alonso, et al., 2015 ; Lopez-de-Ipiña et al., 

2014 ; López-de-Ipiña et al., 2013 ; López-de-Ipiña et al., 

2015 ; López-de-Ipiña, Alonso-Hernández, et al., 2015 ; 

Lopez-de-Ipina et al., 2018 ) 

PGA- 

OREKA 

Multilingual SS 26/36 - 17/21 de Lizarduy et al., 2017 

- Greek SS 30 - 30 Rentoumi et al., 2017 

Dem@care Greek Mixed 4/15 12/31 3/24 Satt et al., 2013 

French Mixed 6/9 11/12 13/13 Tröger et al., 2017 ; Satt et al., 2014 ; König et al., 2015 

- French Reading 14 14 14 Mirzaei et al., 2017 

- French SS 5 - 5 Boyé, Tran, & Grabar, 2014 
∗TRANSC English SS 184 - 214 Luz, 2017 

- English SS 27 14 - Asgari et al., 2017 

- English SS 46 - 26 Sadeghian et al., 2017 

WRAP English SS 200 - 64 Mueller et al., 2018 

PC (DB) English SS 74 19 169 Al-Hameed et al., 2016 ; Zhou, Fraser, & Rudzicz, 2016 ; 

Hernández-Domínguez et al., 2018 ; Warnita et al., 2018 ; 

Wankerl et al., 2017 ; Yancheva, 2016 ; Abdalla et al., 2018 ; 

Sirts et al., 2017 

ACADIE English SS - - 95 Thomas et al., 2005 

AMI English SS 20 - 20 Sirts et al., 2017 

CCC English SS - 125 ( “Carolinas Conversations Collection - About - Who We Are,”

2008 ), ( Abdalla et al., 2018 ) 

English - 10 - 55 

ILSE English SS 23 ( Weiner & Schultz, 2016 ) 

German - 80 13 5 Weiner, Herff, et al., 2016 

- Spanish - - - 21 Meilán et al., 2012 

- Spanish Reading 82 - 45 ( Martínez-Sánchez et al., 2017 

UNED Spanish SS 29 - 34 Hernández-Domíngue et al., 2016 

Cinderella Portuguese SS 20 20 20 Toledo et al., 2018 

OPLON Italian SS 48 48 ( Beltrami et al., 2016 ) 

- Iranian SS 15/15 - 16/14 Nasrolahzadeh et al., 2016 

- Japanese Mixed 7/3 - 9/1 Tanaka et al., 2016a ; Tanaka et al., 2016b 

- Japanese Mixed 73/200 ( Kato et al., 2018 ) 

BELBI Serbian SS - - 12 Graovac, Kovacevic, & Lazetic, 2016 
∗BEA Hungarian SS 13/23 16/32 - Gosztolya et al., 2016 ; Toth et al., 2018 ; Vincze et al., 2016 ; 

Toth et al., 2018 ; Tóth et al., 2015 

- Turkish SS 31/20 - 18/10 Khodabakhsh et al., 2015 

- French - 29 - 29 St-Pierre, Ska, & Béland, 2005 

- Persian 0/6 - 0/6 Ahangar et al., 2018 ; Malekzadeh, Arsalan, & Shahabi, 2009 

Others studies using unknown databases 

Khodabakhsh & Demiroglu, 2015 ; König et al., 2016 ; Aluisio et al., 2016 ; Aluísio et al., 2016 ; Nasrolahzadeh et al., 2016 . 

DB: DementiaBank, PC: Pitt Corpus, CCC: Carolina Conversation Collection, ILSE: Interdisciplinary Longitudinal Study of Adult Development and Aging, ACADIE: Atlantic 

Canada Alzheimer’s Disease Investigation of Expectations, WRAP: Wisconsin Registry for Alzheimer’s Prevention, BEA: Hungarian Spoken Language Database, UNED: 

Universidad Nacional de Educación a Distancia. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

was carried out at various sites in Canada ( Folstein et al.,

1983 ; Rockwood et al., 2002 ). 
• Interdisciplinary Longitudinal Study of Adult Development

and Aging (ILSE): this is a study performed in Germany.

It counts more than 80 0 0 h of biographic interviews and

cognitive diagnostics (AD, Aging-associated cognitive decline

(AACD) and HC groups) from more than 10 0 0 different par-

ticipants during 20 years. There are only 380 h transcribed

( Weiner, Frankenberg, & Telaar, 2016 ). 
• TALKBANK: a set of databases classified on each com-

munication subfield and publicly available. Those fo-

cused on clinical aspects are DementiaBank, RHDBank,

TBIBank, AphasiaBank, ASDBank, FluencyBank. Dementia- 

Bank ( DementiaBank | TalkBank, 2007 ) includes Pitt Cor-

pus and is a database performed by subjects suffering de-

mentia and HC. DementiaBank consists of transcribed inter-

views and uses imaging descriptions as oral tasks, specif-

ically “Theft of cookies” task ( Kaplan et al., 2001 ) of the

Boston Diagnostic Aphasia Examination ( Kaplan et al., 2001 ).
• AMI: contains biographic interviews of AD patients and HC.

Each interview covers 4 stories about events of a specific pe-
riod of the subject’s life. It contains multimodal data and has

100 h of records ( “AMI Corpus,” 2006 ). 
• Dem@care: the European project Dem@Care 

( Dem@Care Project - Project, 2011 ) contains different

aspects of the patient’s speech analysis, among others. It

contains different databases such as those related in Table

IV. Some of them, in turn, cover different corpuses in

different languages. 
• Carolina Conversations Collection (CCC): a property of the

Medical University of South Carolina. It consists of a pass-

word protected digital collection of audio and video records

transcribed from spontaneous speech ( Carolinas Conversa-

tions Collection - About - Who We Are, 2008 ). It has two

cohorts: 125 older multi-ethnic speakers mostly from North

Carolina, without disability and with any of 12 chronic con-

ditions. There are 70.45 h of records of 125 people with de-

mentia ( Corpus Linguistics and Linguistic Theory, 2011 ). 
• Proyecto Gipuzkoa-Alzheimer (PGA): PGA Project includes 

various databases, which have in turn defined several sub-

sets: 
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Fig. 4. Publications identified on dementia and voice automatic processing applied 

to AD detection since 1995. This is based on the publications identified in this pa- 

per. 
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◦ AZTIAHO: multicultural and multilingual spontaneous

speech database in English, French, Spanish, Basque,

Catalan, Chinese, Arabic and Portuguese. It consists of

video records, HC: 50 (12 h), AD: 20 (8 h) ( Lopez-de-

Ipina et al., 2015 ). 

◦ AZTIAHORE Subset ( Proyectos Fundación CITA Alzheimer,

2017 ) covers HC: 20 (9 h), AD: 20 (60 minutes). 

◦ PGA-OREKA: cVF (Animal naming, AN). HC: 187, MCI:

38 forms a PGA subset ( Lopez-de-Ipina et al., 2015 ;

Proyectos Fundación CITA Alzheimer, 2017 ). 

◦ MINI-PGA: (imaging description). HC: 12, AD: 6

( Proyectos Fundación CITA Alzheimer, 2017 ). 
• Wisconsin Registry for Alzheimer’s Prevention (WRAP): this

is a study of longitudinal observation with people with an

AD parental history. Since the end of 2001, 1561 people have

been incorporated with an initial average age of 54 years.

Participants perform a second visit four years after the be-

ginning of the study, and subsequent visits are carried out

every two years ( Johnson et al., 2018 ). 
• Hungarian Spoken Language Database (BEA): Hungarian

multipurpose database that covers spontaneous speech

tasks, sentence repetition and reading ( Gósy, 2013 ). It con-

sists of 260 h performed by 280 speakers from Budapest

(ages between 20 and 90 years, 168 women and 112 men),

also providing comments for different researches and practi-

cal applications, MCI among them. 

5. Discussion 

Given the growing interest, in recent decades, and because of

the progressive aging of the population, there has been a signifi-

cant increase in the number of resources invested and publications

written about diseases such as AD. AD is one of the great chal-

lenges of our society and currently the research lines developed

are diverse. In this work, a systematic search has been carried out

in order to relate the voice and speech processing techniques ap-

plied to AD detection. The trend of the number of publications

based on dementia in general and those based on AD and auto-

matic voice processing is represented in Fig. 4 . 

In order to discuss the trajectory of the AD detection studies

in the area of voice automatic analysis, we have carefully divided

these publications, depending on the kind of characteristics used:

conventional, without any doubt the most used and extensive kind,

and the non-conventional, which refer to no such extensive knowl-

edge and which are still to be explored. A third area concerns Deep

Learning techniques. While they do not provide knowledge as such,

they offer interesting solutions that suitably could detect AD and,

in the not too distant future, distinguish it from other impairments,

dementias and pathologies. 

The present review does not go into clinical factors or into a

detailed classification of populations. Thus, the two populations

labelled as MCI might have different impairments, due to sub-

types or progressions, and therefore differences in their voice pat-

terns. Within the scope of this review it is not possible to explore

these populations further. Searching for more detailed subdivision

is clearly a very interesting and necessary task, where not only dif-

ferent kinds of MCI could be classified but also different patholo-

gies and their corresponding voice patterns. 

Since the first publications emerged, in approximately 2005, 78

% of the researches have focused on using conventional param-

eters, mainly on the duration of voiced and unvoiced segments,

pitch, amplitude and periodicity, as well as other features obtained

from the temporal, frequency and cepstral analysis. These variables,

as we have seen, have provided data concerning cognitive pro-

cesses and their values have been directly related to the specific

state of the AD. Each author has performed different interpreta-
ions of these parameters and in this sense has related the cog-

itive deficits with communicative phenomena and features such

s the prosody, phonation, articulation and vocal and paralinguis-

ic features, among others. 

Likewise, through combinations of several parameters, various

oncepts have been defined such as voice or speech quality or

motional Temperature. These concepts, correctly applied, have

een demonstrated to be good indicators of AD. More elaborate

echniques such as Automatic Spontaneous Speech Analysis (ASSA)

re presented as methods involving different combined attributes

f the voice (ASSA e.g., durations, short time energy and spectral

entroid), and they have proved to offer extremely relevant infor-

ation. 

If there is something that most studies point to, it is the im-

ortance of the number of characteristics obtained in the feature

xtraction process. Different studies have already worked on this

spect and, in the light of the outcomes, it is clear that a more

educed set of features leads to better results in terms, in e.g., of

ccuracy. A feature selection phase is needed and desirable before

he classification process. 

Regarding the oral tasks carried out by the subjects, they have

ainly consisted of a series of spontaneous speech samples. Ac-

ording to our research, this is the most extended task and, per-

aps, that which provides the most relevant results because of

learly deficient performance of the AD patients. Although less

revalent, others studies have developed reading, speech repetition

r counting samples, among others (see Fig. 5 ). 

The tasks used in recordings deserve special attention. The fea-

ures that are able to measure impairment in a patient group

nd their meaning vary widely depending on what task is per-

ormed. A deeper analysis would be desirable, in e.g., to answer

hat is the meaning of a pause made during a verbal fluency task.

his might be indicative of semantic memory problems, but it is

ot necessarily true for pauses made during a counting task. The

tudies located in this review are not classified to take account of

his fact. Further research is required if this ambiguity is to be clar-

fied. 
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Fig. 5. The most popular tasks carried out in order to perform the voice or speech 

analysis applied to AD detection. This is based on the publications found in this 

paper. 
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Fig. 6. The most popular classifiers on voice analysis applied to AD detection. This 

is based on the publications discussed in this paper. 
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However, once the statistical process of feature extraction is

erformed, data classification should be implemented. In the ma-

ority of the cases we have analysed, this is carried out through

VM, kNN, RF or BN classifiers, to a lesser extent, and LDA classi-

ers (see Fig. 6 ). The extraction and selection processes of the dif-

erent features, as well as the previously mentioned classifiers (see

ection 4 ) have demonstrated the achievement of the objective as-

essment of the AD state. Moreover, they offer the possibility of

pplying these methods to other neurodegenerative disorders like

arkinson’s disease. 

It is clear that several linguistic differences can be found, not

nly in speakers of different languages but also in the various di-

lects in the same language. This fact could be a problem in re-

pect of implementing a large-scale tool. Not everyone expresses

n the same way, speaks at the same speed or uses the same num-

er of words to communicate. At this point, it is interesting to

ontemplate whether it would be possible to create a valid tool

or assisting diagnosis at a global level. Some researchers have al-

eady found an answer within the emotional analysis. As demon-

trated, the differences of emotional states can be considered as

ne of the most important assessment criteria for measuring cog-

itive performance. Since emotions are universal and intrinsic hu-

an characteristics, recognising them in the communicative pro-

ess has caused a great deal of interest in the scientific commu-

ity. 

So, once this limitation is recognised, several studies include

lassic features such as pitch, intensity and variation of frequency

omponents and, more recently, emotional temperature (a com-

ination of prosodic and paralinguistic features) in the emotional

nalysis. These studies apply ERA, which uses different linear

haracteristics and, combined with ET and SS tasks, have achieved

iscrimination between AD patients and HC subjects with 97 %

ccuracy. Similarly, several studies have been performed which

ombine ASSA with these other techniques and they also offer

romising results. These methods are based on acoustic and
tationary features of the speech audio signal. The majority of

hem use stationary methods in the frequency domain, such as

he Fourier power spectrum. 

Several studies have also been published using transcriptions

nd the application of VAD. In addition to the acoustic analysis of

he voice or speech signal, they also offer lexical, semantic, punc-

uation signs and syntactic analysis of the communication process.

In recent years, non-linear and non-stationary aspects related

o the dynamic changes on the speech signal affected by cognitive

mpairment, seems to have awoken a large interest. Since 2012 ap-

roximately, more studies in the field increasingly underline the

eed for relying on non-linear features. Currently, these represent

bout 22 % of the relevant publications. 

Some researchers have proposed that subtle, cognitive changes

n early and pre-clinical states could be detected by means of frac-

als. For this reason, techniques such as ASSA and ERA have already

een included in the set of acoustic and stationary features and

lso with MLP neural network classifiers, in particular, the Higuchi

ractal Dimension. The results thus obtained are promising and in-

rease the prospects even more of using only linear techniques. 

Other recent researches on this complex system have proved

hat it is not viable to characterise with just a single scale rela-

ionship those geometries and events which are naturally evolv-

ng. These workers also maintain that a system such as the voice is

etter characterised by means of multifractals. Among these analy-

is methods, MDFA is been successfully applied to speech analysis

nd it results are more reliable in comparison with others such as

avelet Analysis, Discrete Wavelet Transform, Wavelet Transform

odulus Maxima or the Detrending Moving Average, among oth-

rs. This has also been applied in order to analyse events such as

he dynamics of the cardiac frequency, neuron spiking or economic

ime series. 

The growth of Artificial Intelligence and, specifically, Machine

earning has revolutionised the overall prospects for the success
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Fig. 7. Deep Learning applied to automatic detection of voice-speech processing. 

This is based on the publications found on this paper. 

Fig. 8. The most popular DL classifiers on articles detecting AD from the voice sig- 

nal. This is based on the publications found on this paper. 
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of speech and voice analysis, by endowing them with more com-

plex systems. ML offers statistical and mathematical analysis and

a multitude of feature extraction techniques as well as automatic

classification. Seemingly, it consistently meets the new challenges

posed. Currently, it is field under considerable study and develop-

ment. Fig. 7 represents a comparative graphic where the growing

trend in the number of published articles on using of DL tech-

niques applied to AD detection from the voice signal can be ob-

served. 

According to our researches, this increase has mainly occurred

since 2012. Our evidence shows that the most commonly used

methods in this regard have been MLP, applied to ASSA , ERA , ET

and Fractal Dimension, GCNN, applied to a set of paralinguistic fea-

tures and CNN, both to conventional features and non-conventional

(see Fig. 8 ). 

The innovative techniques of DL seem to offer the drivers re-

quired by automatic signal processing. They have placed the signal

processing among the most promising methods endowed with so-

lutions to such complex system as the communicative process, the

voice and speech production and also the human cognitive pro-

cesses. 
. Conclusions 

For some decades, the number of sufferers around the world in

he current century’s epidemic of AD, has fast increased. The fig-

res are alarming since they are expected to triple by 2050. Cur-

ently, there is no cure and when the first symptoms are evident,

he damage caused is already irreparable and chronic. We still do

ot know exactly how, when or why a person develops AD. Due

o the current diagnostic methods and long-term care and treat-

ents, the increase in expected lifespan, as well as the reversal of

he generational pyramid, a clear need for more efficient and ra-

ional health systems around the entire world will be necessary to

eal with AD. 

However, although there is still a lot to learn around this dis-

ase, there is and have been many important researches in the

eld as well as on prevention strategies. Today, we surely know

ore than ever about AD and this will improve with the progress

f technology. It is clear that earlier detection would help to bet-

er understand the disease. Due to the long time needed to diag-

ose AD currently, when specialists treat patients, it is late and

he effectiveness of the treatment decreases significantly. Knowing

ore exactly when the disease starts, even in its preclinical phases,

ould be critical for the effectiveness of the treatment and, for

urther longitudinal studies, very interesting and important. Based

n this, finding accessible biomarkers that serve as a screening

ethod is proposed as a key task for the evolving applicability of

D diagnosis and control. 

Recently, several studies have proved that voice or speech anal-

sis is a powerful indicator of the cognitive state of the AD pa-

ients. This allows detecting the first symptoms years before the

robable clinical diagnosis is established. This fact is well known

o all the experts in the field who have manually administered

ifferent neuropsychological tests in order to analyse the speech

oice information. In this sense, the spearhead for voice process-

ng applied to AD detection would be to detect which MCI pa-

ients evolve to early AD. To that end, apart from having access

o databases used in the field, it would be especially interesting to

ollect longitudinal information about patients, over time and in

he different AD stages. 

Most databases located in this review are cross-sectional. One

f the possible reasons why there are fewer longitudinal stud-

es may be because it is more difficult to work with the subjects

nd ensuring their acceptance when the process is long in time

nd, even more so, for extended groups. The resources and time

equired are larger and, until today, there is an important lack

f a common criterion for processing the samples. Regarding the

mount of data and its availability, due to the fact that collect-

ng this information is not an easy task, databases are not exten-

ive in most cases and, if large, are not usually shared. Developing

nd working on database challenges publicly would jointly increase

nowledge for that purpose and help to achieve common feature

xtraction and sample processing criteria. For that purpose, a suit-

ble budget is strongly needed, as well as the necessary staff, for

ngaging subjects to participate in substantial longitudinal studies.

Progress in technology in recent decades, shows a turning point

or the linguistic analysis. The new automatic systems offer faster

esults and with less effort than their existing manual counterparts

or language or voice measurements. Beyond automating the analy-

is of some specific tests, current research has also made important

dvances in speech acoustic analysis, both in improving accessibil-

ty and in reducing the computational burden of data processing.

n a broad way, these researches also have opened new and impor-

ant areas around the concept of Health 4.0, where the trend is to

nhance the security aspects of people with dementia by means of

ensing devices, as well as developing tools based on the treatment

nd therapeutic issues for the patients and their caregivers. 
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Being able to develop web applications, based on biomarkers,

hich might globalise the evolving and pharmacological control

hrough the voice signal in an easy, fast, non-invasive and scal-

ble way, underlines the importance of this kind of analysis. These

pplications offer objective values and complement specialist di-

gnostic work. None of the presented techniques requires an ex-

ensive infrastructure or availability of medical equipment: only

erbal tests and interviews with the patient are required. Mak-

ng the pre-screening and control process easier for the patients,

y means of transparent techniques, even from home, will help

o reduce the stress caused by the current manual, diagnostic

rocedures. 

In this review, the studies analysed have been classified by

he feature extraction process they used: conventional or non-

onventional. In spite of this, the researches are particularly var-

ed and delving deeper into analysing populations and tasks per-

ormed in recording is still pending. Although the most researches

n the field have focused on the conventional aspects of the voice

ignal, non-conventional ones are becoming increasingly more sig-

ificant. Due to the linear and non-linear aspects of the voice sig-

al, the application of both kinds of combined features offers more

omplete results. Some researches have pointed to subtle cognitive

hanges in early and pre-clinical states which could be detected by

eans of fractals. Thus more conventional techniques such as ASSA

nd ERA have already included fractals into their set of acous-

ic and stationary features. For its part, emotional response dis-

urbances suffered by the patient are susceptible to further anal-

sis and quantifications by using the voice signal. This could im-

rove significantly the results of the detection process and might

rovide a universal criterion to classify, regardless of the language

poken. On the classification process, the experimental and statisti-

al assessments reveal that using ML algorithms to classify linguis-

ic biomarkers through the verbal statements of elder people will

acilitate the clinical diagnosis of AD. Seemingly, the future will in-

lude the current Deep Learning techniques, including MLP or CNN

lassifiers, which open an interesting route via more complex clas-

ification systems on voice and speech signals. Although the stud-

es performed in this research field have produced encouraging re-

ults, there is a need to train the evolving control models on larger

ata sets. 

As mentioned, the state-of-the-art is also very heterogeneous,

mong others, regarding the tasks used in recordings since each

tudy has to follow its own criteria. This is a key issue because the

eatures, which are able to measure impairment and its meaning,

ary widely depending to what task is performed. It is necessary

o qualify that this review has not analysed this point and going

eeper might be another research in itself. Although we have per-

ormed a classification of the studies relevant to the feature ex-

raction process, a new detailed classification regarding the tasks

erformed or, in e.g., regarding the different AD subtypes could be

uite interesting and important. Since the present review is a first

ttempt at such a review, searching for these new classifications

s clearly a very necessary task. Not only different kinds of MCI

hould be classified, but also different pathologies and their corre-

ponding voice patterns analysed. 

Multimodal analysis might be another means to assess the

arly onset of AD, whether by behavioural patterns analysis (as for

riting, speaking or video stimulation) or others kind of biomark-

rs such as in blood plasma. In order to make advances in this

rea, it is strongly recommended, at least, to start defining what

iomarker is related to a specific pathology, as has previously

ccurred in many other biometric fields. So, the primary aim is

o make possible a differential diagnosis from the voice or speech

ignal and, once we know how to differentiate one pathology from

nother, these multimodal assessments might be valid when used

s a complement. From the specific acoustic measures used to
ifferentiate, e.g., between AD and PD, it would be also neces-

ary to determine whether the problem is articulatory, cognitive,

honatory or caused by the vocal folds, among others. This means

hat, although for each pathology there are suitable characteristics

or measuring the specific problem, it is necessary to identify

hat features describe what specific impairment. Even so, on AD

esearch, there are studies underway that are intended to throw

ight on this point and a differential characterisation regarding

ther neurodegenerative pathologies, such as Parkinson’s Disease

r Amyotrophic Lateral Sclerosis. 
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