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Abstract: Image watermarking technique is one of effective solutions to protect 

copyright, and it is applied to a variety of information security application domains. It 

needs to meet four requirements of imperceptibility, robustness, capacity and security. 

A multi-scale and secure image watermarking method is proposed in this work, which 

is based on the Integer Wavelet Transform (IWT) and Singular Value Decomposition 

(SVD). Four IWT sub-bands are firstly obtained after 1-level IWT on the host image, 

and the corresponding singular diagonal matrices of four sub-bands can be obtained 

using SVD. Then, each singular diagonal matrix is divided into four non-overlapping 

sections in terms of the size of embedding watermark. Particularly, the size of upper 

left part is same as the size of watermark. The watermark can be directly embedded into 

four upper left parts afterwards by multiplying different scaling factors to complete the 

final watermarking operation. Especially, a novel optimized authentication mechanism 

is designed to resolve the false positive problem, which exists in the SVD-based 

watermarking algorithms. In addition, three-dimensional optimal mapping algorithm is 

proposed to search the optimal scaling factors through a novel objective evaluation 

function, and it can significantly improve the imperceptibility and robustness. The 

experimental test and comparison analysis illustrate that the proposed watermark 

scheme demonstrates a high imperceptibility with peak signal to noise ratio values of 

45dB and strong robustness with average normalized correlation values of 0.92. 

Keywords: Multi-scale watermarking; IWT; SVD; Optimal mapping; Authentication 

mechanism  

1. Introduction 

It has been reported that the image copyright infringement issues are especially 

severe such as image tampering (Amerini et al., 2011), image forgery (Farid, 2009) and 

false ownership claims (Wong & Memon, 2001). Watermarking technique is considered 

as an effective method to protect the copyright (Ansari et al., 2016; Liu et al., 2019; 

Makbol et al., 2017a; Makbol & Khoo, 2014). The watermarking methods can be 

roughly classified into three categories of fragile, semi-fragile and robust watermarking 

(Makbol & Khoo, 2014). Robust watermarking technology does not significantly 

reduce the visual quality of watermarked images, and watermarks can be extracted from 

watermarked images whose quality has been destroyed (Malvar & Florêncio, 2002). 

The fragile watermark is used to ensure the integrity of the image, and its purpose is to 

analyze the changes of the extracted watermark in order to locate and track the damaged 

location and degree of influence on the watermarked image (Zhang & Wang, 2008). 

The characteristic of semi-fragile watermark is between the former two. It requires the 

embedded watermark can resistant against general processing, but it is very sensitive to 

malicious tampering or attacks (Qi & Xin, 2011). Among them, robust watermarking is 

widely considered for copyright protection and ownership verification in the image 

watermarking (Liu et al., 2019). For the robust watermarking schemes, there are two 

most common embedding methods: the space domain insertion and the transform 

domain insertion (Chan & Cheng, 2004; Guo et al., 2017; Nikolaidis & Pitas, 1998; 

Yadav et al., 2018). Specifically, the former is that the pixel values of host image are 
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changed directly to embed watermark, which has low computational complexity but the 

ability of resisting image processing attack and geometric attack is relatively weak 

(Makbol & Khoo, 2014). The latter is that the transform coefficients of the cover image 

are used to embed the watermark, and the transform coefficients can be obtained by 

performing different transform, e.g., Discrete Wavelet Transform (DWT) (Yadav et al., 

2018), Integer Wavelet Transform (IWT) (Su et al., 2012), redundant discrete wavelet 

transform (H.-C. Ling et al., 2013), discrete cosine transform (Barni et al., 1998), and 

discrete Fourier transform (Pun, 2006) etc. Compared with space domain insertion, the 

robustness of transform domain insertion is better, while the computational complexity 

is higher. Consequently, the scheme based on transform domain can enhance robustness 

against malicious attacks (e.g., Noise and Cropping) and image processing attacks (e.g., 

JPEG compression and Sharpening) (Ansari et al., 2016). In addition, the watermarking 

methods utilizing wavelet transform have the superiorities in the energy compression, 

multi-resolution and visual quality (Hsieh et al., 2001; Y. Wang et al., 2002). 

Researches show that the watermarking schemes only based on wavelet transform 

are hard to resist the geometric attacks (e.g., Scaling and Rotation) (Muhammad & Bibi, 

2015). To address this limitation, the watermarking schemes based on wavelet 

transform by combining matrix decompositions such as Singular Value Decomposition 

(SVD) (Makbol & Khoo, 2014), Hessenberg decomposition (Liu et al., 2019) or QR 

decomposition (Guo et al., 2017) are proposed. The most commonly used matrix 

decomposition is SVD because the watermarking schemes by combining wavelet 

transform and SVD can resist image processing attacks and geometric attacks (Ali & 

Ahn, 2014a; Muhammad & Bibi, 2015). The expression of SVD is denoted by 

 

 𝐴 = 𝑈𝑆𝑉𝑇 , (1) 

 

where 𝐴 represents a matrix or an image, 𝑈 denotes left singular unitary matrix, 𝑆 

denotes singular diagonal matrix and 𝑉  denotes right unitary singular matrix. The 

three matrices can be utilized to embed watermark. Matrix 𝑆 is the most commonly 

used due to its good stability towards various attacks, and it can keep good visual 

quality of the image (Liu et al., 2019). However, those SVD-based watermarking 

methods face False Positive Problem (FPP) if watermark is embedded into matrix 𝑆 

(Makbol et al., 2018), i.e. attacker can extract non-embedded watermarks from the host 

images or watermarked images. Two embedding processes cause FPP. The first type of 

embedding scheme is calculated by 

 

 𝑆𝐻𝑊 = 𝑆𝐻 + 𝛼𝑆𝑊, (2) 

 

where 𝑆𝐻𝑊, 𝑆𝐻 and 𝑆𝑊 are singular diagonal matrices of watermarked image, host 

image and watermark, respectively, 𝛼 is scaling factor. In this embedding process, 𝑆𝐻 

and 𝑆𝑊  are obtained by SVD. Furthermore, the host image is embedded with a 

watermark by adding 𝛼𝑆𝑊 (Ahmad et al., 2011; Rastegar et al., 2011). However, most 

of the image information are carried through matrix 𝑈  and 𝑉  (Tian et al., 2003). 

Therefore, wrong watermark can be extracted by an attacker who uses their matrix 𝑈 
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and 𝑉 to declare the false ownership (Ali & Ahn, 2015; H. C. Ling et al., 2013). The 

second type of FPP is described by 

 

 𝑆𝐻 + 𝛼𝑊 = 𝑈𝐻𝑊𝑆𝐻𝑊𝑉𝐻𝑊
𝑇 , (3) 

 

where 𝑊  denotes watermark, 𝑈𝐻𝑊 ,  𝑆𝐻𝑊  and 𝑉𝐻𝑊  are matrices with watermark 

information. In this embedding process, SVD is performed on the host image to obtain 

𝑆𝐻. Then the watermark is embedded into 𝑆𝐻 by adding 𝛼𝑊. Next, three matrices 

𝑈𝐻𝑊, 𝑆𝐻𝑊 and 𝑉𝐻𝑊
𝑇  are obtained by performing SVD again (Ansari et al., 2016; H.-

C. Ling et al., 2013; Makbol & Khoo, 2014). Therefore, this embedding process also 

suffers from FPP as only 𝑆𝐻 is used. 

To resolve FPP, different solutions are proposed such as using hash value for 

authentication (Loukhaoukha et al., 2011), principle component insertion (Ali & Ahn, 

2014a), digital signature insertion for authentication (Ansari et al., 2016; Makbol & 

Khoo, 2014) and image encryption schemes (Luo et al., 2016, 2018; Luo, Lin, et al., 

2019; Luo, Ouyang, et al., 2019). Specifically, in (Loukhaoukha et al., 2011), two 

hashing values are obtained by performing one-way hash function on matrix 𝑈𝑊 and 

𝑉𝑊, and then two hashing values are stored privately and used for authentication before 

beginning the process of watermark extraction. In (Ali & Ahn, 2014a), four singular 

values of transformed image are embedded with the principle components (matrix 

𝑈𝑊  and 𝑆𝑊 ) of transformed watermark to avoid FPP, but this scheme has poor 

imperceptibility and robustness. Therefore, differential evolution optimization 

algorithm is proposed to improve imperceptibility and robustness. In addition, the 

signature for authentication is used to address FPP (Ansari et al., 2016; Makbol & Khoo, 

2014; Singh & Singh, 2017). In their schemes, matrix 𝑈𝑊  and 𝑉𝑊  are used to 

generate digital signature. Then the digital signature is inserted into the transformed 

image or watermarked image to verify the authenticity, which can avoid FPP. However, 

according to the results in (Makbol & Khoo, 2014), recovered signature bits are poor 

under some attacks. In (Liu et al., 2019), the matrix 𝑈𝑊 and 𝑉𝑊 are encrypted by 

chaotic systems to resolve FPP and the original watermark can be extracted only using 

the correct keys. 

In addition, the trade-off between invisibility and robustness has also been 

investigated. Nature inspired optimization techniques such as firefly algorithm (Ali & 

Ahn, 2014b; Guo et al., 2017), particle swarm optimization (Aslantas et al., 2008), 

artificial bee colony (Ansari et al., 2016, 2017) and firefly optimization algorithm (Liu 

et al., 2019) are used to solve this problem. All of these bio-inspired algorithms are 

utilized to search the most suitable scaling factor for improving the imperceptibility and 

robustness. Inspired by the aforementioned approaches, a multi-scale and secure 

watermarking scheme is proposed in this work by combining IWT with SVD. The main 

contributions of this work are as follows. (1) An Optimized Authentication Mechanism 

(OAM) is designed to address the FPP, which can improve the security of the 

watermarking algorithm. (2) A novel Objective Evaluation Function (OEF) and Three-

dimension Optimal Mapping (TDOM) algorithm are proposed to facilitate searching 

the optimal scaling factors, which achieves a trade-off between invisibility and 
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robustness. (3) The limitation of fixed watermark size is eliminated in this scheme. 

Besides, the proposed algorithm is tested against various attacks and the results show 

that it has high robustness and good imperceptibility. 

The rest of this paper is arranged as follows. The descriptions of IWT and SVD are 

provided in Section 2. In Section 3, the watermarking method based on IWT-SVD, 

OAM and TDOM is proposed. Section 4 gives the experimental results and 

performance analysis. Section 5 presents the conclusion. 

2. Preliminaries 

2.1. Integer wavelet transform  

IWT can be perfectly constructed by using lifting schemes (Sweldens, 1998). 

Lifting scheme can be utilized for realizing the reconstruction of integer onto integer 

wavelet transform (Su et al., 2012). IWT is used in the mapped process, because IWT 

has some advantages in the data decomposition, such as no rounding error and 

reversibility property. Moreover, compared with classical wavelet transform, IWT is 

more efficient and faster (Pan et al., 2010). Similar to lifting scheme, IWT is consisted 

of three basic steps, including split, prediction and update (Jia et al., 2010). The detailed 

steps are illustrated in Figure 1. 

 

Update Predict Merge
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Figure 1. The steps of lifting and the inverse lifting. 

For the split operation, the original signal (𝑆) is divided into even samples set (𝑆𝑒) 

and odd sample set (𝑆𝑜). Then 𝑆𝑜 is predicted from the 𝑆𝑒 based on the predictor.  

By integrating the predicted 𝑆𝑜 and original 𝑆𝑒, a new 𝑆𝑒 is generated based on an 

updater. The new sample and original sample have the same feature. The inverse lifting 

steps are finished by reversing lifting steps, and the split is substituted for the merge. 

2.2. Singular value decomposition 

SVD is widely used in watermarking (Ali et al., 2015; Ali & Ahn, 2014a; Ansari et 

al., 2016; Vali et al., 2018), since it is a useful linear algebra matrix decomposition 

technology. For example, an image 𝐴 performs SVD, and left singular unitary matrix 

𝑈 , singular diagonal matrix 𝑆  and right singular unitary matrix 𝑉  are obtained. 

Matrix 𝑈 and 𝑉 follow the properties 𝑈𝑈T = 𝐼𝑛 and 𝑉𝑉T = 𝐼𝑛, where 𝐼𝑛 is unit 

matrix. Matrix 𝑆 contains singular values which are ordered in descend. If 𝑟(𝑟 ≤ 𝑛) 

represents the rank of 𝐴, the diagonal values are decided by 

 𝑑1 ≥ 𝑑2 ≥ ⋯ ≥ 𝑑𝑟＞𝑑𝑟+1＞𝑑𝑟+2 …＞𝑑𝑛=0, (4) 

where 𝑑𝑖 is the 𝑖𝑡ℎ singular value. 𝐴 is computed by 
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 𝐴 = ∑ 𝑑𝑖𝜇𝑖𝑣𝑖
𝑇𝑟

𝑖=1 ,  (5) 

 

where 𝜇𝑖 and 𝑣𝑖 represent the 𝑖𝑡ℎ column vector of 𝑈 and 𝑉, respectively. 

3. Proposed watermarking method 

In this section, the proposed watermarking scheme is introduced. The 

watermarking embedding algorithm and extraction algorithm are described in Section 

3.1 and 3.2, respectively. OAM is introduced in Section 3.3 and TDOM algorithm is 

detailed in Section 3.4. 

3.1. Watermarking embedding algorithm 

Firstly, the 𝑀 × 𝑀 host image 𝐻 is decomposed by 1-level IWT to obtain four 

sub-bands: 𝐿𝐿 , 𝐿𝐻 , 𝐻𝐿  and 𝐻𝐻 , where 𝐿𝐿  represents approximate details. 𝐿𝐻 

emphasizes vertical details. 𝐻𝐿  gives the horizontal details and 𝐻𝐻  provides the 

diagonal details. The size of each sub-band is 𝑀/2 × 𝑀/2 . All sub-bands are 

embedded watermark by multiplying different scaling factors in this work. Besides, the 

singular diagonal matrices of all sub-bands are obtained by SVD. Furthermore, 

according to the size of watermark, the singular diagonal matrices are divided into four 

non-overlapping matrices which are labelled as 𝑆𝑖_11, 𝑆𝑖_12, 𝑆𝑖_21 and 𝑆𝑖_22 (𝑖= 𝐿𝐿, 

𝐿𝐻 , 𝐻𝐿  or 𝐻𝐻 ). The size of 𝑆𝑖_11  is same as the size of watermark. Meanwhile, 

watermark is embedded into 𝑆𝑖_11. Hence, the watermark 𝑊 with the size of less than 

or equal to 𝑀/2 × 𝑀/2  can be embedded into the host image by the proposed 

algorithm. The embedding procedure is shown in Figure 2 and the embedding algorithm 

is described as the following steps. 

Step 1. The host image 𝐻 is decomposed with 1-level IWT to obtain four sub-

bands which are recorded as 𝑖. 

Step 2. Sub-band 𝑖 is decomposed by SVD, which is detailed by 

 

 𝑈𝑖𝑆𝑖𝑉𝑖
𝑇 = 𝑆𝑉𝐷(𝑖). (6) 

 

Step 3. Depending on the size of watermark, the matrix 𝑆𝑖 is divided into four 

non-overlapping matrices labelled as 𝑆𝑖_11, 𝑆𝑖_12, 𝑆𝑖_21 and 𝑆𝑖_22, respectively. The 

detailed process is introduced by 

 

 𝑆𝑖 = [
𝑆𝑖_11 𝑆𝑖_12

𝑆𝑖_21 𝑆𝑖_22
]. (7) 

 

Step 4. The watermark is embedded into 𝑆𝑖_11 by adding 𝛼𝑛𝑊 (where 𝑛=[1, 2], 

𝛼1  is used for 𝐿𝐿  sub-band, and 𝛼2  is used for other sub-bands). The detailed 

process is given by 

 

 𝑆𝑖
𝑤 = [

𝑆𝑖_11 + 𝛼𝑛𝑊 𝑆𝑖_12

𝑆𝑖_21 𝑆𝑖_22
]. (8) 
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Step 5. 𝑆𝑖
𝑤 is decomposed by SVD again by 

 

 𝑈𝑊𝑖𝑆𝑊𝑖𝑉𝑊𝑖
𝑇 = 𝑆𝑉𝐷(𝑆𝑖

𝑤). (9) 

 

Step 6. The new modified IWT sub-band 𝑖𝑤 is obtained by inverse SVD, which 

is defined by 

 

 𝑖𝑤 = 𝑈𝑖𝑆𝑊𝑖𝑉𝑖
𝑇 . (10) 

 

Step 7. The watermarked image 𝐻𝑤 is obtained by 

 

 𝐻𝑤 = 𝐼𝑊𝑇−1(𝑖w). (11) 

 

Step 8. The unique signature information is embedded into the watermarked image 

𝐻𝑤 using signature embedding process (Its generation process is detailed in Section 

3.3(a)). Later, the watermarked image with signature is obtained and labelled as 𝐻𝑠
𝑤. 

Host image

Watermark

S4. New 

singular values

S5. SVD on 

new singular 

values

S6. Inverse 

SVD

Watermarked 

image with 

signature

S8. Embed 

signature

Watermarked 
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S7. Inverse 1-

level IWT

S1. 1-level 

IWT

S2. SVD on 

sub-bands

S3. Singular 

values 

partition

 

Figure 2. Watermarking embedding procedure. 

3.2. Watermarking extraction algorithm 

In the extraction algorithm, the input is watermarked image with signature 𝐻𝑠
𝑤 

that may be attacked, and the output is watermark 𝑊𝐸. Before extracting watermark, 

OAM is applied to decide if watermarking extraction process is performed to avoid FPP 

(OAM is detailed in Section 3.3). The extraction procedure is shown in Figure 3. Non-

blind watermarking algorithm is used in this work, thus three matrices 𝑆𝑖_11, 𝑈𝑊𝑖 and 

𝑉𝑊𝑖 are required in extraction process. The extraction process is detailed as follows. 

Firstly, 𝐻𝑠
𝑤 is decomposed by performing 1-level IWT to get four sub-bands which 

are labelled as 𝑖w . Then, 𝑖w  is decomposed into three matrices by 𝑈𝑖
𝑤𝑆𝑖

𝑤𝑉𝑖
𝑤𝑇 =

𝑆𝑉𝐷(𝑖𝑤). 𝑈𝑊𝑖, 𝑆𝑖
𝑤 and 𝑉𝑊𝑖 are used to perform inverse SVD to obtain matrix 𝑚𝑖

𝑤 

which contains watermark information, i.e. 𝑚𝑖
𝑤 = 𝑈𝑊𝑖𝑆𝑖

𝑤𝑉𝑊𝑖
𝑇 . Matrix 𝑚𝑖

𝑤 is divided 

into four non-overlapping matrices of 𝑚𝑖_11
𝑤  , 𝑚𝑖_12 , 𝑚𝑖_21  and 𝑚𝑖_22 . Finally, the 

embedded watermark is extracted by 𝑊𝑖
𝐸 = (𝑚𝑖_11

𝑤 − 𝑆𝑖_11)/𝛼𝑛. 
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Figure 3. Watermarking extraction procedure. 

3.3. The optimized authentication mechanism  

OAM is applied in this work to resolve FPP. The digital signature is generated by 

using 𝑈𝑊𝑖, 𝑉𝑊𝑖 and 𝐵 (a binary array). Then, the generated signature is embedded 

into the watermarked image. Before the watermark is extracted, the digital signature is 

extracted to verify whether the extracted digital signature is equal to the embedded one. 

If they are identical, watermarking extraction process is performed. Otherwise, the 

watermarking extraction process is terminated. OAM includes signature generation, 

embedding and extraction processes. 

(a). Signature generation process. Hash function is named as digest functions 

with the purpose of extracting a string with a fix bit length into a message, and it plays 

a major role in the file of information security (Araghi et al., 2018). Due to the 

irreversibility of hash function, a unique digital signature can be generated by using 

hash function. As a traditional hash function, SHA-1 (Secure Hash Algorithm 1) is a 

cryptographic hash function which takes an input and generates a 160-bit (20-byte) hash 

value and it always regarded as a hexadecimal number ( 40 digits long) (X. Wang et al., 

2018). Therefore, SHA-1 function is applied to this work to get a hash value of 160 bits. 

Specifically, as 𝑆𝑖 is used to embed watermark, 𝑈𝑊𝑖 and 𝑉𝑊𝑖 are generated in this 

procedure. The signature is generated by using 𝑈𝑊𝑖 , 𝑉𝑊𝑖  and 𝐵 . The signature 

generation process is provided as follows. Firstly, matrix 𝑈𝑊𝑖 and 𝑉𝑊𝑖 with the size 

of 𝑀/2 × 𝑀/2  are reshaped into one-dimensional sequence with the size of 1 ×

𝑀/2 × 𝑀/2. Afterwards, two hashing values 𝑆𝑖𝑔𝑈𝑖 and 𝑆𝑖𝑔𝑉𝑖 are calculated by 

 

 𝑆𝑖𝑔𝑈𝑖 = 𝐻𝑎𝑠ℎ(𝑈𝑊𝑖, 𝑆𝐻𝐴1), (12) 

 

and  

 

 𝑆𝑖𝑔𝑉𝑖 = 𝐻𝑎𝑠ℎ(𝑉𝑊𝑖 , 𝑆𝐻𝐴1). (13) 

 

Besides, 𝑆𝑖𝑔𝑈𝑖  and 𝑆𝑖𝑔𝑉𝑖  are mapped into their corresponding binary values, and 

𝑅𝑖 = 𝑆𝑖𝑔𝑈𝑖 ⊕ 𝑆𝑖𝑔𝑉𝑖 is performed to gain 𝑅𝑖, where ⊕ is XOR operation. Further, 

XOR operation is performed again between 𝑅𝑖 by 𝑅 = 𝑅𝐿𝐿 ⊕ 𝑅𝐿𝐻 ⊕ 𝑅𝐻𝐿 ⊕ 𝑅𝐻𝐻. A 

binary matrix 𝐵 is selected whose dimension is same as 𝑅. Finally, the first 8 bits of 

𝑅𝑓𝑖𝑛𝑎𝑙  is used as the digital signature, and 𝑅𝑓𝑖𝑛𝑎𝑙  is obtained by performing XOR 

operation between 𝑅 and 𝐵 via 𝑅𝑓𝑖𝑛𝑎𝑙 = 𝑅 ⊕ 𝐵. 

(b). Signature embedding process. Based on the analyses in previous subsections, 

the watermarking scheme by combining wavelet transformation and matrix 



9 
 

decomposition has a very strong robustness against different attacks. Therefore, the 

robustness and visual quality of watermarked image are not affected significantly after 

embedding the digital signature, and the algorithm based on DWT-SVD is a good 

choice to embed the signature (Araghi et al., 2018; Khoo et al., 2016; Thakkar & 

Srivastava, 2017). The signature embedding process is as follows. Initially, the 

watermarked image 𝐻𝑤 is decomposed by 2-level DWT to gain 𝐿𝐿 sub-band, and 

𝐿𝐿 is divided into 4× 4 non-overlapping blocks. Besides, standard deviations of each 

block is calculated and sorted in descending order, and first eight blocks are selected to 

embed signature, which results in high imperceptibility (Kazemivash & Moghaddam, 

2017). Finally, selected blocks are decomposed by SVD. Signature bits are embedded 

into the watermarked image by modifying the values in matrix 𝑈 (Fan et al., 2008). 

When the signature bit is 1 and the absolute values of (𝑈2,1 − 𝑈3,1 ) are less than 

threshold 𝑇, 𝑈2,1 and 𝑈3,1 are modified by 

 

 {
𝑈2,1

′ = 𝑠𝑖𝑔𝑛(𝑈2,1) × (𝑈𝑎𝑣𝑒 + 𝑇/2)

𝑈3,1
′ = 𝑠𝑖𝑔𝑛(𝑈3,1) × (𝑈𝑎𝑣𝑒 − 𝑇/2)

, (14) 

 

where 𝑈𝑎𝑣𝑒 = (|𝑈2,1| + |𝑈3,1|)/2. When the signature bit is 0 and the absolute value 

of (𝑈2,1 − 𝑈3,1) is greater than threshold 𝑇, 𝑈2,1 and 𝑈3,1 are modified by 

 

 {
𝑈2,1

′ = 𝑠𝑖𝑔𝑛(𝑈2,1) × (𝑈𝑎𝑣𝑒 − 𝑇/2)

𝑈3,1
′ = 𝑠𝑖𝑔𝑛(𝑈3,1) × (𝑈𝑎𝑣𝑒 + 𝑇/2)

. (15) 

 

After these steps, 𝑈2,1 and 𝑈3,1 of each selected block are modified. Therefore, new 

𝐿𝐿 sub-band is obtained when selected blocks are performed by inverse SVD. Finally, 

the watermarked image with signature 𝐻𝑠
𝑤 is obtained by inverse 2-level DWT. 

(c). Signature extraction process. The signature embedding procedure is a blind 

solution. Hence, the embedded signature is easy to extract without depending on other 

information. Firstly, the watermarked image with signature 𝐻𝑠
𝑤 is decomposed by 2-

level DWT to get 𝐿𝐿  sub-band. Then, 𝐿𝐿  sub-band is divided into 4 × 4  non-

overlapping blocks, and eight blocks containing signature bits are selected. Selected 

blocks are executed via SVD and the signature bits are extracted by 

 

 𝑠𝑖𝑔𝑛𝑎𝑡𝑢𝑟𝑒(𝑧) = {
0, 𝑖𝑓 𝑈2,1 > 𝑈3,1

1, 𝑖𝑓 𝑈2,1 ≤ 𝑈3,1
, (16) 

 

where 𝑧 = 1,2 … ,8 is the signature bit. 

3.4. Three-dimensional optimal mapping 

As mentioned in section 1, 𝛼𝑛 is related to the balance of imperceptibility and 

robustness. The greater 𝛼𝑛, the stronger robustness and the lower invisibility. TDOM 

is proposed to search the optimal 𝛼𝑛 faster. The details of TDOM is summarized as 

follows. Firstly, two evaluation indicators of invisibility and robustness are used to 
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construct OEF. Peak Signal Noise Ratio (PSNR) and Structural Similarity Index 

Measure (SSIM) are used to measure the invisibility. The definition of PSNR is 

expressed by 

 

 𝑃𝑆𝑁𝑅(𝐻, 𝐻𝑤) = 10lg
𝐻𝑚𝑎𝑥

2

𝑀𝐸𝑆
, (17) 

 

where 𝐻max is maximum pixel value of 𝐻, and 𝑀𝐸𝑆 is mean square error between 

𝐻 and 𝐻𝑤. 𝑀𝐸𝑆 is defined by 

 

 𝑀𝐸𝑆 =
1

𝑀2
∑ ∑[𝐻(𝑖, 𝑗) − 𝐻𝑤(𝑖, 𝑗)]2,

𝑀

𝑗=1

𝑀

𝑖=1

 (18) 

 

where 𝑀 is the side length of 𝐻 and 𝐻𝑤. Moreover, 𝑆𝑆𝐼𝑀 is defined by 

 

 𝑆𝑆𝐼𝑀(𝐻, 𝐻𝑤) =
(𝜇𝐻𝜇𝐻𝑤 + 𝑐1)(𝜎𝐻𝐻𝑤 + 𝑐2)

(𝜇𝐻
2 + 𝜇𝐻𝑤

2 + 𝑐1)(𝜎𝐻
2 + 𝜎𝐻𝑤

2 + 𝑐2)
, (19) 

 

where 𝜇𝐻 and 𝜇𝐻𝑤 are the averages of 𝐻 and 𝐻𝑤, 𝜎𝐻
2 and 𝜎𝐻𝑤

2  are variances of 

𝐻  and 𝐻𝑤 , 𝜎𝐻𝐻𝑤  is the covariance between 𝐻  and 𝐻𝑤 , 𝑐1  and 𝑐2  are two 

variables. The robustness is evaluated using Normalized Correlation (NC), and it is 

defined by 

 

 
𝑁𝐶(𝑊, 𝑊𝑖

𝐸) =
∑ ∑ 𝑊(𝑖, 𝑗)𝑁

𝑗=1 ∙ 𝑊𝑖
𝐸(𝑖, 𝑗)𝑁

𝑖=1

√∑ ∑ [𝑊(𝑖, 𝑗)]2𝑁
𝑗=1

𝑁
𝑖=1 ∙ √∑ ∑ [𝑊𝑖

𝐸(𝑖, 𝑗)]2𝑁
𝑗=1

𝑁
𝑖=1

, 
(20) 

 

where 𝑁  denotes the side length of 𝑊 , (𝑖, 𝑗)  represents the coordinates of the 

watermark. Therefore, a new OEF is constructed using 𝑃𝑆𝑁𝑅, 𝑆𝑆𝐼𝑀 and 𝑁𝐶, which 

is given by 

 

 

𝐹(𝛽𝑥, 𝛾𝑦) =
1

𝑃𝑆𝑁𝑅(𝐻, 𝐻𝑠
𝑤)

+
1

𝑆𝑆𝐼𝑀(𝐻, 𝐻𝑠
𝑤)

+ [1

−
∑ 𝑁𝐶𝑎𝑣𝑒(𝑊, 𝑊𝑖

𝐸𝑘)𝑘
𝑡=1

𝐾
], 

(21) 

 

where 𝛽𝑥 (𝑥 = 1,2, . . , s ) and 𝛾𝑦 (𝑦 = 1,2, . . , 𝑡 ) are the scaling factor arrays, 𝑊𝑖
𝐸𝑘  is 

the extracted watermark from 𝐾𝑡ℎ attacks, 𝐾 is the amount of attacks applied to the 

𝐻𝑠
𝑤, 𝑁𝐶𝑎𝑣𝑒 represents the average NC of four extracted watermarks and it is calculated 

by 𝑁𝐶𝑎𝑣𝑒(𝑊, 𝑊𝑖
𝐸) = ∑ 𝑁𝐶(𝑊, 𝑊𝑖

𝐸) /4. 

According to the equation (21), the 𝑃𝑆𝑁𝑅 , SSIM and 𝑁𝐶𝑎𝑣𝑒  are inversely 

proportional with 𝐹, and 𝐹 decrease as the 𝑃𝑆𝑁𝑅, SSIM and 𝑁𝐶𝑎𝑣𝑒 increase. The 
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great PSNR, SSIM and 𝑁𝐶𝑎𝑣𝑒 mean that the excellent outperformance can be obtained. 

Moreover, each 𝐹 is calculated based on 𝛽𝑥 and 𝛾𝑦, e.g., 𝐹1 = 𝐹(𝛽1, 𝛾1) or 𝐹2 =

𝐹(𝛽1, 𝛾2) and 𝐹 = [𝐹1, 𝐹2, 𝐹3, … , 𝐹𝑠×𝑡]. If 𝐹𝑚𝑖𝑛 (the minimum value) is found in 𝐹, 

two corresponding values in arrays 𝛽𝑥 and 𝛾𝑦 are obtained according to 𝐹𝑚𝑖𝑛. This 

process is named as TDOM algorithm. According to the equation (21), the specific 

initial ranges of arrays 𝛽𝑥  and 𝛾𝑦 , and various attacks should be determined. In 

(Makbol & Khoo, 2014), the scaling factors 𝛼1 =0.05 and 𝛼2 =0.005 are selected 

directly. Therefore, based on these previous works, the range of 0.03~0.06 with a step 

of 0.01 is set for 𝛽𝑥, and the range of 0.002~0.008 with a step of 0.001 is set for 𝛾𝑦. 

𝛼1 is found in 𝛽𝑥 and used in 𝐿𝐿 sub-band, while 𝛼2 is found in 𝛾𝑦 and used in 

other sub-bands. Furthermore, various attacks include No Attack (NA), Gaussian Noise 

(GN), Speckle Noise (SN), Salt & Peppers Noise (SPN), Average Filter (AF), Wiener 

Filter (WF), Gaussian Low-Pass Filter (GLPF), Median Filters (MF), JPEG 

compression (JPEG), JPEG2000 compression (JPEG2000), Rescaling (RE), Cropping 

(CR), Motion Blur (MB), Sharping (SH), Rotation (RO), Histogram Equalization (HE), 

Gamma Correction (GC) and Contrast Adjustment (CA). The flow chart of TDOM is 

shown in Figure 4. Firstly, the specific initial ranges of 𝛽𝑥 and 𝛾𝑦 are set 0.03~0.06 

and 0.002~0.008, respectively. For a pair of values in 𝛽𝑥 and 𝛾𝑦, the PSNR, SSIM and 

NCs are calculated after the 𝐻𝑠
𝑤  is under aforementioned attacks. Then, a F is 

calculated using equation (21). Repeat these steps until the last 𝛽𝑥 and 𝛾𝑦 are used, 

and an array F is obtained. Then the 𝐹𝑚𝑖𝑛 is found in array F, and two corresponding 

values in 𝛽𝑥 and 𝛾𝑦 are obtained, which are assigned to 𝛼1 and 𝛼2. The previous 

𝛼1 and 𝛼2 are used as optimal scaling factors in this algorithm. 

The optimal 

scaling factors α1 

and α2

Initialize the arrays ranges of βx and γy Watermarked image with signature

Attack K

Perform watermarking extraction

Calculate the PSNR, SSIM and NCaveCompute the value of  F and save it

The last 
  βx and γy ？

Attack 1
Update the values 

of αx and αy

Stop and find the 

minimum value 

Fmin 

Attack 2

Extracted 

watermark K

Extracted 

watermark 2

Extracted 

watermark 1

Yes

No

...

 

Figure 4. The scaling factors optimization. 

4. Experiment results and analysis 

In this section, the performance about invisibility and robustness of the proposed 

scheme is evaluated. Before testing, the specific optimal scaling factors are found by 

using TDOM. Then, the best values of 𝑃𝑆𝑁𝑅, SSIM and 𝑁𝐶 are calculated with the 

help of optimal scaling factors. In addition, the robustness and the security of this 

scheme are further verified by using different attack types. Finally, the performance of 

proposed method is compared with related works. More than ten gray-scale images are 
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tested. In this paper, only three commonly host images (“Man”, “Lena” and “Pepper” 

with size of 512 × 512) and two gray-scale watermarks (labelled by “𝑊1” and “𝑊2” 

with sizes of 256 × 256, 128 × 128 and 64 × 64) are selected. All test images are 

illustrated in Figure 5. 

(b) (c) (d)

(f)

(g)(a)

(h)

(i)

(e)

 

Figure 5. Host images. (a) Man; (b) Lena; (c) Pepper; Watermark images. (d-f) 𝑊1; (g-i) 𝑊2. 

4.1. Security test 

In some SVD-based watermarking schemes, FPP is a main problem because the 

information (matrix 𝑈𝑊 and 𝑉𝑊) is required by the watermarking extraction process. 

However, many SVD-based schemes cannot resolve the FPP (Lagzian et al., 2011; H.-

C. Ling et al., 2013). Therefore, to enhance security of the proposed watermarking 

scheme, OAM is proposed to address it. In OAM, the signature including 8 bits are 

embedded into the watermarked image. If the recovered signature bits are not changed, 

it proves that the algorithm is highly secure. Table I shows the recovered signature bits 

comparison under different attacks. From the results, the signature bits cannot be 

completely recovered under CR (20 pixels each side) and RO (45 degree), but the 

signature bits can be completely recovered under other attacks. Compared with 

(Makbol & Khoo, 2014; Vali et al., 2018), the recovered results by OAM is the same as 

their works under different attacks. However, in some attacks, the recovered digital 

signature is more effective than the comparison schemes. For example, under RE (0.5) 

and JPEG (QF = 50), only 5-bit and 7-bit or 8-bit can be recovered in (Makbol & Khoo, 

2014), while it can be completely recovered using OAM. Moreover, only 6-bit can be 

recovered under CR (10 pixels one side) in (Vali et al., 2018), while it can be completely 

recovered utilizing OAM. Specifically, different from the scheme of (Makbol & Khoo, 

2014) in which only 𝑈2,1 of 𝑈 matrix of 1-level wavelet sub-band 𝐿𝐿 is used, the 

signature bits are embedded by slightly modifying the value of the 𝑈2,1 and 𝑈3,1 of 

𝑈 matrix of 2-level wavelet sub-band 𝐿𝐿 in this work. Besides, some related works 

have proved that there exists a strong correlation between the 𝑈2,1  and 𝑈3,1  of 𝑈 

matrix when SVD is used in the watermarking and it makes suitable for embedding 

binary data (Su et al., 2013). Moreover, the blind extraction scheme by combining 2-

level DWT and SVD can resist against most types of attacks (Vali et al., 2018). 

Therefore, the method with OAM in this work can recover bits efficiently, and it 

demonstrates the security of this work can be significantly improved. 

Table I. Recovered signature bits compared with (Makbol & Khoo, 2014; Vali et al., 2018). 

Attack 
Number of recovered bits 

(Makbol & (Vali et al., In this 
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Khoo, 2014) 2018) work 

NA 8 8 8 

GN (0.005) - 8 8 

GN (0.01) 8 8 8 

SN (0.01) 8 8 8 

SPN (0.01) 8 8 8 

AF (3 × 3) - - 8 

WF (3 × 3) 8 - 8 

WF (5 × 5) - 8 8 

GLPF (3 × 3) - - 8 

GLPF (5× 5) - 8 8 

MF (3 × 3) 8 - 8 

MF (5 × 5) - 8 8 

JPEG (QF = 10) - 8 8 

JPEG (QF = 50) 7 or 8 - 8 

JPEG2000 (CR = 12) - - 8 

RE (0.5) 5 8 8 

CR (20 pixels each side) 7 - 7 

CR (10 pixels one side) - 6 8 

MB (Theta=4, Len=7) - - 8 

SH (0.8) - 8 8 

RO (45 degree) 5 5 5 

HE - 8 8 

GC (0.8) 8 - 8 

CA (20%) - - 8 

4.2. Invisibility analysis 

Imperceptibility represents that the embedded information, including the 

watermark and digital signature, is imperceptible via the human visual system. 

Imperceptibility is measured by PSNR and SSIM. Generally, a minimum PSNR with 

37dB  proves that the embedded watermark is not seen through the human visual 

system. Moreover, when the minimum SSIM is 0.93, the watermarked image is slightly 

different with the host image (Ansari et al., 2017). The PSNR and SSIM are calculated 

after two watermarks “𝑊1” and “𝑊2” are embedded into three host images, respectively. 

Table II lists the PSNRs and SSIMs before and after embedding the digital signature 

when the watermark image is no attacked. According to the results of Table II, the 

PSNRs of many test images are above 45dB, and some of them even reach 48dB. 

Moreover, the SSIMs are greater than 0.99, which shows that both of the PSNRs and 

SSIMs are greater than the acceptable values in this paper. Moreover, the average 

change of PSNR before and after the digital signature is embedded into the watermarked 

image is 0.4266, and SSIM is 0.0008. Therefore, the distortion of host image is small 

and the embedded watermark cannot be seen by the human visual system, i.e. the 

proposed scheme has an excellent imperceptibility. 
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Table II. The PSNRs and SSIMs before and after embedding the digital signature when 

the watermark image is not attacked. 

Host image Watermark 
PSNR (dB) SSIM 

Before After Before After 

Man 

𝑊1(𝑑) 47.7781 47.6514 0.9963 0.9962 

𝑊1(𝑒) 48.4169 48.3186 0.9964 0.9962 

𝑊1(𝑓) 48.4526 48.3887 0.9963 0.9961 

𝑊2(𝑔) 46.1845 46.0774 0.9957 0.9956 

𝑊2(ℎ) 47.5738 47.4375 0.9960 0.9958 

𝑊2(𝑖) 48.1556 48.0316 0.9961 0.9959 

Lena 

𝑊1(𝑑) 47.6219 46.9649 0.9954 0.9942 

𝑊1(𝑒) 48.4969 47.7091 0.9956 0.9943 

𝑊1(𝑓) 48.6838 47.8895 0.9955 0.9943 

𝑊2(𝑔) 45.9090 45.4373 0.9947 0.9935 

𝑊2(ℎ) 47.4999 46.8647 0.9950 0.9938 

𝑊2(𝑖) 48.2443 47.3191 0.9951 0.9936 

Pepper 

𝑊1(𝑑) 47.5385 46.9811 0.9951 0.9942 

𝑊1(𝑒) 48.3323 47.7700 0.9953 0.9945 

𝑊1(𝑓) 48.5297 48.0192 0.9954 0.9946 

𝑊2(𝑔) 45.9330 45.6259 0.9945 0.9938 

𝑊2(ℎ) 47.3868 46.8825 0.9948 0.9940 

𝑊2(𝑖) 48.1055 47.7961 0.9949 0.9940 

 Average 47.7135 47.2869 0.9955 0.9947 

4.3. Robustness analysis 

With being intentionally or unintentionally modified, robustness refers to the 

ability of a watermarked image to retain watermark information. Generally, the range 

of NC is from 0 to 1. When NC is equal to 1, it means that the extracted watermark is 

identical with the original watermark. In this work, two watermarks “𝑊1” and “𝑊2” are 

embedded into three host images, and the NCs of the extracted watermark are 1.0000 

when the watermarked images are not attacked, i.e. watermark synchronization (Liu et 

al., 2019). The robustness is further analysed by using different attacks which are given 

in section 3.4. Specifically, Table III shows the extracted watermark “𝑊1(𝑑)” from the 

watermarked image “Lena” after suffering from several different attacks including GN 

(0.01), SN (0.01), SPN (0.01), WF (3 × 3), MF (3 × 3), JPEG (QF = 50), RE (2), CR 

(20 pixels each side), RO (45 degree), HE, GC (0.8) and GA (20%). In addition, the 

average NCs of four sub-bands under various attacks for host images “Man ”, “Lena ” 

and “Pepper” are shown in Figure 6, Figure 7 and Figure 8, respectively. As shown in 

Table III, the extracted watermarks “𝑊1(𝑑)” from each sub-band of watermarked image 

“Lena” are clearly visible, and their corresponding NCs are larger than 0.94. The results 

indicate the proposed scheme has strong robustness under different attacks. In Figure 6, 

almost all the average NCs are greater than 0.95 for host image “Man”. Similar results 

are obtained in other images and the corresponding average NCs are shown in Figure 7 
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and Figure 8, and their average NCs are larger than 0.92. Thus, the aforementioned 

results certify the proposed scheme has high robustness. 

Table III. Watermarked image with signature and the extracted watermarks under different 

attacks. 
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Figure 6. Average NCs of four sub-band under various attacks for host image “Man” and 

watermarks “𝑊1” and “𝑊2”, and a~r represent GN (0.01), SN (0.01), SPN (0.01), AF (3 × 3), 

WF (3 × 3), GLPF (3 × 3), MF (3 × 3), JPEG (QF = 50), JPEG2000 (CR = 12), RE (0.5), 

RE (2), CR (20 pixels each side), MB (Theta=4, Len=7), SH (0.8), RO (45 degree), HE, GC 

(0.8), CA (20%), respectively. 

 

Figure 7. Average NCs of four sub-band under various attacks for host image “Lena” and 

watermarks “𝑊1” and “𝑊2”, and a~r represent GN (0.01), SN (0.01), SPN (0.01), AF (3 × 3), 

WF (3 × 3), GLPF (3 × 3), MF (3 × 3), JPEG (QF = 50), JPEG2000 (CR = 12), RE (0.5), 

RE (2), CR (20 pixels each side), MB (Theta=4, Len=7), SH (0.8), RO (45 degree), HE, GC 

(0.8), CA (20%), respectively. 
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Figure 8. Average NCs of four sub-band under various attacks for host image “Pepper” and 

watermarks “𝑊1” and “𝑊2”, and a~r represent GN (0.01), SN (0.01), SPN (0.01), AF (3 × 3), 

WF (3 × 3), GLPF (3 × 3), MF (3 × 3), JPEG (QF = 50), JPEG2000 (CR = 12), RE (0.5), 

RE (2), CR (20 pixels each side), MB (Theta=4, Len=7), SH (0.8), RO (45 degree), HE, GC 

(0.8), CA (20%), respectively. 

The robustness should be further evaluated by using various attacks with dynamic 

parameters. Figure 9 shows the average NCs of four sub-bands under various attacks 

with different parameters. Figure 9(a), (b) and (c) are GN, SN and SPN, and their noise 

variances are in the range of 0.1 to 0.5 with step of 0.05. For Figure 9 (a), (b) and (c), 

as the noise parameter increases, the average NCs of the extracted watermark gradually 

decrease. But the reduction is not great. In addition, under same intensity attack, since 

different watermarks are embedded, the average NCs of the extracted watermarks will 

be slightly different. But, in general, the average NCs of all test images are above 0.93. 

Figure 9(d), (e) and (f) are WF, GLPF and MF, and their filter size is set from 2× 2 to 

10× 10  with a step 1× 1 . In Figure 9 (d), as the WF’s filter window parameters 

increase, the average NCs of the extracted watermark are not changed much. Moreover, 

the average NCs of different filter window parameters are close to 1. For Figure 9 (e), 

as the GLPF’s filter window parameters increase, the average NCs of the extracted 

watermark are not changed much. However, when the GLPF’s filter window is odd 

parameter, the average NCs are slightly higher than the even filter window parameter. 

Besides, the average NCs are close to 1 under odd filter window parameter. In Figure 9 

(f), as the MF’s filter window parameter increases, the average NCs of the extracted 

watermark gradually decrease. But the reduction is not obvious. Even the MF’s filter 

window parameter is set to 10× 10 , almost all the average NCs of the extracted 

watermark are greater than 0.95. Figure 9(g) is JPEG compression with the quality 

factor varied from 10 to 90 with step of 10. As the quality factor increases, the average 

NCs of the extracted watermark are closer to 1. Moreover, even QF = 10, the average 

NCs of all test images are also greater than 0.96. Figure 9(g) is RO whose rotation angle 

varied from 5 degree to 50 degree with step of 5 degree. The average NCs of the 

extracted watermark are hardly affected by the rotation angle and the average NCs are 

larger than 0.97. Therefore, the results certify that the proposed scheme achieves a 

satisfactory performance. 
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Figure 9. Average NCs of each sub-band under various attacks with different parameters. (a) 

GN; (b) SN; (c) SPN; (d) WF; (e) GLPF; (f) MF; (g) JPEG; (h) RO. 

4.4. Performance comparison 

In this section, the performance of this paper is compared with related works, and 

Table IV shows the general comparison of this work with four state-of-the-art schemes 

(Ansari et al., 2016; Liu et al., 2019; Makbol et al., 2017b; Makbol & Khoo, 2014). 

From the Table IV, the types of watermarking algorithms designed in this work and 
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other comparative works are non-blind algorithms, which are designed based on 

wavelet transform and SVD. Similar to (Makbol & Khoo, 2014), four sub-bands 

obtained by conducting wavelet transformation are utilized to embed the watermark in 

this work. In (Ansari et al., 2016), 𝐿𝐿, 𝐿𝐻 and 𝐻𝐻 are used, while only 𝐿𝐿 is used 

in (Liu et al., 2019; Makbol et al., 2017b). Moreover, the singular matrix is used to 

embed watermark in all schemes. Besides, the FPP is resolved in those schemes. It is 

worth noting that the proposed scheme can be used for watermarks with a size equal to 

or less than 256× 256, while only three fixed-size watermarks including 256× 256, 

128× 128  and 64× 64  can be applied in (Liu et al., 2019). The remaining three 

schemes are only suitable for watermarks with size of 256 × 256 . Therefore, the 

applicability of the proposed watermarking scheme is more flexible. The performance 

of proposed watermarking algorithm and other approaches is compared as follows.  

In order to obtain reasonable comparison results for invisibility, 512 × 512 host 

images and 256 × 256  watermarks are utilized to test. Table V presents the 

comparisons results of PSNR with other watermarking techniques (Ansari et al., 2016; 

Liu et al., 2019; Makbol et al., 2017b; Makbol & Khoo, 2014). PSNRs of this work are 

noticeably higher than other approaches for three host images. Especially, the average 

PSNR of (Liu et al., 2019) is only 38.1458dB, and the average PSNR is 47.1991dB in 

this work. When only the 𝐿𝐿 sub-band is used to embed the watermark, the PSNR of 

watermarked image with signature even reach 50.1099dB. Thus, the transparency of 

this algorithm is better than other approaches. Furthermore, Table VI, Table VII, Table 

VIII and Table IX show the robustness comparisons with other works, respectively. 

Specifically, Table VI shows the NC comparisons with (Makbol & Khoo, 2014) for host 

“Lena” and watermark “𝑊1(𝑑)”. The NCs of the watermarks extracted from four sub-

bands are greater than (Makbol & Khoo, 2014). Especially under SN (0.01) and SPN 

(0.01), the NCs of the extracted watermarks from four sub-bands are above 0.94 using 

the proposed scheme, and the minimum NC of (Makbol & Khoo, 2014) is 0.8067. Table 

VII shows the NC comparisons with (Liu et al., 2019) for host “Lena” and watermark 

“𝑊2(𝑔)”. When only the 𝐿𝐿 sub-band is used to embed watermark, the NC values of 

extracted watermark are greater than (Liu et al., 2019) under different attacks. Moreover, 

when all sub-bands are used to embed watermark, the average NC values from all the 

sub-bands are still higher than (Liu et al., 2019), and the watermark capacity is four 

times than that of (Liu et al., 2019). Table VIII shows NC comparisons with (Ansari et 

al., 2016) for host “Man” and watermark “ 𝑊1(𝑑) ”. The NCs of the extracted 

watermarks from the three sub-bands using the proposed scheme are higher than 

(Ansari et al., 2016). Especially under GN (0.005), the minimum NC is 0.9660 in this 

work, and the minimum NC is 0.8054 in (Ansari et al., 2016). Table IX shows NC 

comparisons with (Makbol et al., 2017a) for host “Pepper” and watermark “𝑊1(𝑑)”. 

From the comparisons results, whether only 𝐿𝐿 sub-band or four sub-bands are used 

to embed watermark, the NCs of this work are greater than (Makbol et al., 2017a) under 

various attacks. Moreover, the watermark capacity of this work is four times than that 

of (Makbol et al., 2017a) when four sub-bands are embedded with watermark. 

According the above comparison results, it proves that the proposed watermarking 

scheme outperforms other approaches in both invisibility and robustness, which are 
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mainly because of the use of TDOM. Specifically, when the TDOM is used to search 

the optimal scaling factors, a variety of different attacks would be applied to use in OEF 

to conduct experiments. Then a good robustness of the extracted watermark can be 

completed even under different attacks. That is, the optimal scaling factors searched by 

TDOM can be different for different sizes of watermark. For example, as for a smaller 

size watermark, the optimal scaling factors searched by TDOM will increase, which 

can improve the robustness of extracted watermark without affecting the 

imperceptibility to some extent. Therefore, the robustness of this scheme is relatively 

high. 

Table IV. Comparison of this work and other schemes. 

Description 

(Makbol & 

Khoo, 

2014) 

(Liu et al., 

2019) 

(Ansari et 

al., 2016) 

(Makbol et 

al., 2017a) 
This work 

Scheme 

type 
Non-blind Non-blind Non-blind Non-blind Non-blind 

Main 

scheme 
IWT+SVD 

DWT+HD 

+SVD 
IWT+SVD IWT+SVD IWT+SVD 

Sub-bands 

used 
All LL LL+LH+HL LL All / LL 

Insertion in   𝑆 matrix 𝑆 matrix 𝑆 matrix 𝑆 matrix 𝑆 matrix 

Host image 

size 
512× 512 512× 512 512× 512 512× 512 512× 512 

Watermark 

size 
256× 256 

256× 256, 

128× 128, 

64× 64 

256× 256 256× 256 Any size 

FPP No No No No No 

 

Table V. PSNRs of this work and other schemes [unit: dB].  

Image 

(Makbol 

& Khoo, 

2014) 

(Liu et al., 

2019) 

(Ansari 

et al., 

2016) 

(Makbol 

et al., 

2017a) 

In this work 

All sub-

bands  

LL sub-

band 

Man 42.3562  44.4263  47.6514 50.4833 

Lena 43.6769 38.1621 45.0326 42.9245 46.9649 50.2342 

Pepper 43.4763 38.1295 44.8923 42.9477 46.9811 49.6123 

Average 43.1698 38.1458 44.7837 42.9361 47.1991 50.1099 

 

Table VI. NCs of (Makbol & Khoo, 2014) and this work for host “Lena” and watermark 

“𝑊1(𝑑)”. 

Attack 
(Makbol & Khoo, 2014) In this work 

LL LH HL HH LL LH HL HH 
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GN (0.01) 0.9360 0.8998 0.8207 0.8959 0.9749 0.9789 0.9585 0.9775 

SN (0.01) 0.9720 0.8656 0.8067 0.8995 0.9906 0.9730 0.9481 0.9785 

SPN 

(0.01) 
0.9710 0.8820 0.8234 0.9084 0.9903 0.9754 0.9521 0.9794 

MF (3× 3) 0.9890 0.9758 0.9725 0.9704 0.9968 0.9928 0.9935 0.9943 

WF (3× 3) 0.9890 0.9772 0.9737 0.9495 0.9972 0.9937 0.9941 0.9933 

GLPF (3×

3) 
0.9910 0.9324 0.9735 0.9770 0.9977 0.9886 0.9944 0.9956 

JPEG 

(QF=30)  
0.9980 0.9701 0.9773 0.8967 0.9993 0.9938 0.9942 0.9873 

RE (0.5) 0.9840 0.8995 0.8753 0.9043 0.9954 0.9733 0.9690 0.9811 

RE (2) 0.9980 0.9854 0.9834 0.9664 0.9991 0.9963 0.9960 0.9951 

CR (30 

columns) 
0.9840 0.9868 0.9705 0.9870 0.9977 0.9977 0.9981 0.9987 

RO (45 

degree) 
0.9770 0.9773 0.8983 0.9660 0.9932 0.9927 0.9705 0.9892 

GC (0.6) 0.9840 0.9880 0.9847 0.9859 0.9928 0.9902 0.9903 0.9871 

 

Table VII. NCs of (Liu et al., 2019) and this work for host “Lena” and watermark “𝑊2(𝑔)”. 

Attacks (Liu et al., 2019) 
In this work 

NCave NCLL 

GN (0.001) 0.9864 0.9958 0.9982 

MF (3× 3) 0.9685 0.9946 0.9964 

WF (3× 3) 0.9682 0.9938 0.9968 

GLPF (3× 3) 0.9749 0.9952 0.9973 

AF (3× 3) 0.9294 0.9684 0.9920 

RE (0.25) 0.9269 0.9304 0.9991 

CR (2%) 0.9823 0.9988 0.9996 

HE 0.9924 0.9965 0.9966 

MB (Theta=4, Len=7) 0.8322 0.9825 0.9910 

RO (2 degree) 0.9496 0.9907 0.9996 

 

Table VIII. NCs of (Ansari et al., 2016) and this work for host “Man” and watermark 

“𝑊1(𝑑)”. 

Attack 
(Ansari et al., 2016) In this work 

LL LH HL LL LH HL 

GN (0.01) 0.9452 0.9035 0.8353 0.9853 0.9742 0.9679 

GN (0.005) 0.9684 0.8859 0.8054 0.9915 0.9706 0.9660 

MF (3× 3) 0.9898 0.9812 0.9784 0.9958 0.9909 0.9901 

WF (2× 2) 0.9971 0.9859 0.9832 0.9980 0.9953 0.9950 

GLPF (3× 3) 0.9914 0.9368 0.9792 0.9974 0.9928 0.9934 
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JPEG (QF=40)  0.9994 0.9745 0.9811 0.9997 0.9947 0.9947 

RE (0.5) 0.9859 0.9078 0.8946 0.9949 0.9677 0.9606 

RE (2) 0.9989 0.9878 0.9842 0.9986 0.9958 0.9952 

CR (20 pixels each side) 0.9879 0.9881 0.9889 0.9959 0.9934 0.9950 

SH (0.8) 0.9396 0.9483 0.9308 0.9999 0.9965 0.9976 

RO (20 degree) 0.9869 0.9084 0.9598 0.9927 0.9927 0.9914 

CA (20%) 0.9808 0.9791 0.9724 0.9898 0.9886 0.9882 

 

Table IX. NCs of (Makbol et al., 2017a) and this work for host “Man” and watermark 

“𝑊1(𝑑)”. 

Attacks 
(Makbol et al., 

2017a) 

 In this work 

NCave NCLL 

GN (0.001) 0.9810 0.9877 0.9965 

GN (0.01) 0.9712 0.9764 0.9853 

SN (0.1) 0.9578 0.9733 0.9916 

SPN (0.05) 0.9736 0.9756 0.9769 

SPN (0.01) 0.9841 0.9819 0.9941 

SPN (0.1) 0.9220 0.9696 0.9550 

MF (2× 2) 0.9802 0.9929 0.9975 

MF (3× 3) 0.9800 0.9930 0.9958 

JPEG (QF=50) 0.9811 0.9914 0.9997 

JPEG (QF=75) 0.9819 0.9961 0.9998 

RO (45 degree) 0.9779 0.9930 0.9937 

RO (270 degree) 0.9884 0.9954 0.9999 

 

5. Conclusion 

By combining IWT with SVD, a multi-scale watermarking is proposed in this study. 

The SVD-based solutions may suffer from the FPP, and this problem is addressed 

effectively by the proposed OAM. Specifically, a novel OEF is constructed and TDOM 

is designed to search the optimal scaling factors, which significantly improve the 

invisibility and robustness of the proposed watermarked algorithm. In addition, the 

proposed scheme can use various sizes of watermarks. Results show that the proposed 

watermark scheme has good robustness against different attacks such as image 

compression, noise adding, cropping, scaling and sharpening. Future work will 

investigate the algorithm optimization and digital video watermarking. 
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