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cXLIM (UMR CNRS 7252), Université de Poitiers, 11 bd Marie et Pierre Curie, 86073 Poitiers Cedex 9, France.

Abstract

This paper addresses the problem of fixed-time stabilization for a class of fuzzy neutral-type inertial neural
networks (FNTINNs) with time-varying delay. By using a novel fixed-time stability theorem for dynamical
systems, two different feedback control laws are designed to ensure the fixed-time stabilization of FNTINNs
with time-varying delay. The proposed theoretical results can lead to a better upper settling-time estimation
compared to existing results. Finally, three simulation examples are provided to illustrate the validity of
the proposed theoretical results.
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1. Introduction

In 1996, Yang studied fuzzy neural networks (FNNs) in [1, 2] as another type of cellular neural network
model which combines fuzzy logic involving the furry rules with neural networks. Recent studies revealed
that FNNs are a very useful model for image processing problems which are a cornerstone in pattern
recognition [3, 4, 5, 6]. These applications heavily depend on the dynamical behaviors of FNNs, and hence,
it is of importance to gain the knowledge of their dynamics in local and global scales. It is known that in
both biological and artificial neural networks, the delays arise due to information processing latency. The
existence of time delays may lead to oscillation, divergence or instability type of dynamical behavior, which
could be harmful to the stability of dynamical systems. Therefore, the study of neural dynamics taking into
account the delays becomes imperative to construct high-quality NNs. Recently, many analytical results
were obtained for FNNs with various axonal signal transmission delays [7, 8, 9]. The problem of exponential
and almost sure exponential stability for stochastic fuzzy delayed Cohen-Grossberg neural networks was
investigated in [7] where the authors establish that fuzzy systems do have more advantages than non-fuzzy
systems. In [10], the problem of finite-time synchronization for a class of FNNs with time-varying and
proportional delays has been investigated. Note that several previous works mainly study FNNs with only
first-order derivative, while it is important to introduce an inertial term to obtain the fuzzy inertial model.
In 1997, Wheeler and Schieve were the first one to publish an article [11] about inertial neural networks
(INNs), which are more complex than all kinds of NNs. Since then, many results of INNs have been obtained
by many researchers, see for instance [12, 13].

The stability problem of dynamical systems can be classified into two categories. The first one is the
infinite-time stability such as the asymptotic stability [14] or the exponential stability [15] where the solutions
of the dynamical system converge to the equilibrium point in a limit way. The other one is the finite-time
stability where the solutions of the dynamical system reach the equilibrium point in finite time [16, 17]. The
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time function which indicates the time for reaching the equilibrium is called the settling-time. The finite-
time stability has a great importance in real-world applications of engineering systems such as robotics,
optimization problems, pattern recognition, and vehicle systems or spacecraft systems [18, 19, 20, 21]. It is
worth noting that finite-time stability of FNTINNs has been investigating in [22].

It has been recognized that the settling-time estimation in finite-time stabilization problems relates
essentially to the initial value of the system. This fact results in disadvantages for real-world applications
because it is difficult or even impossible to obtain in advance the initial conditions in many practical systems
[23]. To overcome this issue, Polyakov has developed the concept of fixed-time stability in [24] where the
settling-time is bounded by a constant and does not depend on the initial conditions. The study of fixed-time
stabilization for a general class of NNs was investigated in [25].

To the best of our knowledge, the stability analysis of neutral-type inertial neural networks with delays
has been investigated in [26] and the finite-time synchronization for various kinds of INNs has been obtained
in [27, 28]. But there is hardly any paper that considered the fixed-time stabilization for FNTINNs with
time-varying delay. Inspired by the aforementioned analysis, this paper aims at investigating the fixed-
time stabilization of FNTINNs with time-varying delays. By using a novel fixed-time stability theorem of
dynamical systems and Lyapunov method, two different control protocols are designed to guarantee the
fixed-time stabilization of FNTINNs with time-varying delay. Also, the proposed theoretical results of this
article present a more accurate upper settling-time estimation compared to known results [23, 29, 30]. The
highlights and the main contributions of this paper are embodied in the following aspects:

• FNTINNs with time-varying delay can be rewritten as first-order differential systems. In the light
of the double layer structure of FNTINNs with time-varying delay, two controllers are proposed for
the fixed-time stabilization depending on whether the activation functions are bounded or not. The
settling-time can be overestimated regardless of the initial conditions of the FNTINNs.

• The fixed-time stabilization of FNTINNs with time-varying delay is considered in this paper. To our
best knowledge, there is no result in the literature considering the fixed-time stabilization for a class
of FNTINNs with time-varying delay, which is vital in both theories and applications and also a very
challenging problem.

• Numerical examples show that the new fixed-time stabilization theorems developed in this paper can
provide a more accurate upper settling-time estimation for NNs compared to many known results in
the literature.

The rest of this article is organized as follows. After some preliminaries given in Section 2, the model
description is presented in Section 3. Then the main theoretical results are derived in Section 4. In Section 5,
numerical simulations are provided to verify the theoretical results. Finally, a conclusion is reached in
Section 6.

2. Preliminaries

In the remainder of the paper, we denote R+ the set of positive real numbers. Let us recall some results
on finite-time stability and fixed-time stability. Consider the following ordinary differential equation

ẏ(t) = f(y(t)), y(t) ∈ Rn (1)

y(0) = y0

where f is a continuous function such that f(0) = 0.

Definition 1. [17] The system (1) is finite-time stable if there exists T > 0 dependent on the initial
conditions such that limt→T ‖y(t)‖ = 0 and ‖y(t)‖ ≡ 0 for all t > T. The function T is called the settling-
time.

Definition 2. [31] The system (1) is fixed-time stable if:
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(1) it is finite-time stable;

(2) the settling-time function T is upper bounded by a constant Tmax > 0, i.e., T ≤ Tmax.

Definition 2 means that the settling-time function T does not depend on the initial conditions. Next,
we list several existing results for finite-time stability and fixed-time stability of (1) by using Lyapunov
functions.

Lemma 1. [31, Theorem 2.3] If there exists a continuously differentiable, positive-definite, radially un-
bounded function V : Rn → R+ such that

V̇(y(t)) ≤ −bV(y(t))κ − cV(y(t))µ

where y ∈ Rn and b, c > 0, 0 < κ < 1 < µ, then the system (1) is fixed-time stable and the settling-time
satisfies

T ≤ Tmax
1 :=

1

b (1− κ)
+

1

c (µ− 1)
.

V is called a Lyapunov function for the system (1).

Lemma 2. [32, Lemma 3] If there exists a continuously differentiable, positive-definite, radially unbounded
function V : Rn → R+ such that

V̇(y(t)) ≤ −bV(y(t))κ − cV(y(t))µ

where y ∈ Rn and b, c > 0, 0 < κ < 1 < µ, then the system (1) is fixed-time stable and the settling-time
satisfies

T ≤ Tmax
2 :=

1

b

(
b

c

) 1−κ
µ−κ

(
1

b (1− κ)
+

1

c (µ− 1)

)
.

Lemma 3. [32, Lemma 4] Without loss of generality, if κ = 1 − 1
2θ and µ = 1 + 1

2θ with θ > 1, then the
upper bound of the settling-time function Tmax

3 of the system (1) can be estimated by

Tmax
3 =

θ π√
b c
.

Lemma 4. [32, Theorem 1] If there exists a continuously differentiable, positive-definite, radially unbounded
function V : Rn → R+ such that

V̇(z(t)) ≤ −aV(z(t))− bV(z(t))κ − cV(z(t))µ

where y ∈ Rn and a, b, c > 0, 0 < κ < 1 and µ > 1, then the system (1) is fixed-time stable and the
settling-time satisfies

T ≤ Tmax
4 :=

1

a (1− κ)
log

(
b+ a

b

)
+

1

a (µ− 1)
log

(
c+ a

c

)
.

We conclude this section with a lemma of inequalities that is useful later in the paper.

Lemma 5. [32] If ξ1, . . . , ξn ≥ 0, 0 < θ1 < 1 and θ2 > 1, the following inequalities hold

n∑
`=1

ξθ1l ≥

(
n∑
`=1

ξl

)θ1
;

n∑
`=1

ξθ2l ≥ n
1−θ2

(
n∑
`=1

ξl

)θ2
3



3. Model description

For i = 1, · · · , n, the following FNTINN with time-varying delay is considered:

d2yi(t)

dt2
=− ai

dyi(t)

dt
− biyi(t) +

n∑
j=1

cijfj(yj(t)) +

n∑
j=1

dijfj(yj(t− τj(t)))

+

n∑
j=1

ηij

∫ t

−∞
K(t− s)fj(yj(s))ds+

n∑
j=1

eijfj(ẏj(t− τj(t)))

+

n∑
j=1

gij(t)υj(t) +

n∧
j=1

Tij(t)υj(t) +

n∧
j=1

αijfj(yj(t− τj(t)))

+

n∨
j=1

βijfj(yj(t− τj(t))) +

n∧
j=1

γijfj(ẏj(t− τj(t))) +

n∨
j=1

δijfj(ẏj(t− τj(t)))

+

n∑
j=1

gij(t)υj(t) +

n∨
j=1

Sij(t)υj(t) +

n∧
j=1

Tij(t)υj(t) + Ii(t), (2)

where the second derivative is called an inertial term of the system (2); yi(t) ∈ R denotes the state of the
ith neuron at time t; ai > 0, bi > 0 are constants; cij , dij , eij and ηij are connection weights related to the
neurons without delay and with delay respectively; Kj(.) is the delay kernel; gij denotes the feedforward
template; αij , βij , γij , δij and Tij , Sij are elements of the fuzzy feedback MIN template, fuzzy feedback
MAX template, fuzzy feed-forward MIN template and fuzzy feed-forward MAX template, respectively;

∧
and

∨
denote the fuzzy AND and fuzzy OR operation, respectively; υj is the input of the jth neuron with

j = 1, · · · , n; fj(t) denotes the activation function of jth neuron at time t; τj(t) is the time-varying delay of
jth neuron at time t; and Ii is the bias on the ith neuron.

Remark 3.1.
∧

and
∨

denote the fuzzy AND and fuzzy OR operations, respectively. A template is a
matrix composed of each set of connection parameters in FNNs. The feedback template represent the delay
link parameters of the neurons, while the feed-forward template represent the link parameters of the neurons.
Therefore, the fuzzy feed-forward MAX template and fuzzy feed-forward MIN template refer to the delay link
parameters with the fuzzy OR and fuzzy AND operations, respectively; feedback MAX template and feedback
MIN template refer to the link parameters with the fuzzy OR and fuzzy AND operations, respectively. Unlike
INNs structures investigated in [33, 34, 35], FNTINN has fuzzy logic between its template and input AND/OR
output besides the ”sum of product” operation. Meanwhile, many studies have been revealed that FINN is
a useful paradigm for image processing problems, which is a cornerstone in image processing and pattern
recognition. Therefore, it is of great importance to analyze the dynamical behaviors of FNTINN both in
theory and applications [36].

The initial conditions of the system (2) are given by

yi(s) = ϕ̌i(s),
dyi(s)

dt
= ψ̌i(s), s ∈ [−τ, 0], i = 1, · · · , n (3)

where ϕ̌i(.) and ψ̌i(.) are real-valued continuous functions on [−τ, 0] with

τ = max
1≤j≤n

{
sup
t∈R+

τj(t)

}
.

Now, the following assumptions are introduced to derive the main results of this paper:

(A1) The activation functions fj(.) with j = 1, · · · , n satisfy the following Lipschitz condition: for ξ, ξ̃ ∈ R,
there exists `j > 0 such that

|fj(ξ)− fj(ξ̃)|
|ξ − ξ̃|

≤ `j .
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(A2) For j = 1, · · · , n, the delay kernels Kj(.) : R+ → R+ are bump functions satisfying∫ +∞

0

Kj(s)ds = 1.

(A3) There exists a positive constant Mj such that for j = 1, · · · , n, we have

|fj(.)| ≤Mj .

Remark 3.2. Under Assumptions (A1) and (A2), the existence of solutions of the system (2) is ensured
as it is explained in [37].

Let y∗ be an equilibrium point of the system (2). By a simple transformation zi(t) = yi(t)− y∗ ∈ R, we
can shift the equilibrium point to the origin. Then, the system (2) can be rewritten as follows:

d2zi(t)

dt2
= −ai

dzi(t)

dt
− bizi(t) +

n∑
j=1

cijFj(zj(t)) +

n∑
j=1

dijFj(zj(t− τj(t)))

+

n∑
j=1

ηij

∫ t

−∞
K(t− s)Fj(zj(s))ds+

n∑
j=1

eijFj(żj(t− τj(t)))

+

n∧
j=1

αijFj(zj(t− τj(t))) +

n∨
j=1

βijFj(zj(t− τj(t)))

+

n∧
j=1

γijFj(żj(t− τj(t))) +

n∨
j=1

δijFj(żj(t− τj(t))) (4)

where Fj(zj) = fj(zj + y∗)− fj(y∗j ). The initial conditions of the system (4) are given by

zi(s) = ϕ̌i(s)− y∗ = ϕ(s),
dzi(s)
dt = ψ̌i(s)− y∗ = ψ(s), s ∈ [−τ, 0], i = 1, · · · , n

For ζi ∈ R, letting pi(t) = dzi(t)
dt + ζizi(t) for i = 1, · · · , n, then the system (4) with the control variables can

be rewritten as

dzi(t)
dt = −ζizi(t) + pi(t) + Q̂i(t)

dpi(t)
dt = −āipi(t) + b̄izi(t) +

n∑
j=1

cijFj(zj(t)) +

n∑
j=1

dijFj(zj(t− τj(t)))

+

n∑
j=1

ηij

∫ t

−∞
K(t− s)fj(zj(s))ds+

n∑
j=1

eijfj(żj(t− τj(t)))

+

n∧
j=1

αijFj(zj(t− τj(t))) +

n∨
j=1

βijFj(zj(t− τj(t)))

+

n∧
j=1

γijFj(żj(t− τj(t))) +

n∨
j=1

δijFj(żj(t− τj(t))) + Q̌i(t), i = 1, . . . , n

(5)

where āi = ai − ζi, b̄i = ζiāi − bi and Q̂ = (Q̂1, · · · , Q̂n), Q̌ = (Q̌1, · · · , Q̌n) are the control variables and
the initial conditions become

zi(s) = ϕ(s)
pi(t) = ζiϕ(s) + ψ(s), s ∈ [−τ, 0], i = 1, · · · , n. (6)
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Definition 3. The system (5) is finite-time stabilizable if under a suitable designed feedback controls Q̂i(t)
and Q̌i(t) there exists T dependent on the initial conditions (6) such that the closed-loop system is finite-time
stable. Moreover, the system (5) is fixed-time stabilizable if:

(1) it is finite-time stabilizable;

(2) the settling-time functional T is upper bounded by a constant Tmax ≥ 0, i.e., T ≤ Tmax.

Remark 3.3. The stabilization of NNs has been developed to solve problems of classification, prediction,
categorisation, optimization, recognition of forms, associative memory secure communication [12, 30, 38,
39]. In these fields, sometimes it is necessary to complete certain tasks within a finite time or fixed time.
Contrary to the finite-time stabilization, the settling-time for fixed-time stabilization is independent on the
initial conditions. In some areas, such as pattern recognition secure communication, the initial values are
mostly hard to be acquired [40], so fixed-time stabilization is more accurate and applicable than finite-time
stabilization. Thus, the pre-specified settling-time can be obtained by properly adjust the control parameters.

Lemma 6. [41] For j = 1, · · · , n, let zj , z̃j be two states of the system (5) and Fj : R → R be continuous
functions, then we have∣∣∣∣∣∣

n∧
j=1

αijFj(zj)−
n∧
j=1

αijFj(z̃j)

∣∣∣∣∣∣ ≤
n∑
j=1

|αij | |Fj(zj)− Fj(z̃j)|∣∣∣∣∣∣
n∨
j=1

βijFj(zj)−
n∨
j=1

βijFj(z̃j)

∣∣∣∣∣∣ ≤
n∑
j=1

|βij | |Fj(zj)− Fj(z̃j)|

4. Main results

In this section, the fixed-time stabilization of FNTINNs with time-varying delay is investigated. By
using the fixed-time stability results in Section 2, two different feedback control laws are designed to ensure
the fixed-time stabilization of FNTINNs, which includes and extends the earlier works.

Theorem 1. Assume that (A1) and (A2) hold and the time-varying delay τj(t) is known. The system (5)
is fixed-time stabilized under the following feedback control law

Q̂i(t) = −hi1zi(t)− hi2sign(zi(t))|zi(t)|κ − hi3sign(zi(t))|zi(t)|µ

Q̌i(t) = −mi1pi(t)−mi2sign(pi(t))|pi(t)|κ −mi3sign(pi(t))|pi(t)|µ

−
∑n
j=1 ηij

∫ t
−∞K(t− s)Fj(zj(s))ds−

∑n
j=1 dijFj(zj(t− τj(t)))

−
∑n
j=1 eijFj(żj(t− τj(t)))−

∧n
j=1 αijFj(zj(t− τj(t)))−

∨n
j=1 βijFj(zj(t− τj(t)))

−
∧n
j=1 γijFj(żj(t− τj(t)))−

∨n
j=1 δijFj(żj(t− τj(t)))

(7)

where

hi1 > −ζi +
1

2
+
|b̄i|
2

+

n∑
j=1

|cji|
2
`i; (8)

mi1 > −āi +
1

2
+
|b̄i|
2

+

n∑
j=1

|cij |
2
`j ; (9)

hi2 > 0; hi3 > 0; mi2 > 0, mi3 > 0, 0 < κ < 1; µ > 1. (10)
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Taking

ρi1 = ζi −
1

2
+ hi1 −

|b̄i|
2
−

n∑
j=1

|cji|
2
`i; ρi2 = −1

2
+ āi +mi1 −

|b̄i|
2
−

n∑
j=1

|cij |
2
`j ;

a = 2 min

{
min

1≤i≤n
{ρi1} , min

1≤i≤n
{ρi2}

}
; b = min

{
min

1≤i≤n
{hi2} , min

1≤i≤n
{mi2}

}
2
κ+1
2

c = min

{
min

1≤i≤n
{hi3} , min

1≤i≤n
{mi3}

}
2
µ+1
2 n

1−µ
2

the settling-time T satisfies

T ≤ Tmax
5 =

2

a (1− κ)
log

(
b+ a

b

)
+

2

a (µ− 1)
log

(
c+ a

c

)
. (11)

Proof. With the feedback control law (7), the closed-loop system (5)–(7) leads to the following delay-free
system

dzi(t)
dt = −ζizi(t) + pi(t)− hi1zi(t)− hi2sign(zi(t))|zi(t)|κ − hi3sign(zi(t))|zi(t)|µ

dpi(t)
dt = −āipi(t) + b̄izi(t) +

∑n
j=1 cijFj(zj(t))

−mi1pi(t)−mi2sign(pi(t))|pi(t)|κ −mi3sign(pi(t))|pi(t)|µ.
(12)

Let us choose the following Lyapunov function candidate:

V (t) =
1

2

n∑
i=1

z2i (t) +
1

2

n∑
i=1

p2i (t). (13)

By using Assumption (A1), we have that the time derivative of (13) along the trajectories of the system (12)
satisfies

dV (t)

dt
≤

n∑
i=1

[
−ζiz2i (t) + pi(t)zi(t)− hi1z2i (t)− hi2|zi(t)|κ+1 − hi3|zi(t)|µ+1

]
+

n∑
i=1

[
− āip2i (t) + |b̄i||zi(t)||pi(t)|+

n∑
j=1

|cij |`j |zj(t)||pi(t)|

−mi1p
2
i (t)−mi2|pi(t)|κ+1 −mi3|pi(t)|µ+1

]
. (14)

Since, we have 2xy ≤ x2 + y2 for all x, y ∈ R+, it follows that

|b̄i||zi(t)||pi(t)| ≤ |b̄i|
(
p2i (t)

2
+
z2i (t)

2

)
(15)

and

n∑
i=1

n∑
j=1

|cij |`j |zj(t)||pi(t)| ≤
n∑
i=1

n∑
j=1

|cij |
2
`jz

2
j (t) +

n∑
i=1

n∑
j=1

|cij |
2
`jp

2
i (t)

≤
n∑
i=1

n∑
j=1

|cji|
2
`iz

2
i (t) +

n∑
i=1

n∑
j=1

|cij |
2
`jp

2
i (t). (16)

7



From (14)-(16), we obtain

dV (t)

dt
≤

n∑
i=1

[
−ζiz2i (t) +

p2i (t)

2
+
z2i (t)

2
− hi1z2i (t)− hi2|zi(t)|κ+1 − hi3|zi(t)|µ+1

]

+

n∑
i=1

[
− āip2i (t) + |b̄i|

(
p2i (t)

2
+
z2i (t)

2

)

+

n∑
j=1

|cji|
2
`iz

2
i (t) +

n∑
j=1

|cij |
2
`jp

2
i (t)−mi1p

2
i (t)−mi2|pi(t)|κ+1 −mi3|pi(t)|µ+1

]

≤
n∑
i=1

[
− ζi +

1

2
− hi1 +

|b̄i|
2

+

n∑
j=1

|cji|
2
`i

]
z2i (t)−

n∑
i=1

hi2|zi(t)|κ+1

−
n∑
i=1

hi3|zi(t)|µ+1 +

n∑
i=1

[
1

2
− āi +

|b̄i|
2

+

n∑
j=1

|cij |
2
`j −mi1

]
p2i (t)

−
n∑
i=1

mi2|pi(t)|κ+1 −
n∑
i=1

mi3|pi(t)|µ+1

≤
n∑
i=1

−ρi1z2i (t) +

n∑
i=1

−ρi2p2i (t)−
n∑
i=1

hi2|zi(t)|κ+1

−
n∑
i=1

hi3|zi(t)|µ+1 −
n∑
i=1

mi2|pi(t)|κ+1 −
n∑
i=1

mi3|pi(t)|µ+1 (17)

where

ρi1 = ζi −
1

2
+ hi1 −

|b̄i|
2
−

n∑
j=1

|cji|
2
`i > 0

and

ρi2 = −1

2
+ āi +mi1 −

|b̄i|
2
−

n∑
j=1

|cij |
2
`j > 0.

Then, it yields

dV (t)

dt
≤ − min

1≤i≤n
{ρi1}

n∑
i=1

z2i (t)− min
1≤i≤n

{ρi2}
n∑
i=1

p2i (t)

− min
1≤i≤n

{hi2}
n∑
i=1

|zi(t)|κ+1 − min
1≤i≤n

{hi3}
n∑
i=1

|zi(t)|µ+1

− min
1≤i≤n

{mi2}
n∑
i=1

|pi(t)|κ+1 − min
1≤i≤n

{mi3}
n∑
i=1

|pi(t)|µ+1

≤ −min

{
min

1≤i≤n
{ρi1} , min

1≤i≤n
{ρi2}

}( n∑
i=1

z2i (t) +

n∑
i=1

p2i (t)

)

−min

{
min

1≤i≤n
{hi2} , min

1≤i≤n
{mi2}

}( n∑
i=1

|zi(t)|κ+1 +

n∑
i=1

|pi(t)|κ+1

)

−min

{
min

1≤i≤n
{hi3} , min

1≤i≤n
{mi3}

}( n∑
i=1

|zi(t)|µ+1 +

n∑
i=1

|pi(t)|µ+1

)
. (18)
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Since we have 0 < κ < 1, it follows from Lemma 5 that

n∑
i=1

|zi(t)|κ+1 +

n∑
i=1

|pi(t)|κ+1 =

n∑
i=1

(
z2i (t)

)κ+1
2 +

n∑
i=1

(
p2i (t)

)κ+1
2

≥

(
n∑
i=1

z2i (t)

)κ+1
2

+

(
n∑
i=1

p2i (t)

)κ+1
2

≥

(
n∑
i=1

z2i (t) +

n∑
i=1

p2i (t)

)κ+1
2

. (19)

On the other hand, we have µ > 1 then it follows from Lemma 5 that

n∑
i=1

|zi(t)|µ+1 +

n∑
i=1

|pi(t)|µ+1 =

n∑
i=1

(
z2i (t)

)µ+1
2 +

n∑
i=1

(
p2i (t)

)µ+1
2

≥ n
1−µ
2

( n∑
i=1

z2i (t)

)µ+1
2

+

(
n∑
i=1

p2i (t)

)µ+1
2


≥ 2

1−µ
2 n

1−µ
2

(
n∑
i=1

z2i (t) +

n∑
i=1

p2i (t)

)µ+1
2

. (20)

From (18)–(20), we have

dV (t)

dt
≤ −2 min

{
min

1≤i≤n
{ρi1} , min

1≤i≤n
{ρi2}

}
V (t)

−min

{
min

1≤i≤n
{hi2} , min

1≤i≤n
{mi2}

}
2
κ+1
2 V

κ+1
2 (t)

−min

{
min

1≤i≤n
{hi2} , min

1≤i≤n
{mi2}

}
2
µ+1
2 2

1−µ
2 n

1−µ
2 V

µ+1
2 (t)

≤ −2 min

{
min

1≤i≤n
{ρi1} , min

1≤i≤n
{ρi2}

}
V (t)

−min

{
min

1≤i≤n
{hi2} , min

1≤i≤n
{mi2}

}
2
κ+1
2 V

κ+1
2 (t)

−min

{
min

1≤i≤n
{hi2} , min

1≤i≤n
{mi2}

}
2n

1−µ
2 V

µ+1
2 (t). (21)

Let

a = 2 min

{
min

1≤i≤n
{ρi1} , min

1≤i≤n
{ρi2}

}
b = min

{
min

1≤i≤n
{hi2} , min

1≤i≤n
{mi2}

}
2
κ+1
2

c = min

{
min

1≤i≤n
{hi3} , min

1≤i≤n
{mi3}

}
2n

1−µ
2

from (21) we obtain

dV (t)

dt
≤ −a V (t)− b V

κ+1
2 (t)− c V

µ+1
2 (t). (22)

According to Lemma 4, the system (5) is fixed-time stable and the settling-time satisfies (11). �
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Remark 4.1. On the one hand, the class of FNTINN with mixed delays have more complex dynamic behav-
iors compared with traditional NNs [26, 28, 42, 43]. On the other hand, it is delicate to design a Lyapunov
functional satisfying the derivative condition for fixed-time stabilization of time-delay systems [32]. In our
article, the stabilization of FNTINN with mixed delays is investigated which renders the results more general
compared with the above-mentioned ones.

Remark 4.2. Given that α > 0, log(1 + α) < α, we have

1

a (1− κ)
log

(
b+ a

b

)
+

1

a (µ− 1)
log

(
c+ a

c

)
<

1

b (1− κ)
+

1

c (µ− 1)
.

It implies that Tmax
5 < Tmax

2 . Consequently, the upper settling-time obtained in Theorem 1 is much smaller
than the upper settling-time obtained in [44, 45, 46].

Corollary 1. Assume that (A1) and (A2) hold and the conditions (8)-(10) are satisfied. Then the sys-
tem (5) is fixed-time stabilizable under the feedback control law (7). Moreover, the settling-time T satisfies

T ≤ Tmax
6 =

2

b (1− κ)
+

2

c (µ− 1)
(23)

where

b = min

{
min

1≤i≤n
{hi2} , min

1≤i≤n
{mi2}

}
2
κ+1
2 ; c = min

{
min

1≤i≤n
{hi3} , min

1≤i≤n
{mi3}

}
2n

1−µ
2 .

Proof. From (22), we have

dV (t)

dt
≤ −a V (t)− b V

κ+1
2 (t)− c V

µ+1
2 (t)

≤ −b V
κ+1
2 (t)− c V

µ+1
2 (t). (24)

Then the result directly follows from Lemma 1. �

Corollary 2. Assume that (A1) and (A2) hold and the conditions (8)-(10) are satisfied. Then the sys-
tem (5) is fixed-time stabilizable under the feedback control law (7). Moreover, the settling-time T satisfies

T ≤ Tmax
7 =

1

b

(
b

c

) 1−κ
µ−κ

(
2

1− κ
+

2

µ− 1

)
. (25)

Proof. From (22), we have

dV (t)

dt
≤ −a V (t)− b V

κ+1
2 (t)− c V

µ+1
2 (t)

≤ −b V
κ+1
2 (t)− c V

µ+1
2 (t). (26)

Then the result directly follows from Lemma 2. �

In Theorem 1, by designing a special fixed-time controller, we achieved the fixed-time stabilization of the
system (5). However, Q̌i in (7) is a delay dependent feedback control, which is not suitable for real-world
applications. Thus, we seek to obtain a fixed-time controller that is more suitable in practice and able to
stabilize in fixed-time the FNTINNs (5). To this end, we need to impose the boundedness of our activation
functions and we have the following result:

Theorem 2. Assume that (A1)-(A3) hold and the conditions (8)–(10) are satisfied. Let

$ > 2

n∑
j=1

Mj (|dij |+ |ηij |+ |eij |+ |αij |+ |βij |+ |γij |+ |δij |) (27)

10



then the system (5) is fixed-time stabilizable under the feedback control law

Q̂i(t) = −hi1zi(t)− hi2sign(zi(t))|zi(t)|κ − hi3sign(zi(t))|zi(t)|µ
Q̌i(t) = −mi1pi(t)−mi2sign(pi(t))|pi(t)|κ −mi3sign(pi(t))|pi(t)|µ −$sign(pi(t)), i = 1, . . . , n

(28)

and the settling-time is bounded from above by Tmax
5 .

Proof. Let us choose the following Lyapunov function candidate:

V (t) =
1

2

n∑
i=1

z2i (t) +
1

2

n∑
i=1

p2i (t). (29)

The time derivative of (29) along the trajectories of the system (5) satisfies

dV (t)

dt
=

n∑
i=1

zi(t)
dzi(t)

dt
+

n∑
i=1

pi(t)
dpi(t)

dt

=

n∑
i=1

[
− ζiz2i (t) + pi(t)zi(t)− hi1z2i (t)− hi2|zi(t)|κ+1 − hi3|zi(t)|µ+1

]

+

n∑
i=1

[
− āip2i (t) + b̄izi(t)pi(t) +

n∑
j=1

cijFj(zj(t))pi(t) +

n∑
j=1

dijFj(zj(t− τj(t)))pi(t)

+

n∑
j=1

ηij

∫ t

−∞
K(t− s)Fj(zj(s))dspi(t) +

n∑
j=1

eijFj(żj(t− τj(t)))pi(t)

+

n∧
j=1

αijFj(zj(t− τj(t)))pi(t) +

n∨
j=1

βijFj(zj(t− τj(t)))pi(t)

+

n∧
j=1

γijFj(żj(t− τj(t)))pi(t) +

n∨
j=1

δijFj(żj(t− τj(t)))pi(t)

−mi1p
2
i (t)−mi2|pi(t)|κ+1 −mi3|pi(t)|µ+1 −$|pi(t)|

]
≤

n∑
i=1

[
− ζiz2i (t) + pi(t)zi(t)− hi1z2i (t)− hi2|zi(t)|κ+1 − hi3|zi(t)|µ+1

]

+

n∑
i=1

[
− āip2i (t) + |b̄i|zi(t)pi(t) +

n∑
j=1

|cij |`j |zj(t)||pi(t)|+
n∑
j=1

|dij ||Fj(zj(t− τj(t)))||pi(t)|

+

n∑
j=1

|ηij |
∫ t

−∞
K(t− s)|Fj(zj(s))|ds|pi(t)|+

n∑
j=1

|eij ||Fj(żj(t− τj(t)))||pi(t)|

+

∣∣∣∣∣∣
n∧
j=1

αijFj(zj(t− τj(t)))

∣∣∣∣∣∣ |pi(t)|+
∣∣∣∣∣∣
n∨
j=1

βijFj(zj(t− τj(t)))

∣∣∣∣∣∣ |pi(t)|
+

∣∣∣∣∣∣
n∧
j=1

γijFj(żj(t− τj(t)))

∣∣∣∣∣∣ |pi(t)|+
∣∣∣∣∣∣
n∨
j=1

δijFj(żj(t− τj(t)))

∣∣∣∣∣∣ |pi(t)|
−mi1p

2
i (t)−mi2|pi(t)|κ+1 −mi3|pi(t)|µ+1 −$|pi(t)|

]
. (30)

From (A2) and (A3), we have

n∑
j=1

|ηij |
∫ t

−∞
K(t− s)|Fj(zj(s))|ds|pi(t)| ≤

n∑
j=1

2|ηij |Mj |pi(t)|.
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From Lemma 6 and (A3), we have∣∣∣∣∣∣
n∧
j=1

αijFj(zj(t− τj(t)))

∣∣∣∣∣∣ ≤
n∑
j=1

|αij | |Fj(zj(t− τj(t)))| ≤
n∑
j=1

2|αij |Mj∣∣∣∣∣∣
n∨
j=1

βijFj(zj(t− τj(t)))

∣∣∣∣∣∣ ≤
n∑
j=1

|βij | |Fj(zj(t− τj(t)))| ≤
n∑
j=1

2|βij |Mj ,∣∣∣∣∣∣
n∧
j=1

γijFj(żj(t− τj(t)))

∣∣∣∣∣∣ ≤
n∑
j=1

|γij | |Fj(żj(t− τj(t)))| ≤
n∑
j=1

2|γij |Mj∣∣∣∣∣∣
n∨
j=1

δijFj(żj(t− τj(t)))

∣∣∣∣∣∣ ≤
n∑
j=1

|δij | |Fj(żj(t− τj(t)))| ≤
n∑
j=1

2|δij |Mj .

Then it leads to

dV (t)

dt
≤

n∑
i=1

[
−ζiz2i (t) +

p2i (t)

2
+
z2i (t)

2
− hi1z2i (t)− hi2|zi(t)|κ+1 − hi3|zi(t)|µ+1

]

+

n∑
i=1

[
− āip2i (t) + |b̄i|

(
p2i (t)

2
+
z2i (t)

2

)

+

n∑
j=1

|cji|
2
`iz

2
i (t) +

n∑
j=1

|cij |
2
`jp

2
i (t)−mi1p

2
i (t)−mi2|pi(t)|κ+1

+

 n∑
j=1

2Mj

(
|dij |+ |ηij |+ |eij |+ |αij |+ |βij |+ |γij |+ |δij |

)
−$

 |pi(t)| −mi3|pi(t)|µ+1

]
.

By using (27), we deduce that

dV (t)

dt
≤

n∑
i=1

[
− ζi +

1

2
− hi1 +

|b̄i|
2

+

n∑
j=1

|cji|
2
`i

]
z2i (t)−

n∑
i=1

hi2|zi(t)|κ+1 −
n∑
i=1

hi3|zi(t)|µ+1

+

n∑
i=1

[
1

2
− āi +

|b̄i|
2

+

n∑
j=1

|cij |
2
`j −mi1

]
p2i (t)−

n∑
i=1

mi2|pi(t)|κ+1 −
n∑
i=1

mi3|pi(t)|µ+1

At this stage, we notice that the delays have been removed from the calculus. So, the proof can be continued
as for a delay-free system. We have

dV (t)

dt
≤ −min

{
min

1≤i≤n
{ρi1} , min

1≤i≤n
{ρi2}

}( n∑
i=1

z2i (t) +

n∑
i=1

p2i (t)

)

≤ −min

{
min

1≤i≤n
{hi2} , min

1≤i≤n
{mi2}

}( n∑
i=1

|zi(t)|κ+1 +

n∑
i=1

|pi(t)|κ+1

)

−min

{
min

1≤i≤n
{hi2} , min

1≤i≤n
{mi2}

}( n∑
i=1

|zi(t)|µ+1 +

n∑
i=1

|pi(t)|µ+1

)

≤ −2 min

{
min

1≤i≤n
{ρi1} , min

1≤i≤n
{ρi2}

}
V (t)
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−min

{
min

1≤i≤n
{hi2} , min

1≤i≤n
{mi2}

}
2
κ+1
2 V

κ+1
2 (t)

−min

{
min

1≤i≤n
{hi3} , min

1≤i≤n
{mi3}

}
2n

1−µ
2 V

µ+1
2 (t)

≤ −a V (t)− b V
κ+1
2 (t)− c V

µ+1
2 (t).

According to Lemma 4, the system (5) is fixed-time stable and the settling-time satisfies (11). �

Remark 4.3. The delay-dependent controller (7) with fuzzy terms relies not only on the current state but
also on its past state and its derivative. When the past state and its derivative cannot be measured, we must
design the delay-free controller (28).

Remark 4.4. The controller considered in Theorem 2 is a discontinuous one, while in some cases continuity

is necessary. Under these circumstances, we can approximate the term sign(pi(t)) by pi(t)
pi(t)+ξ

, where ξ is a

small positive constant.

Corollary 3. Assume that (A1)-(A3) hold and suppose that there exists θ > 1 such that κ = 1 − 1
θ and

µ = 1+ 1
θ . If the conditions (8)-(10) and (27) are satisfied, then the system (5) is fixed-time stabilized under

the feedback control law (7). Moreover, the settling-time T satisfies

T ≤ Tmax
8 =

θ π√
b c
.

Proof. We have

dV (t)

dt
≤ −a V (t)− b V

κ+1
2 (t)− c V

µ+1
2 (t)

≤ −b V
κ+1
2 (t)− c V

µ+1
2 (t).

Since κ = 1− 1
θ , µ = 1 + 1

θ , we have κ+1
2 = 1− 1

2θ and µ+1
2 = 1− 1

2µ . It follows that

dV (t)

dt
≤ −b V 1− 1

2θ (t)− c V 1+ 1
2θ (t).

From Lemma 3, we deduce that the system (5) is fixed-time stable and the settling-time satisfies

T ≤ Tmax
8 =

θ π√
b c
.

�

Remark 4.5. In Theorem 2, κ and µ are only required to satisfy 0 < κ < 1 and µ > 1, while in Corollary 3,
κ and µ must be taken as κ = 1− 1

θ and µ = 1 + 1
θ with θ > 1. Therefore, Theorem 2 has some advantages

over Corollary 3 for practical applications.

5. Numerical simulations

In this section, we present two numerical examples to illustrate the feasibility and the effectiveness of
our main results.
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Example 1. Consider the following FNTINNs with time-varying delay:

d2yi(t)

dt2
=− ai

dyi(t)

dt
− biyi(t) +

n∑
j=1

cijfj(yj(t)) +

n∑
j=1

dijfj(yj(t− τj(t)))

+

n∑
j=1

ηij

∫ t

−∞
K(t− s)fj(yj(s))ds+

n∑
j=1

eijfj(ẏj(t− τj(t)))

+

n∑
j=1

gij(t)υj(t) +

n∧
j=1

Tij(t)υj(t) +

n∧
j=1

αijfj(yj(t− τj(t)))

+

n∨
j=1

βijfj(yj(t− τj(t))) +

n∧
j=1

γijfj(ẏj(t− τj(t))) +

n∨
j=1

δijfj(ẏj(t− τj(t)))

+

n∑
j=1

gij(t)υj(t) +

n∨
j=1

Sij(t)υj(t) +

n∧
j=1

Tij(t)υj(t) + Ii(t), (31)

where the parameters of the system are given as follows: n = 2, for i, j = 1, 2, ai = 5; bi = 7, gij(t) =

Sij(t) = Tij(t) = υj(t) = 1, τj(.) = | cos(.)|
2 , I1(t) = I2(t) = −4, fj(x) = 1

2 (x+ sin(x)) and Kj(s) = exp(−s).
For ζi = 0.3, letting pi(t) = dzi(t)

dt + ζizi(t) then the system (31) can be expressed by adding the control
variables as

dzi(t)

dt
= −0.3zi(t) + pi(t) + Q̂i(t)

dpi(t)

dt
= −4.7pi(t)− 5.59zi(t) +

2∑
j=1

cijfj(zj(t)) +

2∑
j=1

dijfj(zj(t− τj(t)))

+

2∑
j=1

ηij

∫ t

−∞
K(t− s)fj(zj(s))ds+

2∑
j=1

eijfj(żj(t− τj(t)))

+

2∧
j=1

αijfj(zj(t− τj(t))) +

2∨
j=1

βijfj(zj(t− τj(t)))

+

2∧
j=1

δijfj(żj(t− τj(t))) +

2∨
j=1

δijfj(żj(t− τj(t))) + Q̌i(t)

(32)

with

C = (cij) =

(
−1.9 −2
−0.9 −3

)
, D = (dij) =

(
1.5 −0.5
0.6 1.9

)
,

η = (ηij) =

(
2 −2

0.9 −3

)
, E = (eij) =

(
−1.5 0.6
−0.6 2

)
,

α = (αij) =

(
1.9 −0.3
−0.9 0.3

)
, β = (βij) =

(
1.2 −0.6
0.5 −0.8

)
,

γ = (γij) =

(
1.7 0.3
−1 0.4

)
, δ = (δij) =

(
1.5 −0.2
0.7 −0.8

)
.
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In this case fj satisfies (A1) with `j = 1. Now, we choose the parameters of the controller (7) as follows

h11 = 6.78 > −ζ1 +
1

2
+
|b̄1|
2

+

2∑
j=1

|cj1|
2
`1 = 4.53;

h21 = 6 > −ζ2 +
1

2
+
|b̄2|
2

+

2∑
j=1

|cj2|
2
`2 = 3.65;

m11 = 3.5 > −ā1 +
1

2
+
|b̄1|
2

+

2∑
j=1

|c1j |
2
`j = 0.5;

m21 = 3.5 > −ā2 +
1

2
+
|b̄2|
2

+

2∑
j=1

|c2j |
2
`j = 0.5;

h12 = h22 = m12 = m22 = 1.9 > 0;

h13 = h23 = m13 = m23 = 2.639 > 0;

and 0 < κ = 0.7 < 1; µ = 1.3 > 1. Finally, all the conditions of Theorem 1 are satisfied, and
hence, the system (32) is fixed-time stabilized and the settling-time is given by Tmax

5 = 2.3596. Taking
z1(0) = −0.3, p1(0) = 0.4, z2(0) = 0.3, p2(0) = −0.4, the state trajectories of the system (32) under the
controller (7) are depicted in Figure 1.
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Figure 1: State trajectories of the system (32) under the controller (7)
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Example 2. Consider the following FNTINNs with time-varying delay:

d2yi(t)

dt2
=− ai

dyi(t)

dt
− biyi(t) +

n∑
j=1

cijfj(yj(t)) +

n∑
j=1

dijfj(yj(t− τj(t)))

+

n∑
j=1

ηij

∫ t

−∞
K(t− s)fj(yj(s))ds+

n∑
j=1

eijfj(ẏj(t− τj(t)))

+

n∑
j=1

gij(t)υj(t) +

n∧
j=1

Tij(t)υj(t) +

n∧
j=1

αijfj(yj(t− τj(t)))

+

n∨
j=1

βijfj(yj(t− τj(t))) +

n∧
j=1

γijfj(ẏj(t− τj(t))) +

n∨
j=1

δijfj(ẏj(t− τj(t)))

+

n∑
j=1

gij(t)υj(t) +

n∨
j=1

Sij(t)υj(t) +

n∧
j=1

Tij(t)υj(t) + Ii(t), (33)

where the parameters of the system are given as follows: n = 2, for i, j = 1, 2, ai = 2; bi = 0.5, gij(t) =
Sij(t) = Tij(t) = υj(t) = 1, τj(.) = 1, I1(t) = I2(t) = −4, fj(.) = tanh(.), K(s) = exp(−s),

C = (cij) =

(
0.5 0.5
−0.2 −0.25

)
, D = (dij) =

(
−0.15 0.13
−0.3 −0.1

)
,

E = (eij) =

(
−0.2 0.25
−0.2 −0.1

)
, η = (ηij) =

(
−0.15 0.13
−0.3 −0.1

)
,

(αij) = (βij) =

(
−0.6 0.5
−0.4 0.8

)
, (γij) = (δij) =

(
−0.6 0.5
−0.4 0.8

)
.

In this case fj satisfies (A1) and (A3) with `j = Mj = 1 and
∫∞
0
K(s)ds = 1. Now, we choose ζ1 = ζ2 = 1

and the parameters of the controller (7) as follows

h11 = 0.5 > −ζ1 +
1

2
+
|b̄1|
2

+

2∑
j=1

|cj1|
2
`1 = 0.1;

h21 = 0.5 > −ζ2 +
1

2
+
|b̄2|
2

+

2∑
j=1

|cj2|
2
`2 = 0.125;

m11 = 3.5 > −ā1 +
1

2
+
|b̄1|
2

+

2∑
j=1

|c1j |
2
`j = 0.25;

m21 = 3.5 > −ā2 +
1

2
+
|b̄2|
2

+

2∑
j=1

|c2j |
2
`j = −0.025;

h12 = h22 = m12 = m22 = 2.0169 > 0;

h13 = h23 = m13 = m23 = 1.9503 > 0;

$ = 23 > 2

2∑
j=1

Mj (|dij |+ |ηij |+ |eij |+ |αij |+ |βij |+ |γij |+ |δij |) = 22.66

and 0 < κ = 0.5 < 1; µ = 1.5 > 1. Finally, all the conditions of Theorem 2 are satisfied, and
hence, the system (33) is fixed-time stabilized and the settling-time is given by Tmax

5 = 2.0033. Taking
z1(0) = 0.3, p1(0) = −0.1, z2(0) = −0.3, p2(0) = 0.1, the state trajectories of the system (33) under the
controller (28) are depicted in Figure 2.
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Figure 2: The state trajectories of the system (33) under the controller (28)

Example 3. Consider the following FNTINNs with time-varying delay:

d2yi(t)

dt2
= −ai

dyi(t)

dt
− biyi(t) +

2∑
j=1

cijFj(yj(t)) +

2∑
j=1

dijFj(yj(t− τj(t)))

+

2∑
j=1

gijυj +

2∧
j=1

Tijυj +

2∧
j=1

αijFj(yj(t− τj(t)))

+

2∨
j=1

βijFj(yj(t− τj(t))) +

2∨
j=1

Sijυj + Ii (34)

where the parameters of system are given as follows: n = 2, for i, j = 1, 2, ai = 2.5, bi = 5, τj(.) = exp(.)
exp(.)+1 ,

Ii = −
∑2
j=1 gijυj −

∧2
j=1 Tijυj −

∨2
j=1 Sijυj , Fj(.) = tanh(.). In this case Fj satisfies (A1) and (A3) with

`j = Mj = 1. For ζi = 0.5, letting pi(t) = dzi(t)
dt + ζizi(t) then the system (34) can be expressed by adding

the control variables as
dzi(t)
dt = −0.5zi(t) + pi(t) + Q̂i(t)

dpi(t)
dt = −2pi(t)− 4zi(t) +

∑2
j=1 cijFj(zj(t))

+
∑2
j=1 dijFj(zj(t− τj(t))) +

∧2
j=1 αijFj(zj(t− τj(t)))

+
∨2
j=1 βijFj(zj(t− τj(t))) + Q̌i(t)

(35)

with

C = (cij) =

(
−0.2 −0.15
−0.1 −0.4

)
, D = (dij) =

(
−0.6 −0.6
0.1 −0.03

)
,

α = (αij) =

(
−0.8 −0.1
−0.2 −0.1

)
, β = (βij) =

(
−0.5 −0.5
0.6 −0.2

)
.
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Now, choosing the parameters of the controller (28) as follows

h11 = 5 > −ζ1 +
1

2
+
|b̄1|
2

+

2∑
j=1

|cj1|
2
`1 = 2.15;

h21 = 5 > −ζ2 +
1

2
+
|b̄2|
2

+

2∑
j=1

|cj2|
2
`2 = 2.275;

m11 = 5 ≥ −ā1 +
1

2
+
|b̄1|
2

+

2∑
j=1

|c1j |
2
`j = 0.8;

m21 = 5 ≥ −ā2 +
1

2
+
|b̄2|
2

+

2∑
j=1

|c2j |
2
`j = 0.75;

h12 = h22 = m12 = m22 = 2.0169 > 0;

h13 = h23 = m13 = m23 = 1.9503 > 0;

$ = 19.46; 0 < κ = 0.5 < 1; µ = 1.5 > 1;

all the conditions of Theorem 2 are verified, and hence, the system (35) is fixed-time stabilized and the
settling-time is given by Tmax

5 = 1.3449. Taking z1(0) = −0.5, p1(0) = −0.7, z2(0) = 0.9, p2(0) = 0.5, the
state trajectories of the system (35) under the controller (28) are depicted in Figure 3.
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Figure 3: The state trajectories of the system (35) under the controller (28)

Remark 5.1. Every upper bound estimate of the settling-time is obtained by Lyapunov-based theoretical
analysis. Due to the conservativeness of some inequalities involved in this technique, the upper bound esti-
mates of the settling-time obtained with the theoretical results may be much larger than the real settling-time
as illustrated in the numerical simulations, see Figures 1 and 3. As shown in Examples 1 and 3 with the
same controller parameters, Tmax

5 is shorter than Tmax
6 , Tmax

7 , and Tmax
8 . This is summed up in Table 1.
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Settling-time Tmax
5 Tmax

6 Tmax
7 Tmax

8

Example 1 2.3596 3.6133 3.6024 2.8293
Example 3 1.3449 2.2047 2.1994 1.7274

Table 1: Comparisons between Tmax
5 , Tmax

6 , Tmax
7 , and Tmax

8 .

Remark 5.2. In both Examples 1 and 3, if we choose some larger values for h11, h21, m11, m21 and keep
the other controller parameters unchanged, then the obtained Tmax

5 can be shorter but Tmax
6 , Tmax

7 and Tmax
8

remains unchanged.

Remark 5.3. The fuzzy neural networks are investigated in [7, 29, 47]. These models are first order differ-
ential equations without neutral terms and distributed time-varying delays. While, in this paper, a class of
fuzzy neutral-type inertial neural networks is studied with mixed time-varying delay. Furthermore, numerical
examples show that the new fixed-time stability theorem considered in this paper can provide a more accurate
upper settling-time estimation for NNs compared to previous studies.

Remark 5.4. In [13], some fixed-time synchronization results about inertial memristor based NNs with
discrete delay are obtained. Compared with [13], our results provide a lower upper settling-time estimation.
In addition, the fuzzy term was not taken account in [13]. Finally, the time delays in [13] are discrete, while
they are time-varying in our article.

Remark 5.5. The stabilization of NNs has been developed to solve problems of classification, prediction,
categorization, optimization, pattern recognition, and secure communication [12, 38, 39, 48]. In these appli-
cation fields, sometimes it is necessary to complete certain tasks within a finite time or fixed time. Contrary
to the finite-time stabilization, the settling-time obtained with fixed-time stabilization is independent on the
initial conditions. In some areas, such as pattern recognition or secure communication, the initial values are
usually hard to be acquired [40]. In this case, fixed-time stabilization is more accurate and applicable than
finite-time stabilization.

6. Conclusion

The problem of fixed-time stabilization for a class of fuzzy neutral-type inertial neural networks (FNTINNs)
was investigated. By using the new fixed-time stability theorems for dynamical systems, two different feed-
back control laws were designed to ensure the fixed-time stabilization of FNTINNs, which include and extend
some earlier works. On the one hand, our results extend the results given in [12, 44, 45, 46] where fuzzy
inertial terms are not taken into account. On the other hand, a tighter upper bound estimate of the settling-
time is derived. Finally, the effectiveness of our proposed approach has been illustrated in simulation with
three examples. In recent decades, stochastic differential equations have been widely considered by many
researchers since they can be applied to various fields such as science and engineering. It is known that
one important problem of stochastic differential equations is the stability analysis [43, 49, 50, 51]. In future
works, we would like to extend our results to stochastic neural networks and more general neutral-type of
delayed stochastic inertial neural networks, such as high-order neutral-type of delayed stochastic inertial
neural networks models, high-order Hopfield bidirectional associative memory neural networks [52], Clifford
inertial neural networks models [53, 54].
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