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ABSTRACT

Machine learning has become the state-of-the-art technique
for many tasks including computer vision, natural language
processing, speech processing tasks, etc. However, the unique
challenges posed by machine learning suggest that incorpo-
rating user knowledge into the system can be beneficial. The
purpose of integrating human domain knowledge is also to
promote the automation of machine learning. Human-in-the-
loop is an area that we see as increasingly important in future
research due to the knowledge learned by machine learning
cannot win human domain knowledge. Human-in-the-loop
aims to train an accurate prediction model with minimum cost
by integrating human knowledge and experience. Humans
can provide training data for machine learning applications
and directly accomplish tasks that are hard for computers in
the pipeline with the help of machine-based approaches. In
this paper, we survey existing works on human-in-the-loop
from a data perspective and classify them into three categories
with a progressive relationship: (1) the work of improving
model performance from data processing, (2) the work of
improving model performance through interventional model
training, and (3) the design of the system independent human-
in-the-loop. Using the above categorization, we summarize
the major approaches in the field; along with their technical
strengths/ weaknesses, we have a simple classification and
discussion in natural language processing, computer vision,
and others. Besides, we provide some open challenges and
opportunities. This survey intends to provide a high-level
summarization for human-in-the-loop and to motivate inter-
ested readers to consider approaches for designing effective
human-in-the-loop solutions.

Index Terms— Human-in-the-loop, machine learning,
deep learning.

1. INTRODUCTION

Deep learning is a frontier for artificial intelligence, aiming
to be closer to its primary goalartificial intelligence. Deep
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Fig. 1: The development cycle of model.

learning has seen great success in a wide variety of applica-
tions, such as natural language processing, speech recogni-
tion, medical applications, computer vision, and intelligent
transportation system [1]. The great success of deep learning
is due to the larger models [2]. The scale of these models
has included hundreds of millions of parameters. These hun-
dreds of millions of parameters allow the model to have more
degrees of freedom enough to awe-inspiring description ca-
pability.

However, the large number of parameters requires a mas-
sive amount of training data with labels [3]. Improving
model performance by data annotation has two crucial chal-
lenges. On the one hand, the data growth rate is far behind
the growth rate of model parameters, which has primarily
hindered the further development of the model. On the other
hand, the emergence of new tasks has far exceeded the speed
of data updates, and annotating all samples is labor-intensive
and time-consuming. To tackle this challenge, many re-
searchers build new datasets by generating samples, thereby
speeding up model iteration and reducing the cost of data
annotation [4, 5, 6]. Besides, a group of researchers devise
pre-trained models and transfer learning to solve this chal-
lenge [7, 8, 9], such as Transformers [10], BERT [11] and
GPT [12]. These works have achieved incredible results.

Unfortunately, the generated data is only used as base
data to initialize the model. To obtain a high-precision us-
able model, labeling and updating specific data is often nec-
essary. So various work based on weak supervision has been
proposed [13, 14]. A great many researchers have proposed
using few-shot to push the model to learn from fewer sam-
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Fig. 2: The increasing research interest in the human-in-
the-loop, obtained through Google scholar search with key-
words: “human-in-the-loop” and “machine learning”.

ples [15].

1.1. Significance of Human-in-the-loop

Integrated a priori knowledge in the learning framework is
an effective means to deal with sparse data, as the learner
does not need to induce the knowledge from the data [16].
More recently, an ever-growing number of researchers have
made efforts to incorporate pre-training knowledge into their
learning framework [17, 18, 19]. As special agents, humans
have rich prior knowledge. If the developer can encourage the
machine to engage with learning human wisdom and knowl-
edge, it would help deal with sparse data, especially in medi-
cal fields like clinical diagnosis and lack of training data [20,
21, 22, 23]. Furthermore, recent advances in cognitive science
and human-machine interaction have suggested that human-
related elements, such as emotional state and practical ca-
pability, impact human teaching performance and machine
learning results on different tasks.

A multitude of researchers have proposed utilizing a con-
ception called “human-in-the-loop” to tackle the above chal-
lenges, mainly addressing these issues by incorporating hu-
man knowledge into the modeling process [24]. Human-in-
the-loop conception is an extensive area of research that cov-
ers the intersection of computer science, cognitive science,
and psychology.

As illustrated in Fig. 2, human-in-the-loop (namely
“human-in-the-loop” and “machine learning”) is an active
research topic in machine learning, and there has been a rich
publication in the past ten years.

As shown in Fig. 1, a conventional machine-learning al-
gorithm typically consists of three parts [25]. The first is data
preprocessing, the second is data modeling, and the last is the
developer modifying the existing process to improve perfor-
mance. Generally speaking, the performance and results of
machine learning models are unpredictable, which leads to
a large degree of uncertainty in which part of the machine-

human interaction is capable of bringing the best learning
effect. Different researchers focus on manual intervention
in distinguishable parts. In this paper, we investigate exist-
ing studies on human-in-the-loop technology via various im-
plementations of human-in-the-loop from different practical
perspectives(e.g. Data Processing, Model Training and Infer-
ence, and System construction and Application). It is crucial
to explore how interaction type interplays with other compo-
nents of a human-in-the-loop pipeline to affect the intelligent
systems’ learning outcomes. In addition, more research fo-
cuses on the design of independent systems to help complete
the improvement of the model. In this paper, we first discuss
the work of improving model performance from data process-
ing. Next, we discuss the work of improving model perfor-
mance through interventional model training. Finally, we dis-
cuss the configuration of the system independent “human-in-
the-loop”.

We explore the following questions around human-in-the-
loop for machine learning:

• What is the human-in-the-loop for machine learning
challenges, and what are the possible solutions to ad-
vance this research?

• From a data perspective, what is the research status of
human-in-the-loop for machine learning, research chal-
lenges, and what are the future directions?

• From the perspective of model training, what is the re-
search status of human-in-the-loop for machine learn-
ing, research challenges, and what are the future direc-
tions?

• From an application perspective, what is the research
status of human-in-the-loop for machine learning, re-
search challenges, and what are the future directions?

1.2. Importance of this survey

This paper is a systematic summary and analysis of the re-
search area of human-in-the-loop with a focus on the follow-
ing essential aspects:

• We had a comprehensive summary of the work of
human-in-the-loop so far, and divided these papers into
CV, NLP and other application areas. We connected
these papers in series according to data preprocessing,
data annotation, and model training and inference from
the perspective of data flow; and finally, we focused on
the application based on human-in-the-loop;

• We have classified and compared various methods of
human-in-the-loop. Through classification and com-
parison, we have summarized the challenges currently
encountered by human-in-the-loop and put forward
some discussions on solving these challenges;

• We also conducted qualitative evaluations and compar-
isons between different methods to evaluate them con-
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sistently. This would assist readers in deciding which
method is appropriate for the problem at hand;

• We have also identified a series of important milestones
achieved by methods in this area;

• In addition to the methodological summary and anal-
ysis of human-in-the-loop’s work, we also discussed
the system construction and application of human-in-
the-loop. We analyze the human-in-the-loop on system
construction divided by system components and appli-
cations following the baseline of engineering require-
ments.

Before our work, there were also quiet a few excellent
works reviewing human-in-the-loop [26, 27, 28, 29, 30, 31],
but we are the first review of human-in-the-loop for machine
learning. Much of the previous work is from the perspective
of hardware and robotics, while we are talking about machine
learning. In our research process, we also follow on previ-
ous experiences and ideas. Certainly, a single article may not
cover all methods in this growing field. Nevertheless, we have
sought to make this survey as comprehensive as possible. To
help with this goal, we researched and analyzed a good many
related references and documents. In addition, we also tried
a variety of classification methods to divide the article struc-
ture, and finally, we chose to connect the whole work from
the perspective of data.

1.3. Organization of contents

Since there has been no similar review before, we explore all
papers (since 1990) containing the keywords “human-in-the-
loop” and “machine learning” by Google Scholar. Firstly, we
screen out relevant articles by reading the titles and abstracts.
Secondly, we briefly classify the screened articles. Moreover,
we read the screen articles in detail and constantly revised
the classification. Finally, we summarize and form the final
content according to the classification.

In Section 2, we investigate the data processing method
based on human-in-the-loop and then discuss data preprocess-
ing, data annotation, and iterative labeling. In Section 3, we
summarize and analyze research on model training and rea-
soning based on human-in-the-loop, and discuss human-in-
the-loop from natural language processing and computer vi-
sual perspectives, respectively. In Section 4, we review the
human-in-the-loop on system construction divided by system
components and applications and discuss human-in-the-loop
from the software and hardware integrated perspective, re-
spectively. In Section 5, we propose a list of challenges based
on the results of the survey. Finally, we conclude our work in
Section 6.

2. DATA PROCESSING

At present, deep learning has played an irreplaceable role in
many fields [1, 32]. The great success of deep learning is

due to larger-scale models, which include hundreds of mil-
lions of parameters [2]. Such a large amount of parameters
empower the model with enough degrees of freedom to ob-
tain awe-inspiring description capability. A massive amount
of training data with labels are required to deal with a consid-
erable number of parameters [3]. However, making annota-
tions requiring much labor is likely to lag behind the growth in
model capacity, and available datasets are quickly becoming
outdated in size and density [33]. So the methods of utilizing
unlabeled data to improve the model capability have increas-
ingly gained much attention [3, 34, 35, 36]. The most signif-
icant difficulty is based on the fact that unlabeled data usually
include incorrect samples, such as disturbing images, defec-
tive statements, and violations of constraints. Suppose these
inaccurate samples are exactly sampled as the key one, the er-
rors brought about will be fatal [37]. To tackle this challenge,
numerous researchers focus on exploring the way to generate
a more rich sample space [4, 38, 5], trying to develop a univer-
sal model such as Transformers [39], BERT [11] or GPT [12]
so that the model can learn features more effectively. Based
on these successful methods, researchers then consider the
further step: adopting little data to obtain more satisfactory
results. So these models are employed for more tasks by
fine-tuning and performing incredible results [40, 41, 42].
Although these methods still need to annotate a lot of data,
which brings unnecessary trouble, we still noticed that inter-
ference in the model performance only some critical samples
in the new datasets. Here goes to a critical issue that needs to
be solved urgently, How do we find out the key samples, and
can we annotate key samples more easily?

The intuitive idea to solve this concern with a specific
method is in three steps: Select a few samples which models
can not recognize. (1) Use the particular approach to annotate
selected samples. (2) Push the model to learn features from
the latest annotated samples. (3) This idea allows the model
to make the most of the data information at the least cost.

Multiple researchers try to apply human-in-the-loop-
based methods to optimize models from the perspective of
data. According to surveys, scientists spend about 80%
of their time on data processing compared to model build-
ing [30]. We investigated the data processing methods based
on human-in-the-loop and established a pipeline as shown in
Fig. 3. We reviewed the representative works in data process-
ing and showed the classification result as shown in Table 1.
This section explores the strengths and deficiencies of data
processing with human-in-the-loop by demonstrating data
preprocessing, data annotation, and iterative labeling.

2.1. Data Preprocessing

It is well-known that deep learning is a process of modeling
data. The success of deep learning largely depends on the
quality of data, and data analysis plays an irreplaceable role
in building a more effective model. However, it is not easy
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Table 1: A overview of representative works in data processing. DP: data preprocessing; DA: data Annotation; IL: iterative
labeling; CV: Computer Vision; NLP: Natural Language Processing; SP: Speech Processing.

Work Data Processing Year Area Task Quantitative results
DP DA IL CV NLP SP Other

Yu et al. [33] X 2015 X Scene and Object Categories 0.82− > 0.88(mAP )
He et al. [43] X 2016 X CCG Parser 84.2%− > 85.9%(F1)
Self et al. [44] X 2016 X Data Analysis −−
Zhuang et al. [45] X 2017 X Knowledge Bases Integration 84.3%− > 86.6%(F1)
Li et al. [46] X 2017 X Data Integration −−
KIM et al. [47] X 2018 X Finding Sound Events −−
Doan et al. [48] X 2018 X Data Analysis −−
Dong et al. [49] X 2018 X X Data Fusion;DOM extraction −−
Gentile et al. [50] X X 2019 X Dictionary Expansion 41.17% ↑
Zhang et al. [51] X X 2019 X Entity Extraction 0.8376− > 0.8644(F1)
Laure et al. [52] X 2019 X X X X Data Preparation −−
Gurajada et al. [53] X 2019 X Entity Resolution −−
Lou et al. [54] X 2019 X Knowledge Graph Programming 98.78%(top− 10 hit)
Liu et al. [55] X X 2019 X Person Re-Identification 45.55%− > 71.52%(mAP )
Wallace et al. [56] X 2019 X Question Answering −−
Fan et al. [57] X 2019 X X Network Anomaly Detection 84.71%(FPR)
Krokos et al. [58] X 2019 X X Knowledge Discovery 67.7%− > 88.2%(Acc)
Klie et al. [59] X 2020 X Entity Linking 35% ↑ (annotation speed)
Chai et al. [30] X 2020 X Outlier Detection 88%− > 94%(recall)
Butler et al. [60] X 2020 X Facial Expressions −−
Ristoski et al. [61] X 2020 X Relation Extraction 0.02− > 0.0321(F1)
Qian et al. [62] X 2020 X Entity Name Understanding −−
Le et al. [63] X X 2020 X Self-Annotation For Video Object 34.1%− > 56.6%(mIoU)
Bartolo et al. [64] X 2020 X Reading Comprehension 39.1%(F1)
Cutler et al. [65] X 2021 X Entity Recognition −−
Meng et al. [66] X 2021 X 3D Point Cloud Object Detection −−
Zhang et al. [67] X 2021 X Screentone and Manga Processing −−
Adhikari et al. [68] X 2021 X Object Detection −−

Data 
Preprocessing

Data 
Annotation

Model 
Training

Iterative 
Labeling

Fig. 3: A human-in-the-loop data processing pipeline.

to find a static method for data analysis, which means data
scientists must analyze existing data by employing experts’
experience. The greatest challenge in data analysis lies in the
complexity of high-dimensional data, which makes it hard
for models to discover data structure. Furthermore, adjust-
ing these parameters dramatically depends on the knowledge
of data experts or domain experts. Motivated by this phe-
nomenon, Self et al. [44] proposed a human-model interactive
parameter adjustment mode to facilitate user participation by
bridging the gaps between a user’s intention and the param-
eters of a weighted multidimensional scaling model. There-
fore, Doan et al. thought establishing a benchmark is an effec-
tive means to solve this challenge [48]. Besides, data analysis
inevitably involves two considerations: how to carry out au-

tomated parameter analysis methods, and the other is how to
explore the ability to establish a specific benchmark. Consid-
ering these two issues simultaneously, Laure [52] expanded
based on Learn2Clean. They developed automated machine
learning approaches (AutoML) that can optimize the hyper-
parameters of a considered ML model with a list of by-default
preprocessing methods. This method is devoted to proposing
a principled and adaptive data preparation approach to help
and learn from the user to select the optimal sequence of data
preparation tasks. With the rapid development of research,
researchers are no longer satisfied with solving specific prob-
lems in human-in-the-loop data analysis (HILDA). They are
more concerned with several “big picture” questions regard-
ing HILDA. Current data analysis technology can correctly
obtain the necessary information and knowledge by construct-
ing a knowledge base or graph. However, for the HILDA
community or tools, the degree of attention is not enough. Re-
searchers should pay more attention to such issues and make
them more popular in the user community to develop data
repositories and tools.

Utilizing human-in-the-loop methods to deal with natu-
ral language data has inherent advantages over other kinds
of data (i.e., speech recognition, medical applications, com-
puter vision, and intelligent transportation system). Most
of the human-in-the-loop methods are used in the informa-
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tion extraction stage. As Fig. 4, Gentile et al. [50] propose
an interactive dictionary expansion tool using two neural
language models. Many researchers add humans to NLP
tasks(such as entity analysis, knowledge graphs, etc.) by us-
ing crowdsourcing [50, 52, 54]. Ristoski et al. [61] introduced
a method of extracting instances from various web resources,
which dramatically improves the performance of the system
by introducing human-recycling components. Besides, this
method can integrate the human experience and knowledge
to empower machines’ accurate intelligence. Consistent with
the method of dictionary expansion proposed before, the core
idea of this method is also realized by expanding the existing
dictionary. In addition to the direct annotation, since there
are semantic disambiguation phenomena in a few NLP tasks,
exploiting the model alone cannot accomplish these tasks.
However, the performance of these tasks can be significantly
improved by adopting the human knowledge intervention
accumulated in unconscious learning. Qian et al. [62] put
forward a deep learning-based entity name understanding
system called PARTNER, which provided a more reasonable
way of interaction. PARTNER is based on active learning
and a weak supervision method. It is necessary to apply
data screening technology for sample selection to find those
error-prone samples in the human-in-the-loop process. Cut-
ler et al. [65] presented a method that marked potentially
incorrect labels with high sensitivity in the named entity
recognition corpus.

Our summary of the previous papers finds that most of the
existing human-in-the-loop preprocessing studies concern ex-
tracting and analyzing complex information in the real world.
Nevertheless, there is still very little work that utilizes human-
in-the-loop technology to perform data preprocessing on CV
tasks. We conjuncture that the nature of this phenomenon is
that there is a lack of a perfect mode to integrate the human
experience into image processing, detailed discussion can be
found in Section 5.

2.2. Data Annotation

For new tasks, annotating data is a complex but crucial task
to realize artificial intelligence. A considerable number of
researchers have proposed employing a human-in-the-loop-
based method for fast and precise (compared to fragile label-

ing) operations, especially in NLP and CV domains.
In NLP tasks, data annotation is bifurcated into two cat-

egories. One is the annotation of specific task datasets, such
as entity extraction [50, 51], entity linking [59], and the other
is more abstract tasks, such as Q&A tasks [56] and reading
comprehension tasks [64].

The entity processing task is critical in NLP, and its suc-
cess or failure directly affects the performance of NLP [69].
Currently, there are two main methods for entity extrac-
tion, one is to formulate regular expressions for automatic
extraction, and the other is the entity mentioned in the
manual tagged document. However, neither of these two
strategies can extract entities efficiently and accurately.
Zhang et al. [51] devised a human-in-the-loop-based en-
tity extraction method to obtain the best return on investment
in a limited time. With the deepening of research, we need
to handle a growing base of tasks. The emergence of new
schemes is beyond our expectations. Regular expressions can
help handle common data, but there is no expected magic for
new data never seen before. To mitigate this issue, a few stud-
ies proposed approaches to solve the cross-domain problem
in entity links. They find the entities mentioned in the text
and filter and discriminate them according to entities sorting
information. This method is especially suitable for semantic
disambiguation tasks [59].

How to cope with more complicated tasks is also a focus
of research now. Researchers attempt to integrate human ex-
perience and knowledge to endow machines with more intel-
ligence. More specifically, to what extent do neural network
models understand the natural language, and can they be fur-
ther enhanced? To explain this problem and explore more in-
terpretability of the neural network model. Wallace et al. [56]
developed an open application system that contains an inter-
active interface to talk with the machine, thereby generating
more Q&A language materials to collect more research data
and help the researcher explain the model predictions. Bar-
tolo et al. [64] tried three different sets of annotation meth-
ods in the reading comprehension task to build a gradually
more robust model in the annotation cycle. Significantly, they
created a challenging dataset by collecting 36,000 samples.
However, with the enhancement of the cyclic model, the per-
formance gradually deteriorates. In contrast, the more robust
model can still learn from the data intensively collected by the
weaker model in the loop [70].

As for CV, human-in-the-loop specifically explored how
to exploit weak labeling to provide feedback at present. Be-
sides, it also analyzed how to provide users with a unified
intervention experience. It is involved in numerous tasks,
such as person re-identification, face recognition, 3D point
cloud object detection, and object detection. While consider-
able current pedestrian re-identification (Re-ID) methods can
achieve superior results under the training of a large amount
of labeled data, these models cannot produce an exceptional
performance as in the experiment when deployed in a natu-
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ral environment. Moreover, so much data is new in a natural
environment because these data have not been in the training
set. The trickier part is that new data will constantly accumu-
late over time, which can cause the model to fail to work.
To tackle this problem, Liu et al. [55] proposed a human-
in-cycle model based on reinforcement learning, which re-
leased the limitation of pre-labeling and upgraded the model
through continuously collected data. The goal is to minimize
human annotation work meanwhile maximizing the perfor-
mance of Re-ID. In addition to directly using reinforcement
learning for dynamic learning, researchers also pay attention
to expanding and refining data on a new task. Facial ex-
pression recognition is an exciting task in CV, which is of
great help to sentiment analysis and behavior analysis tasks.
Traditional facial expression recognition can only deal with
the seven simplest facial expressions (i.e.happiness, sadness,
fear, anger, disgust, surprise, and contempt). In real life, it is
additionally important to deal with more micro-expressions.
More specifically, it is an interesting task that builds more
refined micro expression processing datasets based on exist-
ing expression identification. Butler et al. [60] exploited a
micro-expression recognition method based on the human-in-
the-loop system. This method provides a flexible interface for
manual proofreading of automatically processed tags, thereby
ensuring the accuracy and usability of the extended dataset.
In addition to directly constructing new datasets, it is also
of great significance to explore existing datasets, especially
for tasks that are difficult to label, such as target detection
tasks, the labeling workload is enormous. To reduce the la-
bor and time cost of annotation of the bounding box of video
objects, Le et al. [63] applied an efficient and straightfor-
ward interactive self-annotation framework based on cyclic
self-supervised learning. The entire framework consists of
automatic model learning and interactive processes. The au-
tomatic learning process makes the model learn faster and
speeds up the interaction process. In the interactive recur-
sive annotation, the detector receives feedback from the hu-
man annotator to process the human loop annotation scene.
Moreover, to save labeling time, they proposed a new level
correction module, which strengthens the utility of neighbor
frames by CNN by reducing the distance of annotated frames
at each time step. Based on the framework of Le et al., Ad-
hikari et al. [68] modified the framework to be completed in
one stage, and the most significant work of humans in it has
become to correct errors instead of performing full annota-
tions, which further improved the user experience.

Using the above two approaches is ineffective for more in-
tricate image tasks, such as 3D point cloud labeling tasks. Be-
cause of the limited effect of employing only one stage for la-
beling, Meng et al. [66] designed a multi-stage human-in-the-
loop labeling method based on predecessors. However, the
previous work only started from the perspective of data anno-
tation. It ignored integrating human experience and knowl-
edge into the model to the greatest extent to incorporate hu-
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Fig. 5: The human-in-the-loop framework based on reinforce-
ment learning.

man knowledge and intelligence effectively. Zhang et al. [67]
considered specific talents and skills of humans in painting,
and these skills cannot be fully quantified as rules and knowl-
edge. If the model can learn painting skills, it would un-
doubtedly help human-in-the-loop application takes a signifi-
cant step forward. They present a data-driven framework for
generating comics from digital illustrations. To further create
high-quality comics, these three components are humanely
annotated by the artist.

2.3. Iterative Labeling

At present, there is still a high degree of coupling between
deep learning tasks and data processing, and the performance
of deep learning largely depends on the quality of the data. A
large amount of high-quality labeled data is needed for a new
task to obtain better performance. However, labeling large-
scale data requires a lot of labor and takes a long time, while
many iterations of tasks cannot afford such a cost and wait
such a long time. Unlike weak annotate and automatically
annotate, human-in-the-loop-based methods emphasize find-
ing the essential samples that play a decisive factor in new
sample data.

Unlike the data annotation mentioned above in 2.2, data
iterative labeling pays more additional attention to user ex-
perience, not just directly allowing users to perform data an-
notation. From annotation to iterative labeling, the goal has
been changed in the following two aspects: to focus on adding
knowledge and experience to the learning system. The other
is to focus on the interaction with users.

Yu et al. [33] utilized a partially automated labeling
scheme for annotation, which free up human labor by using
deep learning of human-in-the-loop. This constitutes the ba-
sic prototype of simple iterative annotation. Recently, with
the proliferation of reinforcement learning, Liu et al. [55] de-
veloped a representative human-in-the-loop system based on
reinforcement learning, which applied reinforcement learn-
ing to carry out iterative labeling. A typical framework of
human-in-the-loop for reinforcement learning is shown in
Fig. 5. This novel attempt extends the practical usability of
human-in-the-loop to the field of reinforcement learning for
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Fig. 6: The model training and inferencing workflow of
human-in-the-loop in Natural Language Processing. The hu-
man participants provide various feedback in the stage of
model training and inferencing according to specific tasks to
boost the performance of NLP models.

the first time, which brings a valuable contribution to the
human-in-the-loop community. In addition to implement-
ing the simple manual intervention, they take person Re-
Identification as a research task and explore how to minimize
human annotation work while optimizing the performance of
Re-ID. Fan et al. [57] set out to solve the data challenge in
the scheme of network anomaly detection to allow users to
intervene in data labeling rather than implement simple user
labeling. They introduce a new intelligent labeling method,
and the method combines active learning and visual inter-
action to detect network abnormalities through the iterative
labeling process of users. The difference is that they began to
pay attention to the connection between the algorithm and the
visual interface, and the algorithm and the optical interface
are tightly integrated.

3. MODEL TRAINING AND INFERENCE

In many fields of Artificial Intelligence, such as Natural
Language Process (NLP) and Computer Vision (CV), there
are a variety of approaches that leverage human intelligence
to train and infer experimental results. For both NLP and
CV, related research spans deep learning [71] techniques
and human-machine hybrid methods. These heuristic meth-
ods have taken the diverse quality of human creativity into
account to achieve high-quality results.

3.1. Natural Language Process

Fig. 6 briefly illustrates the cooperation between the individ-
uals and the model training and inferencing process in the
Natural Language Processing Loop. The continuous execu-
tive loop develops a more reliable human-AI partnership to
a certain extent, contributing to higher accuracy and stronger
robustness of the NLP system.

3.1.1. Text Classification

Text Classification (TC) is a fundamental NLP task that cate-
gorizes a sentence/text into its corresponding category. Kar-
makharm et al.[72] propose a rumor classification system.
The core idea of this system is to obtain additional manual
feedback from the journalists to retrain a more accurate ma-
chine learning model. This framework first exploits a Ru-
mour Classification System to classify collected social media
posts and sends these information back to the journalists. As
most state-of-the-art text classification approaches are domi-
nated by the deep neural network [73, 74], which is generally
considered as “black boxes” by end-users, another motivation
for the researcher to construct the human-in-the-loop frame-
work for TC is to overcome the opaqueness of those mod-
els, making them more explainable. To achieve this purpose,
Arous et al. [75] put forward a hybrid human-AI framework
that gives a moral idea to reinforce human reliability in merg-
ing human rationales into a deep learning algorithm. Their
work presents MARTA, a Bayesian framework that jointly
learns and updates the model parameters and human relia-
bility via an iterative way, enabling the learning processes of
parameters and human reliability to benefit from each other
until the label and rationales reach agreements.

3.1.2. Syntactic and Semantic Parsing

Besides text classification, human-in-the-loop approaches for
syntactic and semantic parsing are also promising. Syntac-
tic parsing is a process to obtain the valid syntactic structure
of input sentences. The goal of semantic parsing is to map
natural language to formal domain-specific semantic repre-
sentations. A human-in-the-loop parsing method [43] is pro-
posed to improve the parsing accuracy of CCG parsing by
employing non-expert to answer simple what-questions gen-
erated from the parser’s output. These answers are treated as
soft constraints when re-training the model. This work is the
first attempt at introducing human-in-the-loop for syntactic
parsing. However, most parsing technologies still face sev-
eral challenges: (1) the purpose or expression of users can be
ambiguous or vague under some circumstances, posing ob-
stacles for them to get the ground truth in one shot, (2) in
the real-world scenario, the performance of state-of-the-art
parsers are generally not high enough, and (3) since the main-
stream neural network-based models are known as “black-
box” that indicates the lack of explainability, it is difficult for
end-users to verify the parsing results independently. Cur-
rently, Yao et al. [76] propose allowing the semantic parsers
system to ask end-users clarification questions and produce
an If-Then program simultaneously. Although recent works
successfully verified the effectiveness of interactive semantic
parsing in practice, they are generally restricted to a specific
type of formal language. Furthermore, Yao et al. [77] de-
velop a model-based interactive semantic parsing (MISP) as
the general principle for interactive semantic parsing.
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Table 2: A brief overview of representative works in human-in-the-loop NLP. Each row represents one work. Works are
sorted by task types (TC: Text Classification. SSP: Syntactic and Semantic Parsing. TS: Text Summarization. QA: Question
Answering. SA: Sentiment Analysis). Each column corresponds to a dimension from the two subsections (task, motivation).

Task Motivation
Work TC SSP TS QA SA Performance Interpretability Usability Quantitative results

Arous et al. (2021) [75] X X X 0.840− > 0.960(Acc)
Karmakharm et al. (2019) [72] X X X −−
Yao et al. (2019) [76] X X X X 0.640− > 0.968(Acc)
Yao ZiYu et al. (2019) [77] X X X 0.615− > 0.729(Acc)
Ziegler et al. (2019) [78] X X −−
Stiennon et al. (2020) [79] X X −−
Hancock et al. (2019) [80] X X 0.447− > 0.463(Acc)
Wallace et al. (2019) [56] X X X 0.4− > 0.6(Acc)
Liu et al. (2021) [81] X X 0.71− > 0.82(Precision)

3.1.3. Text Summarization

Besides applying a human-in-the-loop framework to topic
modeling, researchers also use it to generate new texts. Text
Summarization (TS) generates a shorter version of a given
sentence/text while preserving its meaning [82]. In recent
years, there have been some significant breakthroughs in this
field. For instance, Ziegler et al. [78] fine-tune pre-trained
language models with reinforcement learning by exploiting
a reward model trained from human preferences. Then the
model is used to generate summaries over Reddit TL, DR,
and CNN/DM datasets. However, one limitation of their
framework is that there are low agreement rates between
labelers and researchers. Stiennon et al. [79] propose to
gather a dataset composed of human preferences between
pairs of summaries as the first step. Then the prediction
of the human-preferred summary is generated by a reward
model (RM) trained via supervised learning. Lastly, the
score produced by the RM is maximized as much as possible
by a policy trained via reinforcement learning (RL). Their
method ensures a relatively higher labeler-researcher agree-
ment through the above steps and successfully separates the
policy and value networks.

3.1.4. Question Answering

Recently, various human-in-the-loop related frameworks have
been designed to apply dialogue and Question Answering
(QA). The purpose of this task is to allow chatbots/agents to
have a conversation with users. These human-in-the-loop dia-
logue intelligent systems can be bifurcated into two main cat-
egories: online feedback loop and offline feedback loop [83].
For the online feedback loop, human feedback is utilized to
update the model continuously. Compared with traditional
approaches that mismatch the training set and online use case
for dialogue systems, researchers have demonstrated that the
application of online reinforcement learning can improve the
model with human feedback. For instance, a lifetime learning
framework is proposed by Hancock et al. [80]. The self-
feeding mechanism in this framework enables the chatbot

to generate new examples when the conversation with users
goes well, and these new examples are exploited to re-train
itself continuously. For the offline feedback loop, a large
set of human feedback needs to be collected as a training
set, then this training set is used to update the model. For
instance, Wallace et al. [56] employ “trivia enthusiasts” to
creatively generate adversarial examples that can confuse
their QA system. These examples are finally implemented
for negative training. Since some of the end-user feedback
can be misleading, offline methods is more appropriate for
improving the robustness of the model.

3.1.5. Sentiment Analysis

Sentiment Analysis (SA) is one of the attractive research
branches of Opinion Mining (OM). The research scope of
SA is the computational study of individuals’ opinions and
attitudes toward entities mentioned in a text. The entities
generally refer to individuals or events. Recently numerous
neural network-based approaches have been widely utilized
and demonstrated their effectiveness in solving sentiment
analysis tasks [73, 84, 85]. Most deep learning-based meth-
ods for SA use accuracy and F1-score as evaluation metrics.
Since these metrics can only evaluate the predictive perfor-
mance, they lack the mechanisms to explain when and why
the sentiment models give false predictions in run-time [86].
Liu et al. [81] introduce an explainable human-in-the-loop
SA framework for sentiment analysis task. The execution
of their framework is segmented into three steps: First, the
human-in-the-loop SA model analyzes local feature contribu-
tions. This goal is achieved by executing a data perturbation
process. Next, local features are aggregated to calculate the
explainable global-level features and humans participate in
this loop to assess the relevance of the top-ranked global fea-
tures to the ground truth and report the errors they find in this
process. Finally, the system calculates an erroneous score
based on global-level and local-level sentimental features for
each instance. Scores higher than a specific threshold are
indicated as wrong predictions.
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3.1.6. Summarization for Human-in-the-Loop in NLP

A brief overview of representative works in human-in-the-
loop NLP is shown in Table 2. For most of the surveyed
papers above, their original purpose is to apply human-in-
the-loop techniques to various NLP tasks for better perfor-
mance. The effectiveness of the approaches proposed by
these surveyed papers is evaluated via multiple metrics. The
experimental results in the documents we investigate show
that a relatively small set of human feedback can dramatically
boost model performance. For instance, the human-in-the-
loop technique improves the classification accuracy for text
classification [72]. Similar situations occur in dialogue and
question answering where the QA systems have higher rank-
ing metric hits [80]. Besides, human-in-the-loop techniques
have also enhanced the model’s robustness and generaliza-
tion [79]. In addition to improving model performance, some
studies have demonstrated that human-in-the-loop methods
enable models to be more interpretable and usable in solv-
ing NLP problems. For instance, Arous et al. [75] incorpo-
rate human rationales into an attention-based Bayesian frame-
work reasonably while weighing worker reliability, thus pro-
viding a more human-understandable interpretation of classi-
fication results and enhancing the model performance at the
same time. Liu et al. [81] chose uni-grams as the explainable
feature for LIME [87]; thus the proposed system allows the
end-users to understand better the overall contribution of each
word to the final sentiment classification made by the model.
Wallace et al. [56] invite “trivia enthusiasts” to creatively gen-
erate specific adversarial questions that confuse the intelligent
question answering system. These questions can be treated as
probes further to explore the inherent characteristics of the
underlying model behaviors.
3.2. Computer Vision

In recent years, neural network-based Deep Learning methods
(DL) have emerged as the state-of-the-art technique for per-
forming many computer vision tasks [88, 89]. To further im-
prove the performance of these methods, feedback from hu-
mans has been integrated into the deep learning architecture
to make the whole system more intelligent in solving com-
plex cases that can not be handled politely by the model. A
typical human-in-the-loop framework for Computer Vision is
outlined in Fig. 7.

3.2.1. Object Detection

Object detection, as one of the most fundamental and chal-
lenging problems in computer vision [90], has received signif-
icant attention in recent years [91]. The goal of object detec-
tion is to detect instances of visual objects of a specific class
(such as individuals, vehicles, or other creatures) in digital im-
ages. Yao et al. [92] point out that iterations between queries

Image dataset

Human 
Verification

Training and 
inference

Accurate 
prediction 

feedback to 
model

Intermediate 
prediction 

Fig. 7: Overview of general human-in-the-loop frameworks
for model training and inferencing in Computer Vision.

may be expensive and time-consuming, making it unrealis-
tic for executing interaction with end-users. They present an
interactive object detection architecture to employ individu-
als to correct a few annotations proposed by a detector for
the un-annotated image with the maximum predicted annota-
tion cost. However, it is still difficult to detect some occluded
objects, tiny objects, and blurred objects by these approaches.
Madono et al. [93] put forward an efficient human-in-the-loop
object detection framework composed of bi-directional deep
SORT [94] and annotation-free segment identification (AF-
SID). Humans’ role in this architecture is to verify the ob-
ject candidates that bi-directional deep SORT can not detect
automatically. Then train the model over the supplementary
objects annotated by individuals.

3.2.2. Image Restoration

Image restoration (IR) aims to recover the preliminary version
of damaged images [95]. The image inpainting frameworks
proposed by previous studies can be bifurcated as exemplar-
based [96] approaches and deep learning-based [97] methods.
Although profound learning-based works are the mainstream
and show decent results, neural network-based approaches
constantly suffer from over-fitting when only a relatively
small training set is available on a large dataset. Besides, in
real-world application, the restored images are often filled
with unknown artifacts like uneven texture or monotone color
due to the missing crucial semantic information in severely
corrupted areas. Weber et al. [98] propose an interactive ma-
chine learning system for image restoration based on Deep
Image Prior (DIP) [99]. Their proposed human-in-the-loop
framework embeds human knowledge into the training pro-
cess by the following steps. Initially, the images from the
dataset are sent to the automated DIP for preliminary restora-
tion. Secondly, the operators actively refine the images via
a pre-designed user interface. Thirdly, the refined images
are sent back to the input of DIP again for further polish-
ing. Finally, the whole loop continues until the restoration
reaches the user’s expectation. In the field of Electron Mi-
croscopy, one drawback of automation is that it generally
ignores the expertise of the microscopy user that comes with
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manual analysis. To alleviate such a challenging problem,
Roels et al. [100] propose a hybrid human-in-the-loop sys-
tem that incorporates expert microscopy knowledge with the
power of large-scale parallel computing to enhance the Elec-
tron Microscopy image quality by exploiting image restora-
tion algorithms.

3.2.3. Image Segmentation

Image segmentation (i.e. semantic segmentation) is a crucial
step in most image studies. Image segmentation (IS) aims
at assigning a class label to each pixel in the image [101].
This field has recently become explosive popularity because
it plays a crucial role in a wide range of computer vision ap-
plications [102]. However, few works explore how to effec-
tively expose failures of top-performing semantic segmenta-
tion models and rectify the models by utilizing such counter-
examples reasonably. Wang et al. [103] present a two-step
hybrid system with human efforts for troubleshooting pixel-
level image labeling models. The hybrid system first automat-
ically picks up un-labeled images from a large pool. These
selected unlabelled images are used to compose an unlabeled
set, which is the most informative in exposing the weaknesses
of the target model. To reduce the number of false positives,
individuals filter the unlabeled set to obtain a smaller straight
set. In the second step, they fine-tune and re-train the target
model to study from the counter-examples contained in the
refining set without ignoring previously seen examples. Data
annotation is always complicated and expensive in the med-
ical image process domain [104]. Ravanbakhsh et al. [105]
introduce a training protocol based on combining the condi-
tional Generative Adversarial Network (cGAN) and human
workers interactively. For complex cases, human experts are
responsible for annotating them. These newly annotated im-
ages are used to continue the training and inference proce-
dure.

3.2.4. Image Enhancement

As one of the challenging issues in computer vision, the
purpose of Image Enhancement (IE) is to process an image
and generate a new and improved one that is more suitable
for a specific application [110]. The research field of image
enhancement has attracted ample attention from researchers
in recent years, especially after the emergence of deep neural
network algorithms [111]. However, most current frame-
works have ignored the user preferences and experiences,
enhancing the image only via a black-box style, which can
leave end-users with sub-optimal results that are not suit-
able for their specific taste. Murata et al. [106] take user
preference into account. The user first provides an exam-
ple to his system; the image enhancement functions in the
framework are applied to the example image via randomly
selected parameters. Several objective photos are produced,
and the end-user needs to score each of the images. Then

the RankNet [112] is exploited to learn the user’s preference
from these scores. During the learning process, based on the
scores given by users, parameters are optimized to make the
generated enhanced images suitable for the taste of users.
Fischer et al. [107] devise Neural Image Correction and En-
hancement Routine (NICER). A component called Image
Manipulator in the NICER first exploits a series of learned
image operations (e.g. contrast, brightness) with variable
magnitude onto the original image provided by users. An-
other module named Quality Assessor is followed to evaluate
the final enhancement quality by generating related scores.
This system iteratively optimizes the parameters of the image
enhancement functions to maximize the scores given by the
Quality Assessor. Users can modify the parameters of the
Image Manipulator before, during, and after the optimization
process, guiding the optimization procedure towards more
satisfying local optima.

3.2.5. Video Object Segmentation

The goal of Video Object Segmentation (VOS) is to segment
a particular object instance in the entire video sequence of the
object mask on a manual or automatic first frame [113]. This
research area has become popular in the computer vision
community [114]. Since videos have intrinsic characteris-
tics such as motion blur, bad composition, occlusion, etc.,
it is harder for fully automatic approaches to segment more
complex sequences accurately. Employing user to input for
each frame is unrealistic due to its expensive costs and time
consumption. Thus, the human-in-the-loop framework is
adopted for solving such problems. Benard et al. [108] in-
troduce a novel interactive video object segmentation method
based on [115]. The core idea of their human-in-the-loop
framework is to utilize the current segmentation mask as an
additional input. A practical framework for interactive seg-
mentation scenario is designed by Oh et al. [109], named
Interaction-and-Propagation Networks (IPN). The IPN is
composed of two modules and the critical architecture of
these two modules is deep convolutional neural networks.
The primary operations of these two modules are interaction
and propagation, respectively. Individuals are allowed to in-
teract with the proposed model several times; meanwhile, the
feedback is provided in scribbles on multiple frames during
this interactive procedure.

3.2.6. Summarization for Human-in-the-Loop in CV

A brief overview of representative studies in human-in-
the-loop CV is displayed in Table 3. It can be observed from
Table 3 that the motivation of all the surveyed human-in-the-
loop works for computer vision is to boost the model per-
formance. From the experiment results of all these surveyed
papers, although the evaluation criteria are different, the sys-
tem that incorporates the human-in-the-loop method performs
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Table 3: A brief overview of representative works in human-in-the-loop CV. Each row represents one work. Works are sorted
by their task types (OD: Object Detection. IR: Image Restoration. IS: Image Segmentation. IE: Image Enhancement. VOS:
Video Object Segmentation). Each column corresponds to a dimension from the two subsections (task, motivation).

Task Motivation
Work OD IR IS IE VOS Performance Interpretability Usability Quantitative results

Yao et al. (2012) [92] X X −−
Madono et al. (2020) [93] X X −−
Roels et al. (2019) [100] X X X −−
Weber et al. (2020) [98] X X 0.2816− > 0.2227(DSSIM)
Wang et al. (2020) [103] X X 0.1365− > 0.4233(mIoU)
Ravanbakhsh et al. (2020) [105] X X 0.645− > 0.846(Acc)
Murata et al. (2019) [106] X X −−
Fischer et al. (2020) [107] X X −−
Benard et al. (2017) [108] X X X 0.504− > 0.822(IoU)
Oh et al. (2019) [109] X X X 0.555− > 0.691(AUC)

better than without combining it. Taking Madono et al. [93]
as an example, they conduct experiments for pedestrian de-
tection and the results have proven at least two advantages
for this task: For one thing, the proposed approach boosts the
recall rate by 11% at most over deep SORT. For the other, the
amount of unlabeled samples that need manual annotation
is decreased by 67% at most compared with bi-directional
deep SORT without AFSID, which dramatically improves
the overall model performance. Associating the contents in
Table 2, this phenomenon in CV is similar to NLP, which
demonstrates that the core motivation of almost all human-
in-the-loop studies in both CV and NLP serves the purpose
of boosting model performance. We also notice that in Ta-
ble 3, only one work [100] tries to bring interpretability for
the model. Roels et al. [100] have validated the potential
enhancements that DenoisEM can provide in 3D EM im-
age interpretation by denoising SBF-SEM image data of an
Arabidopsis thaliana root tip. Besides, human-in-the-loop
conception can also improve the usability of CV models. For
instance, Madono et al. [93] have proven that their framework
is advantageous/practical in scenarios where obtaining anno-
tations is a costly affair. Oh et al. [109] validate the usefulness
and robustness of their Interaction-and-Propagation Networks
with real interactive cutout use-cases. Hudec et al. [116] pro-
pose a new classification of aggregate functions in terms of
mixed behavior by the variability of ordinal sums of associa-
tive and disjunctive functions, which play an important role
for model fusing the knowledge of domain experts.

4. SYSTEM CONSTRUCTION AND APPLICATION

Previously, we summarized and reviewed the human-in-the-
loop workaround of ‘data processing’ and ‘model training and
inference’. Moreover, we noticed that some researchers fo-
cus on how to build human-centric applications in a broad
spectrum of application scenarios. We selected representative
studies from four application scenarios of Security Systems,
Code Production Tools, Simulation Systems, and Search En-
gines to summarize, as shown in Table 4.

Risky operation feedback

Operation of users

Syste
m re

sponse 

to th
e o

pera
tio

n

System
 exception /

Status update

C
hecked operations/ 
Solved exceptions 

Manual release 

of warnings

Secu
rit

y sy
ste

m warning 

Security Systems

Software Systems

U
sers as source 

of system
 risks

U
sers as the 

collaborator 

Fig. 8: The workflow of the human-in-the-loop security sys-
tem.

4.1. Security System

The security system is an application system with solid
coupling with people (Fig. 8). With the development of deep
learning algorithm, researchers begin to explore more ef-
fective human-machine cooperation modes to replace the
manual intervention process gradually. Humans usually
fail to execute certain events due to some objective rea-
sons (i.e.inattentiveness, increasing age, nonproficiency). At
present, many safety systems are highly coupled to peo-
ple, which would lead to the continuous amplification of
errors. To address this challenge, humans should maximize
the chances of operators successfully performing their safety-
critical functions. To this end, Cranor [118] proposed a
human-in-the-loop-based reasoning framework, which pro-
vided a systematic approach to identifying potential causes
of human failures, thereby helping system designers use the
framework to identify problem areas and proactively address
defects before building systems. Similarly, in order to stop
operator error in time, Singh et al. [128] started by address-
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Table 4: An overview of representative applications for software-based human-in-the-loop systems. (SECS: Security Systems.
CP: Code Production. SIMS: Simulation System. SE: Search Engine.)

Systems Application Year Role of human Description Quantitative resultsSECS CP SIMS SE Others Supervisor Supervisee Collaborator User
Brostoff & Sasse [117] X 2001 X X Security system for traditional tasks −−
Cranor [118] X 2008 X X Security system for traditional tasks −−
MacHiry et al. [119] X 2013 X Software testing 47%
Kovashka et al. [120] X 2015 X Image-based searching engine −−
Louis Rosenberg [121] X 2016 X Crowdsourcing −−
Yan et al. [122] X 2017 X X Software testing 53.45%
Wogalter [123] X 2018 X X Security system for traditional tasks −−
MA [124] X 2018 X AI model optimizing in training 60%(reduction)
Salam et al. [125] X 2019 X AI model optimizing in testing −−
Plummer et al. [126] X 2019 X Image-based searching engine 82.28%(Acc)
Fredrik Wrede [127] X 2019 X X Stochastic gene regulatory −−
Singh and Mahmoud [128] X 2020 X X X Security system for traditional tasks 75.43%(Acc)
Demartiniet al. [129] X 2020 X X Security system for modern tasks −−
ODEKERKEN & BEX [130] X 2020 X Security system for modern tasks −−
Bohme et al. [131] X 2020 X Program repairing 75%(Acc)
Renner [132] X 2020 X X AI model optimizing in the whole steps −−
Davidson et al. [133] X 2021 X X Simulation system for decision making −−
Demirel [134] X 2020 X Simulation system for process forecast −−
Metzner et al. [135] X 2020 X Simulation system for procedure control −−
Polisetty & Avinesh [136] X 2020 X Searching engine −−
Zhu et al. [137] X 2020 X X Renal Pathology 57%(reduction)
Li et al. [138] X 2020 X Model checking −−
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Fig. 9: The workflow of the human-in-the-loop security sys-
tem in modern tasks.

ing the operational safety of nuclear power plants (NPP) and
the commercial aviation industry. They first used the interac-
tion between operator and control panel (HMI) state, where a
visual feedback loop is used to predict the near-term expected
state. The HMI state sequence prediction is transformed
into a language translation problem and finely modeled in
a human-in-the-loop fashion. The proposed method is vali-
dated by a dataset of natural factory scenes, demonstrating
the effectiveness of the method.

The workflow of the human-in-the-loop security system
can be summarized as Fig. 9 in which the artificial intel-
ligence algorithm and humans (experts or crowd-sourcing
workers) collaborate all together. Demartini et al. [129]

devised a solution to combat online misinformation by com-
bining machine learning algorithms, crowd-sourcing workers
and experts, and their introduction to combining automatic
and manual fact-checking methods to the challenges and op-
portunities in combating the spread of online misinformation.
They pointed out that by addressing the main question of
“who should do what”, the cost and performance of the three
roles can be balanced, along with the improvement of cred-
ibility and safety of the human-in-the-loop system. For the
same purpose, ODEKERKEN et al. [130] introduced a proxy
framework for transparent human-in-the-loop classification
that combines dynamic arguments with legal case-based rea-
soning to create a system that can elaborate its decisions and
adapt to new situations. In this system, human analysts can
add new factors to update system results and make recom-
mendations to the classification algorithm as supervisors.

Across that span of time, with the further development
of Internet Technology, security systems become an urgent
need. However, the use of human-in-the-loop is not limited
to virus detection and fraudulent information filtering and has
also shown remarkable performance in issues such as privacy
protection, authentication attack prevention, and spam filter-
ing.

4.2. Code Production Tools

The programming of programs and the training of models
are essential subtasks of artificial intelligence, and this two
tasks are highly coupled with humans. However, with the
establishment of the open-source community, various codes
and model resources have been disclosed, making simple pro-
gram writing and model training a repetitive work and thus
leading to an automated basis for the model. The fundamen-
tal difficulty is making integration tools learn to splice exist-
ing components, which requires integration tools to learn hu-
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man integration experience. Under the guidance of this idea,
there have been some tools for automation. With the help of
these practical tools, developers can collaborate on existing
projects, rather than writing projects from scratch (Figure 10).

Software testing was first addressed. MacHiry et al. [119]
designed a test generation system called Dynodroid for
fuzzing unmodified Android applications. Dynodroid de-
composed an application into a set of event-driven programs.
Dynodroid employed the Android framework to generate a
series of events and automatically executed these generated
events to interact with the surrounding environment. It col-
lected interactive feedback to program functions. The most
worth mentioning is that Dynodroid would use manual in-
tervention mode when necessary, and also tried to exploit
input feedback to adjust the frame to generate new output
dynamically. Through the above approach, Dynodroid im-
plemented fuzz testing of unmodified Android applications
in a human-machine hybrid manner. Yan et al. [122] put
forward a human& tool-centric vulnerability analysis system
that leveraged humans (with varying levels of expertise) to
perform well-defined subtasks. The vulnerability analysis
system had a larger scale of available programs and higher
labor utilization than previous work. Besides, in the practical
application situation, the coders pay attention to the test of
the code and want to see the application that can make the
program correction. Bohme et al. [131] proposed the first
human-in-the-loop semi-automatic program repair frame-
work called LEARN2FIX. LEARN2FIX repaired bugs by
negotiating with users to observe errors, trained an automatic
error oracle through the bug samples marked in the negotia-
tion and finally realized the automatic repair of the program.
LEARN2FIX learned a sufficiently accurate automatic oracle
with relatively low labeling effort (e.g. 20 queries). Pro-
ductization tools of human-in-the-loop systems in software
engineering bring great convenience to programmers. In the
future, the application of human-in-the-loop in this field will
expand from debugging and software testing to most coding
programs. In particular, with the introduction of pre-trained
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Fig. 11: human-in-the-loop system in machine learning algo-
rithm optimizing.

models such as BERT [11] and GPT [12], human-machine
collaborative programming is becoming a new focus.

With the development of machine learning, the training
of deep models has become another prevalent task. With the
continuous exploration of model training, more researchers
focus on constructing semi-automatic or even fully automatic
training tools. The researchers make efforts to incorporate
human knowledge during various stages of model training
(Fig. 11). To solve the problem that the underlying struc-
ture of the model is unknown in the model design process,
Salam et al. [125] applied a semi-automated human-in-the-
loop attribute design framework to assist human analysts in
converting original attributes into classifications of valid de-
rived properties of the question. The framework first pro-
vided a human analyst with k buckets containing promising
original attribute selections based on a random walk-based
heuristic. It then iteratively allowed human analysts to deal
with attributes involving attributes based on a scalable and
efficient greedy heuristic algorithm. The top-l derived at-
tribute finally got a designed model frame, and the designer
completed the detailed design interactively. To address the
model training process, the ultimate goal of an ML system
becomes the problem of reducing the time it takes to get a
deployable model from scratch. MA et al. [124] exploited a
human-machine collaboration system called Helix which op-
timized execution across iterations by appropriately reusing
or recomputing intermediate results. It is worth pointing out
that Helix contained a workflow management module as well
as a visualization module to interact with people, thus enhanc-
ing the usability of the tool. To solve the problem that trans-
parency and operability are ignored in the process of model
optimization, Renner et al.[132] focused on both transparency
(how the system is explained to humans) and operability (how
users provide feedback or coach the system) in interactive ma-
chine learning. It combined novel topic visualization tech-
niques with a human-centered interactive topic modeling sys-
tem. Furthermore, it revealed how users understand and in-
teract with machine learning models and guided the further
development of human-in-the-loop systems.

4.3. Simulation System

The simulation system generally utilizes virtual systems
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to simulate an object or workflow, and is widely applied in
the decision-making of system construction, process forecast,
and safety control. Due to the feature of these applica-
tions, interaction with a human is indispensable. A good
many researchers have been working towards the goal of im-
proving the usability of the human-in-the-loop in predicting
and optimizing the integration of soldier systems. David-
son et al. [133] presented a semi-structured interview method
with key informants, and in the review method, eight critical
requirements for improving human-in-the-loop simulation
systems were identified. Addressing essential requirements
can improve the ability of current human-in-the-loop simula-
tion tools to accommodate the military’s need for human con-
sideration early in the design process. In addition, the system
can also be used for other planning problems such as cargo,
transportation problems, and traffic management problems.
Other researchers are concerned with the simulation of pro-
cesses, the most representative of integrating human-machine
dialogue into a system. Demirel et al. [134] proposed a
novel human-computer interaction method to evaluate the
safety and performance of human-product interactions. This
method modeled humans into a computationally designed en-
vironment through digital human modeling technology. With
this system, the form and function of the characters in the
workflow could be pre-designed, and ergonomic evaluation
indicators could be used to implement the work cycle. In
terms of program control, Metzner et al. [135] proposed a
simulated human-robot collaboration method that combined
virtual reality, motion tracking, and standard simulation soft-
ware for industrial robots. It used a virtual reality system
to simulate the workplace of a robot and its collaborators to
design a motion tracking system. The system captured human
movements by fusing two above-mentioned subjects. Among
other things, this approach would evaluate the performance
of the human-robot collaboration system safety controls and
the fulfillment of the defined requirements.

4.4. Search Engine

The automation and intelligence of search engines are also
important research areas. We discover that current search
engine is still positioned as an human assistant, but if the
search engine can further model the human work, it can be
more practical. At present, the researches on search engines
are mainly divided into recommendation system and image

search. Polisetty et al. [136] introduced a new joint recom-
mender system that is updated by continuously learning from
user feedback. Recommender systems better prepare infor-
mation from the three main research directions of informa-
tion aggregation, enrichment, and recommendation by plac-
ing humans in the loop. The system features review sum-
marization and rating prediction, with a web-based interface
for improving methods through human-computer interaction.
With the development of computer vision, searching through
images has become an important task and the image search
task has been well solved due to the fast development of deep
learning. However, the visual-text semantic matching task
remains a significant challenge that affects interaction per-
formance and search results. Since humans have an inher-
ent advantage in handling image search tasks, trying to intro-
duce users into the image search loop (Figure 12) has ex-
cellent potential. Kovashka et al. [120] devised a new feed-
back model for image search that allowed users to interact,
communicated preferences through visual comparisons, and
ultimately determined user searches. First, the user initiates a
query; then the system initiates feedback on the user’s query,
and the user provides feedback; then the system collects user
feedback and responds until the system no longer receives
user feedback; finally, the system learns from the user feed-
back and updates the system. Compared to traditional pas-
sive and active methods, the system can provide more accu-
rate search results with less user interaction through an iter-
ative learning process. Building on Kovashka et al., Plum-
mer et al. [126] put forward an attribute-based interactive im-
age search method, which can iteratively refine image search
results using human-in-the-loop feedback. Unlike before, the
system trains a deep reinforcement model to learn which im-
ages are informative, rather than relying on manual measure-
ments commonly exploited in previous work. Besides, this
work extends conditional similarity networks to incorporate
global similarity into training visual embeddings, resulting
in more natural transitions when users explore learned sim-
ilarity embeddings. The system is self-updating to provide
more accurate image search results. With the help of human-
in-the-loop, we believe that search engines can continuously
adapt to different changes through interactive learning to meet
searchers’ personalized needs better.

In addition to the above scenarios, human-in-the-loop
systems are also used in other fields [127, 137], such as
bioinformatics, supervisory healthcare, and crowd-sourcing
work. For example, Fredrik Wrede et al. [127] utilized
human-in-the-loop semi-supervised learning for stochastic
gene regulation. Rosenberg et al. [121] applied an artificial
swarm intelligence scheduling system for crowd-sourcing
tasks, Li et al. [138] employed a model checking method for
human-in-the-loop system. With the further development of
the systems based on human-computer interaction and the ex-
pansion of application scenarios, human-computer interaction
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will be applied on more occasions.
5. DISCUSSION AND FUTURE DIRECTIONS

In this section, we first discuss some existing challenges and
key issues of human-in-the-loop for machine learning. Next,
we show future directions on CV, NLP, and applications based
on human-in-the-loop.

5.1. The Challenges and Discussion

How to add human experience and knowledge to com-
puter vision tasks? By reviewing the previous works,
we find that most human-in-the-loop researches only focus
on natural language processing. Analyzing the reasons, it
is not easy to directly allow people to interact with images
effectively( except for direct labeling ), and add human ex-
perience and knowledge to the model throughout the cycle.
With the development of multi-modal technology, utilizing
multi-modality for image representation can be an effec-
tive way [139]. It is particularly worth pointing out that
Holzinger et al. [140] adopted Graph Neural Networks as
a method of choice, enabling information fusion for multi-
modal capability, which is a milestone. Besides, applying
inverse reinforcement learning also seems to be a feasible
and practical solution [141].
How does the model learn human knowledge and experi-
ence from a higher dimension? The goal of human-in-the-
loop is to connect humans to the model loop in a specific way,
so that the machine can learn human knowledge and experi-
ence during the loop. Most current methods achieve this goal
through human data annotation which is only the most basic
realization process. As the saying goes, it is better to teach a
man fishing than to give him fish. Researchers are supposed
to take how to help agents acquire this knowledge effectively
into account [142]. Language is an experience accumulated
in the human learning process. Researchers currently focus
on employing human intervention in dialogue to enable ma-
chines to learn human knowledge and intelligence from di-
alogue procedures iteratively [143]. In addition, numerous
reasoning tasks contain higher-dimensional knowledge. By
integrating humans into the reasoning loop, the machines can
also learn more about human experience [118]. Image qual-
ity evaluation and design tasks are a higher level of human
activity. Although human aesthetics and design inspiration
can constitute the theory; however, more inspiration and aes-
thetics still come from human experience [144]. If we find a
productive way to allow the model to learn more expert expe-
rience, the model’s improvement can be dramatic.
How to select key samples? The critical technology for the
human-in-the-loop is obtaining essential samples and label-
ing them with human intervention. At present, researchers
mainly exploit confidence-based methods to obtain critical
samples. This method plays an irreplaceable role in classi-

fication tasks [145, 146]. However, for other tasks (e.g. se-
mantic segmentation, regression, and target detection tasks),
confidence is the evaluation that is not so noticeable and thus
cannot reflect the improvement of the system. Active learning
aims to train an accurate prediction model with the least cost
by marking the examples that provide the most information.
There are multiple mature and worthy reference methods in
selecting criteria, and perhaps researchers can obtain inspira-
tion from these methods [147].
How to construct an evaluation benchmark? To develop
the entire community, providing an effective test benchmark
is important. At present, there is no uniform standard for
human-in-the-loop research benchmarks. To better explore
this research topic, it is essential to study how to develop
evaluation methods and benchmarks for human-in-the-loop
systems. Moreover, the formation of a unified benchmark is
also conducive to the further refinement of research [30]. The
current human-in-the-loop-based research is a more influen-
tial direction for exploring ways that are more conducive to
human-in-the-loop. In addition to creating the standards for
these interaction methods, restricting and theorization are also
particularly important.
How to implement a general multitasking framework by
human-in-the-loop? The real-world task is complex and in
its current form, so it is not easy to completely solve it with
one characterization [148]. With the emergence of a unified
large-scale pre-training model [149, 39], we have seen the
hope of achieving a universal model through human-in-the-
loop fine-tuning. In particular, the current machine learning
models are not as intelligent as humans, so it may be the next
direction to consider using a suitable way to introduce human
knowledge into large models.

5.2. Future Directions

To facilitate more researchers developing more advanced
Human-in-the-loop systems, we summarize the following
concrete future directions for Human-in-the-loop NLP, Human-
in-the-loop CV, and Human-in-the-loop Real-world Applica-
tions.

5.2.1. Future Directions for Human-in-the-loop NLP Sys-
tems

• For systems like a chatbot, automatic summarization
tool, or commercial machine translation, when interact-
ing with them, individuals can only give a reward signal
to the one output that is sent to them, which leads to the
sparsity in feedback concerning the size of the output
space [150].

• In syntactic parsing tasks, exploring more intelligent
questions about other types of parsing uncertainties
based on human-in-the-loop and scaling the method to
large unlabelled corpora or other languages are impor-
tant [43].
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• In user-centered design and evaluation of a human-in-
the-loop topic modeling task, the key is considering
trust or confidence [151].

• In terms of AI safety, among existing human-in-the-
loop techniques, some of them also allow malicious
individuals to efficiently train models that serve their
purpose, which may cause damage to all aspects of so-
ciety. For example, they could exploit human feedback
to fine-tune a language model to be more persuasive
and manipulate humans’ beliefs, instill radical ideas,
commit fraud, etc. [79].

5.2.2. Future Directions for Human-in-the-loop CV Systems

• In the image restoration task, it is necessary to pay
attention to predictive parameter optimization based
on supervised regression models and scientifically an-
alyzing correlations between the parameters of differ-
ent algorithms based on the human-in-the-loop meth-
ods [100].

• In image enhancement tasks, using active learning to
help users obtain a better estimation of cluster mem-
bership with the fewest image enhancements of images
is important [152].

5.2.3. Future Directions both NLP and CV Systems

• Human supervision may be preferable due to various
levels of expertise and with the increase of work over-
load, erroneous decisions are potential to occur [153].

• Collect and share more human feedback datasets for
different tasks of NLP and CV [30].

• We should consider user credibility to affect the influ-
ence of their annotations by analyzing the quality of
provided feedback[72].

• More rigorous in-depth user studies need to be designed
and conducted to evaluate the effectiveness and robust-
ness of human-in-the-loop frameworks in addition to
model performance [151].

• For generative tasks, an explicit function can be defined
by user feedback to evaluate and collect the generated
signals [150].

• It is vital to find an efficient way to dynamically pick up
the most representative and valuable feedback to col-
lect [154].

• It is crucial to have a more friendly manner of showing
what the model has learned from feedback and what
kind of feedback. Specifically, it is possible to explore
the process of changing the model in an attempt to vi-
sualize the results of the manual feedback [155].

5.2.4. Future Directions in Real-world Applications

• It is fundamental to choose an appropriate artificial in-
tervention time, especially the tasks with solid demand
for reliability and safety [156].

• For a system with human-computer interaction, users’
expectations of experience usually take precedence
over performance [157, 158].

• Modeling the sensor signal and solving the unified cod-
ing of abstract and concrete information is an essen-
tial problem in the process of human-computer interac-
tion [159].

• Human intervention remains on superficial judgments
(such as acceptance/rejection or direction), and explor-
ing more complex feedback is also a critical issue in
human-in-the-loop applications [160].

• Human-in-the-loop-based systems should have high ro-
bustness and generalization ability to domain changes,
disturbances, and “out-of-range” samples [161].

6. CONCLUSION

In this paper, we review existing studies in human-in-the-
loop techniques for machine learning. We first discuss the
work of improving model performance from data processing.
We divide this section into three parts: Data Preprocess-
ing, Data Annotation, and Iterative Labeling according to
the human-in-the-loop data processing pipeline. The core
question is how to achieve more significant performance with
fewer samples from a data perspective. Through the investi-
gation of human-in-the-loop-based data processing methods,
we find that the current human-in-the-loop-based data pro-
cessing methods focus more on how to use semi-supervised
methods for data collection and annotation than on how to
select and identify key samples in the dataset. Then, we
discuss the work of improving model performance through
interventional model training. In this part, we divide into
sub-module focusing on NLP and CV according to the target
task. The core issue is how to promote the breakthrough
of the model to crucial problems by adding human high-
dimensional knowledge to the model. By investigating the
work of human-in-the-loop in model training, we found that
most human-in-the-loop exists in model training by partici-
pating in simple data increments. Exploring model training
methods that effectively integrate human knowledge is the
core of solving such problems. Methods such as inverse
reinforcement learning and multimodal learning seem to be
effective solutions. Finally, we discuss the design of the
system independent “human-in-the-loop”. In this section, we
provide an overview of several human-in-the-loop real-world
applications tasks, and we divide the content into Security
Systems, Code Production Tools, Simulation Systems, and
Search Engines by task type. Through the investigation of
human-in-the-loop applications, we find that the coordination
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of considerable variables in practical applications is more
complicated than a single variable in academic research. In
actual production, although the system integrating human-
in-the-loop has advantages, how to quickly integrate high-
level human knowledge in actual production and maintain
the robustness of the system is a problem worthy of further
consideration. Besides, we provide open challenges and
opportunities and introduce some exciting questions. We first
discuss some challenges and problems of the current human-
in-the-loop in machine learning. On this basis, we further
clarify the future directions in terms of CV, NLP, and applica-
tions. The establishment of artificial intelligence models that
can effectively integrate human high-dimensional knowledge
has development potential, especially with the research of
large-scale pre-training models, the human-machine hybrid
method based on few-shot has broad prospects.
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