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Abstract

A number of jobs are to be assigned to a greater number of workers. While having to abide by the law
of minimum wages, firms must determine who should be assigned which job and at what salary. In such
situations fair (envy-free) allocations usually fail to exist. To cope with this situation, this paper proposes
a new concept of fairness, called constrained fairness. Among the set of constrainedly fair allocations, the
so-called constrainedly fair and minimal allocations are of particular interest. The reason for this is that
the salaries are not only compatible with the minimum wages; they are also optimal from the standpoint of
cost-minimizing firms and the assignment of jobs is efficient from the viewpoint of workers. A convergent
dynamic procedure that identifies constrainedly fair and minimal allocations is proposed. Furthermore,
strategic properties of the mechanism are derived, and two notions of efficiency are evaluated.
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1. Introduction

A minimum wage refers to a minimum (hourly, monthly etc.) amount which employers must pay their
employees for their work and service. One of the main objectives with a minimum wage law is to protect
employees from being exploited, i.e., to ensure that employees do not receive too low salaries. However,
it is well-known that disequilibrium situations may arise when minimum wage laws are enacted, i.e., for a
given set of wages it may not be possible to assign each worker his/her most preferred job. Consequently,
analyzing job-assignment problems with minimum wage restrictions requires a new approach beyond the
existing ones for the traditional fair (or envy-free) job-assignment problems investigated by e.g., Alkan et al.
(1991), Crawford and Knoer (1981), Maskin (1987), Svensson (1983) and Tadenuma and Thomson (1991),
where each worker is assigned his most desired job at the given wages, simply because such an allocation
may not be attainable under the minimum wage requirement. This paper investigates a job-assignment
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problem and proposes a weakening of the fairness concept1 which is tailored to capture the specific features
of labor markets with exogenously given minimum wages and unemployment benefit.

The job assignment model consists of a finite number of jobs and a greater number of workers. Each
worker is permitted to have at most one job, but some workers will be unemployed (since there are more
workers than jobs). The employer specifies a wage for each job under a minimum wage constraint, meaning
that any worker who is assigned a job must be paid no less than its corresponding minimum wage. A
worker that is not assigned a job receives an unemployment benefit. The level of the unemployment benefit
and the minimum wages are set by the government and are regarded as fixed in the model. For this type
of job assignment model there are (at least) two compelling reasons for abandoning the standard fair job
assignment approach. First, there may not exist a fair allocation that satisfies the wage requirements (see,
e.g., Example 1). Second, in the real world, many unemployed workers would like to have a job and are
therefore willing to accept a job at a lower wage rather than being unemployed. Thus by adopting the
notion of fairness some wages may fall short of the minimum wages and this cannot be the case. For these
reasons the concept of fairness must be weakened. This paper proposes a weakening called constrained
fairness where the unemployed workers are allowed to envy employed workers but no employed worker is
allowed to envy any other worker (employed or unemployed). This weakening captures the facts that (i)
unemployed workers may like to be employed, (ii) that accepting a job offer is a voluntary decision (because
each employed worker is assigned his most preferred job, at the given wages, and the worker finds this to be
a better alternative than being unemployed) and (iii) the economic reality that firms are only responsible for
their employees and can therefore only guarantee an equilibrium outcome among their employees.

The first major result (Theorem 1) demonstrates under very mild conditions that the set of compensation
vectors (or wage vectors) that respect the constrained fairness criterion is non-empty and, moreover, that
there exists a unique compensation vector that is minimal in the sense that it requires the employer to pay
the least. This vector is called the constrainedly fair and minimal compensation vector and it is of particular
interest not only because it minimizes the wage costs for the employer but also because the (possible) envy
is minimized for the specific job assignment. More precisely, because constrainedly fair allocations cannot
exclude the possibility that an unemployed worker envies an employed worker, it is desirable to reduce such
envy as much as possible.2 Another motivation for considering this particular wage vector is that there is
no reason for a cost minimizing firm to require the wages to be higher than necessary. The existence of
constrainedly fair and minimal job-allocations is established in Theorem 2.

Given the existence of constrainedly fair and minimal allocations, it is of interest to investigate strategic
properties of a general allocation mechanism that always selects a constrainedly fair and minimal allocation.
Such a mechanism is called the constrained fair and minimal allocation (CFMA) mechanism and has several
interesting strategic features. Unlike e.g., the Vickrey-Clarke-Groves mechanism, the CFMA mechanism
does not have an equilibrium in dominant strategies for all workers in every situation. However, Theorems 3
and 4 demonstrate (under very general circumstances) that the CFMA mechanism neither can be manipulated
by any group of unemployed workers when the unemployment benefit is high relative to the minimum wages,
nor can it be manipulated by any group of employed workers when the minimum wages are high relative
to the unemployment benefit. These results are quite original and surprisingly consistent with what is often
observed in the real world. For instance, when the unemployment benefit is reasonably high, unemployed
workers are generally contented with the situation and in fact have no incentive to apply for jobs at all (thus
no manipulation).

1Andersson and Svensson (2008) and Diamantaras and Thomson (1990) suggest alternative weakenings.
2Chaudhuri (1986) presents an intensity measure of envy from a different perspective.
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Another important issue is to design a simple and practical procedure for identifying constrainedly fair
and minimal allocations. This paper develops a dynamic procedure (Algorithm 1) and demonstrates that it
indeed converges in a finite number of steps and in addition identifies the constrainedly fair and minimal
compensation vector (Theorem 5) for the quasi-linear utilities. The proposed algorithm is a dynamic salary
adjustment procedure that starts with the exogenously given minimum wages. The algorithm then increases
the wages for the well-defined so-called over-supplied jobs in each iteration until it converges (formally a
set of jobs is over-supplied if the number of workers who demand a job in the set is less than the number of
jobs in the set). This dynamic procedure is a variant of the Hungarian method of Kuhn (1955) in the sense
that it starts with a well-defined matrix (in this case each element in the matrix represents the valuation of a
specific worker of being assigned a certain job and its corresponding wage) and then adjusts this matrix by
systematically changing the wages until a constrainedly fair compensation vector can be identified. While
several related algorithms in the literature adjust the wages for over-demanded jobs (i.e., a set of jobs that
are demanded by a larger number of workers than there are jobs in the set), see, e.g., Crawford and Knoer
(1981) or Demange et al. (1986), our algorithm adjusts the wages for “over-supplied” jobs. In fact, we
cannot adjust wages for over-demanded jobs, because jobs may always be over-demanded due to the lower
compensation limits. It should also be noted that the current algorithm is different from those proposed by
Su (1999), Klijn (2000), Brams and Kilgour (2001), and Haake et al. (2002), because they all require that
a fixed (possibly non-negative) amount of money should be completely allocated among the agents. Hence,
no such minimal compensation scheme exists in their models.

This paper also examines the problem of efficiently assigning the jobs to the workers given the unique
constrainedly fair and minimal compensation vector. At a first sight this is an easy problem given the
information generated in the final step of our algorithm because this step essentially reveals which objects
are preferred by each worker at the constrainedly fair and minimal compensations. However, by only using
this information there is a risk that a Pareto dominated job-assignment is selected.3 We solve this problem
by providing a concrete procedure for identifying an efficient job assignment that is compatible with the
(unique) constrainedly fair and minimal compensation vector (Algorithm 2).

The paper ends with a discussion on the social desirability of constrainedly fair and minimal allocations,
and reveals that such allocations are optimal for the firms but may not always coincide with the goal of
a social planner. In particular, given quasi-linear utilities, it is demonstrated that a constrainedly fair and
minimal allocation need not be welfare efficient in the sense that it need not maximize the sum of the
values of the jobs to the workers. In this sense there is a potential trade-off between constrainedly fair and
minimal compensations and welfare efficiency. However, if the employer (for some reason) attaches more
importance to welfare efficiency, we show that the dynamic procedures can be modified to reach a socially
desirable allocation which is both welfare efficient and constrained fair (Algorithm 3).

The paper is outlined as follows. In Section 2 the formal job-assignment model is presented. Section 3
introduces and defines the concept of constrained fairness. Section 4 investigates a number of properties of
constrainedly fair and minimal allocations. Section 5 derives several strategic properties of the CFMA mech-
anism. Section 6 specifies two algorithms that together identify constrainedly fair and minimal allocations.
Finally, Section 7 discusses the social desirability of constrainedly fair and minimal allocations.

3This is not a problem in traditional fair job-assignment models because the set of fair allocations is a subset of the set of the
Pareto-efficient allocations see, e.g., Svensson (1983).
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2. The Job Assignment Model

The job assignment model consists of m workers and n jobs. The finite sets of workers and jobs are
denoted by M = {1, ...,m} and N = {1, ...,n}, respectively. It is supposed that m > n, i.e., at least one worker
will be unemployed. For convenience, each unemployed worker is assigned a dummy-job denoted by 0 � N.
The wage for job j ∈ N is given by s j, and all wages are collected in a compensation vector s = (s1, ..., sn).
An unemployed worker receives a fixed unemployment benefit s0 from the government. The government
also determines a minimum wage wj for each job j ∈ N. The minimum wages are gathered in the vector
w = (w1, ...,wn). This means that s j ≥ wj for all j ∈ N. Note also that because the unemployment benefit is
fixed it is always equal to s0 so there is no reason to introduce a minimum wage for the dummy-job.

Each worker demands at most one job and the utility for worker i ∈ M of being assigned job j ∈ N ∪{0}
with compensation s j is given by ui j(s j) where the utility function is continuous and strictly increasing in
s j. It is also assumed that no job is infinitely good or bad for any worker. This assumption guarantees that
for any worker and any two jobs there are wages that make the worker indifferent between the two jobs.
A list u = (u1, ...,um) of (individual) utility functions is a (preference) profile. We also adopt the notational
convention of writing u = (uC ,u−C) for C ⊂ N. The set of profiles with utility functions having the above
properties is denoted byU.

An assignment is a mapping π : M �→ N ∪ {0} assigning job πi to worker i ∈ M. An assignment π is
feasible if π is onto and πi = πk and i � k implies that πi = 0. Hence, any real job is assigned to precisely
one worker. An allocation (π, s) consists of a compensation vector s and a feasible assignment π. The set
of allocations is denoted by A. An allocation mechanism is a non-empty correspondence ϕ that for each
profile u ∈U selects a set of allocations ϕ(u)⊂A such that uiπi(sπi)= uiπ̂i (ŝπ̂i) for all i ∈M if (πi, s) ∈ ϕ(u) and
(π̂, ŝ) ∈ ϕ(u). Hence, the various outcomes in the set ϕ(u) are utility equivalent, and such a correspondence
is called essentially single-valued (ESV).

3. Constrained fairness

In the classical definition of fairness (due to Foley, 1967) an allocation is fair if it is envy-free, i.e.,
allocation (π, s) is fair if π is feasible and uiπi (sπi) ≥ ui j(s j) for all i ∈ M and all j ∈ N∪{0}. However, the set
of allowable fair allocations may be empty in our job assignment model because monetary restrictions are
imposed on the unemployment benefit and the wages. This is illustrated in the following example.

Example 1. Suppose that M = {1,2} and N = {1} so one of the workers will be unemployed. Assume also
that the workers are endowed with quasi-linear utility functions of the type ui j(s j) = vi j + s j for i ∈ M and
j ∈ N, and let v10 = v20 = 3 and v11 = v21 = 2. Clearly both workers strictly prefer to be employed when
s1− s0 > 1. Say now that the government announces that the unemployment benefit s0 equals 1 and that the
minimum wage for job 1 is set to w1. Then, because s0 = 1 is fixed and s1 ≥ w1 by law, for any w1 > 2 the
unemployed worker will always envy the employed worker and thus fair allocations cannot be achieved. �

Due to the problems illustrated in Example 1, the concept of fairness must be modified. The following notion
is adopted in this paper.

Definition 1. For a given profile u ∈ U, allocation (π, s) is said to be constrainedly fair (CF, henceforth) if

(i) s ≥ w,

(ii) π is feasible,
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(iii) uiπi(sπi) ≥ ui j(s j) for all i ∈ M with πi � 0 and all j ∈ N ∪{0}.
If (π, s) is a CF allocation, then s is called a CF compensation vector and π is said to be compatible with s. A
compensation vector s is CF if there is an assignment π such that (π, s) is a CF allocation. All compensation
vectors that are CF for a given profile u ∈ U are collected in the set F(u).

The meaning of the above definition is that an allocation is CF if the wages are weakly higher than the
minimum wages and if each employed worker is allocated his most preferred job at the given wages. Thus,
no employed worker envies any other worker (employed or unemployed), but an unemployed worker may
envy an employed worker.4 An unemployed worker will, however, never envy any other unemployed worker
because the unemployment benefit (i.e., the salary for the dummy-job s0) is fixed and equal for all unem-
ployed workers. Note also that a fair allocation is always CF. In this sense, the notion of CF is a weakening
of the fairness concept. Moreover, in the bounding case (not considered in this paper) when |N| = |M| the
two notions coincide.5

We end this section with an important result from the fairness literature that will be adopted in several of
the coming proofs. The result is a direct consequence of the Perturbation Lemma in Alkan et al. (1991) and
is stated here without a proof.

Lemma 1. If no worker in M′ ⊆ M envies any other worker in M′ at allocation (π, s), then, for each ε > 0,
there exists some other allocation (π̂, ŝ) where no worker in M′ envies any other worker in M′, π̂i = πi for all
i ∈ M−M′, and ŝπ j < sπ j < ŝπ j +ε for all j ∈ M′.

4. Constrainedly Fair and Minimal Allocations

Constrained fairness concerns primarily employed workers. The compensation vector is required to de-
fine an equilibrium among employed workers but not necessarily among unemployed workers. As observed
in the previous section, it may happen that an unemployed worker envies an employed worker. This potential
disequilibrium situation is a necessary consequence of the restrictions on the unemployment benefit and the
wages (imposed by the government). One reason to deviate from equilibrium, by putting lower limits on
the wages, is that the market solution (i.e., the fair solution) from a social point of view may yield too low
compensations. For example, one of the main arguments for introducing minimum wage laws is to protect
the employees from receiving too low salaries. However, if a lower limit is imposed, there is no reason
for a cost-minimizing employer to pay higher compensations than the market demands. Hence, of primary
interest is to identify a CF compensation vector s∗ with the property that wage for each job in s∗ is smaller
than or equal to the wage for the same job at any CF compensation vector. Such a compensation vector is
called CF and minimal.

Definition 2. For a given profile u ∈ U, a compensation vector s∗ ∈ F(u) is said to be CF and minimal if
s∗j ≤ s j for all j ∈ N and all s ∈ F(u).

4Given the setup in Example 1, it is clear that any allocation (s,π) where s0 = 1 and s1 ≥ 2 is CF as long as π is feasible. The
unemployed worker will, however, envy the employed worker when s1 exceeds 2.

5Clearly, fairness implies CF. Suppose now that allocation (π, s) is CF and that |N| = |M|. From the feasibility requirement it then
follows that j = πi for some i ∈ M for each j ∈ N. Hence, πi � 0 for all i ∈ M since |N| = |M|. But then uiπi (sπi ) ≥ ui j(s j) for all i ∈ M
and all j ∈ N ∪{0} by definition of CF. Thus allocation (π, s) is also fair.

5



Before establishing the existence of a CF and minimal compensation vector some notation must be
introduced. Let T be a subset of jobs and denote by M(s,T ) the set of workers who demand a job in T at the
compensation vector s, i.e.,

M(s,T ) = {i ∈ M | ui j(s j) =maxk∈N∪{0} uik(sk) for some j ∈ T }.
A well-known result by Hall (1935) states that if there are exactly as many workers as there are jobs, then it
is possible to fairly assign a job to each worker if and only if for every set T of jobs, the number of workers
demanding jobs from T is at least as large as the number of elements in T , i.e., if and only if |T | ≤ |M(s,T )| for
all T ⊆ N. Lemma 2 (below) applies Hall’s Theorem to prove a corresponding property of CF compensation
vectors. This lemma is then useful in establishing the existence and the uniqueness of a CF and minimal
compensation vector.

Lemma 2. For each profile u ∈ U, a compensation vector s belongs to F(u) if and only if |T | ≤ |M(s,T )| for
all T ⊆ N.

Proof. Let u ∈ U. Clearly |T | ≤ |M(s,T )| for all T ⊆ N if s ∈ F(u). Suppose now that |T | ≤ |M(s,T )|
for all T ⊆ N. To prove that s ∈ F(u), consider N′ = N ∪ {m+1, . . . ,n}, where each j in N′ −N is one of
n−m dummy-jobs. Let also vi for i ∈ M be utility functions defined as: vi j(s j) = ui j(s j) if j ∈ N, and
vi j(s j) =maxk uik(sk) for k ∈ N ∪{0} if j ∈ N′ −N. From the assumption |T | ≤ |M(s,T )| for all T ⊆ N it then
follows that:

|T | ≤ |M′(s,T )| for all T ⊆ N′,

where:
M′(s,T ) = {i ∈ M | vi j(s j) =maxk∈N′ vik(sk) for some j ∈ T }.

Note that |M′(s,T )| = |M(s,T )| if T ⊆ N while |M′(s,T )| =m if T ∩N′ −N � ∅. But then according to Hall’s
Theorem, there is an assignment π such that (π, s) is a fair allocation at v since |N′| = |M|. Consequently,
(τ, s) is CF at u if τi = πi when πi ≤ m and τi = 0 when πi > m. Thus, s ∈ F(u).

Theorem 1. For each profile u ∈ U, there exists a unique CF and minimal compensation vector s∗.

Proof. We first prove that F(u) �∅. Take an arbitrary subset L of n workers from M. For any real vector
y = (y1, · · · ,yn) there exist a real vector x = (x1, · · · , xn) ≥ y and a bijective function β : L �→ N −{0} such that
uiβi (xβi ) ≥ ui0(0) and uiβi(xβi ) ≥ ui j(x j) for all i ∈ L and all j ∈ N − {0}, by monotonicity, see, e.g., Maskin
(1987) or Svensson (1983). Now it is readily seen that F(u) � ∅. For the same reason, F(u) is not bounded
above, but bounded below since s ≥ w for all s ∈ F(u). Moreover, F(u) is closed because preferences are
continuous.

Now, it only remains to prove that s ∈ F(u) whenever s j =min{s j, s′j} for all j ∈ N and s, s′ ∈ F(u). Then,
because F(u) is closed and bounded below, there is a unique minimal compensation vector. Consider two
vectors s, s′ ∈ F(u) and let A = { j ∈ N | s′j < s j}. Without loss of generality, it is assumed that A � N and
A � ∅.

We first prove that there is a group G ⊆ M of workers that can be fairly assigned to jobs in A. To obtain
a contradiction, suppose that (a) there is a non-empty subset T ⊆ A such that |T | > |M(s,T )|. Consider next
worker i ∈ M(s′,T ) where ui j(s′j) =maxk∈N∪{0} uik(s′k) for some j ∈ T ⊆ A, by definition of M(s′,T ). For this
worker, it is clear that:

ui j(s j) = ui j(s
′
j) =maxk∈N∪{0} uik(s

′
k) ≥maxk∈N∪{0} uik(sk) for some j ∈ T ⊆ A,
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by monotonicity. Hence, M(s′,T ) ⊆ M(s,T ), so |T | > |M(s,T )| ≥ |M(s′,T )| by assumption (a). But since
s′ ∈ F(u), the latter condition contradicts Lemma 2. Hence, assumption (a) cannot be true. By applying
Lemma 2 once more, there is an allocation (σ, s) such that uiσi (sσi

) ≥ ui j(s j) for all σi ∈ A and all j ∈ N∪{0}.
Let now G = {i ∈ M | σi ∈ A}.

We next prove that s ∈ F(u). Let allocation (π, s) be CF, and consider a job j ∈ N−A and the worker i ∈M
with πi = j. Now we have uiπi(sπi) ≥ uik(sk) > uik(s′k) = uik(sk) for all k ∈ A, since (π, s) is CF and preferences
are monotonic. Moreover, uiπi (sπi) = uiπi (sπi) because πi ∈ N −A and, consequently, uiπi (s) > uik(s). Hence,
i �G. But then allocation (τ, s) is CF if τi = σi for i ∈G and τi = πi for i ∈ M−G. Thus, s ∈ F(u).

Given the existence of a (unique) CF and minimal compensation vector s∗ it follows from the definition
of CF that there exists an assignment π that is compatible with s∗. More precisely, let R̂i(s∗) be the set of
jobs in N ∪ {0} that maximizes the utility of worker i ∈ M at the CF and minimal compensation vector s∗,
i.e.,

R̂i(s
∗) = { j ∈ N ∪{0} | ui j(s

∗
j) =maxk∈N∪{0} uik(s

∗
k)}.

By defining Ri(s∗) = R̂i(s∗)−{0}, the following result can be obtained.

Lemma 3. Any feasible assignment π where πi ∈ Ri(s∗) for all i ∈ M with πi � 0 is compatible with s∗.

Proof. Note that if R̂i(s∗) = {0} so Ri(s∗) =∅ for some i ∈ M then this worker can never be assigned a job
from N because this would violate CF. If Ri(s∗) � ∅ and πi ∈ Ri(s∗) then uiπi (s

∗
πi

) ≥ ui j(s∗j) for all j ∈ N∪{0}.
Hence, (π, s∗) is CF, so π is compatible with s∗.

However, not all assignments that are compatible with s∗ are desirable from an efficiency perspective,
since for some of them it may well be the case that at least one worker can be made better off without hurting
any other worker and without increasing the wages. This is illustrated in the following example.

Example 2. Suppose that M = {1,2,3,4} and N = {1,2,3} so one of the workers will be unemployed. Assume
next that the government announces that the unemployment benefit s0 equals 1 and that the minimum wages
are given by w = (w1,w2,w3) = (2,2,2). Let the preferences of the workers be represented by quasi-linear
utility functions of the type ui j(s j) = vi j + s j for i ∈ M and j ∈ N and the values of jobs to the workers be
given by the matrix: ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

v10 v11 v12 v13

v20 v21 v22 v23

v30 v31 v32 v33

v40 v41 v42 v43

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

5 3 3 2
3 4 2 5
3 1 1 5
5 2 3 2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(1)

In this case, it can be shown that the CF and minimal compensation vector is given by s∗ = (3,3,2), see
Example 4. Moreover, from the quasi-linear specification, the above matrix and s∗ it follows directly that
R1(s∗) = {1,2}, R2(s∗) = {1,3}, R3(s∗) = {3} and R4(s∗) = {2}. Hence, there are four assignments that are
compatible with s∗ by Lemma 3 namely:

π = (π1,π2,π3,π4) = (1,0,3,2),

π̇ = (π̇1, π̇2, π̇3, π̇4) = (1,3,0,2),

π̄ = (π̄1, π̄2, π̄3, π̄4) = (2,1,3,0),

π̃ = (π̃1, π̃2, π̃3, π̃4) = (0,1,3,2).
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However, R̂1(s∗) = {0,1,2} and R̂4(s∗) = {0,2} because:

u10(s0) = u11(s∗1) = u12(s∗2) = 6,

u40(s0) = u42(s∗2) = 6.

Note also that R̂2(s∗) = R2(s∗) and R̂3(s∗) = R3(s∗). It is now clear that allocation (π, s∗) is not desirable
from an efficiency point of view because worker 2 is strictly better off at allocation (π̄, s∗) and the other
three workers gets the same utility. Allocation (π̇, s∗) is also disqualified since worker 3 is strictly better
of at allocation (π̃, s∗) and the remaining three workers are indifferent. Hence, not all assignments that are
compatible with s∗ are desirable. �

Example 2 illustrates that unless some efficiency restriction is imposed on the allocation, non-desirable
outcomes may be selected by the employer. However, additional restrictions cannot be imposed on the
compensation vector for at least two reasons. First, if wages are allowed to exceed the CF and minimal
wages, then the cost-minimizing employer will be strictly worse off because the cost of hiring workers will
increase. This is certainly not desirable from the viewpoint of the employer. Second, even if wages are
allowed to be higher than the CF and minimal wages s∗ then there always exists another CF compensation
vector where the compensation for each employed worker is strictly higher by Lemma 1. Then because the
wages are not bounded from above it is always possible to make the employed workers better off. Hence, by
allowing the wages to deviate from the CF and minimal compensations the general idea behind the concept
of CF is undermined (see Section 7 for a further discussion). For these reasons, additional restriction must
be imposed on the assignment and not on the compensation vector. Given this observation the following
definition of efficiency is very natural.

Definition 3. For a given profile u ∈U and allocation (π∗, s), the corresponding assignment π∗ is said to be
object efficient if there is no other feasible assignment π that is compatible with s ∈ F(u) with the property
that uiπi (sπi) ≥ uiπ∗i (sπ∗i ) for each i ∈ M with at least one strict inequality.

In Example 2 we have already seen that assignments π and π̇ are not object efficient, because they fail to
satisfy the requirements in Definition 3. We are now ready to define a CF and minimal allocation.

Definition 4. For a given profile u ∈ U, allocation (π∗, s∗) is said to be CF and minimal if (i) s∗ ∈ F(u) is
minimal and (ii) π∗ is object efficient and compatible with s∗.

In Example 2, both (π̄, s∗) and (π̃, s∗) are CF and minimal allocations. In general, we obtain the following
existence result.

Theorem 2. For each profile u ∈ U, there exists a CF and minimal allocation (π∗, s∗).

Proof. Because a CF and minimal compensation vector s∗ exists by Theorem 1, there exists a finite
number of assignments that are compatible with s∗. Clearly, there is at least one assignment that is object
efficient and compatible with s∗.

Remark 1. Efficiency in this paper is defined in terms of object efficiency. Of course, Pareto efficiency also
requires that an upper bound on the use of resources for compensations are explicitly added to the model.
However, in some cases there may be a conflict between constrained fairness and object efficiency (see
Example 2), a conflict that does not prevail between fairness and object efficiency. It is well-known that a
fair assignment of indivisible objects is always object efficient, see e.g. Svensson (1983). In our model with
constrained fairness, the conflict can only emerge at utility profiles where there is an employed worker that is
indifferent to being unemployed at the given compensations. Thus, for almost all profiles, object efficiency
is implied also by constrained fairness.
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Remark 2. Our model reflects a situation where the government’s concern for welfare can be expressed
only by fixing the minimum wage rates and the unemployment benefit. If it is possible for the government
to make interpersonal utility comparisons, other means may be available, e.g., force firms to set wages not
only so that equilibrium on the market for employed workers prevails but also so that the wages maximize
some kind of social welfare function. See Section 7 for a further discussion.

5. Strategic Properties

This section investigates strategic properties of an allocation mechanism that always selects CF and
minimal allocations. Such an allocation mechanism will be called the CF and minimal allocation (CFMA)
mechanism and denoted by ϕCF . We will investigate under what circumstances the CFMA mechanism can or
cannot be manipulated by a worker or a group of workers. As established in Theorem 1, the CF and minimal
compensation vector is unique but this does not necessarily mean that there is a unique CF and minimal
allocation (in Example 2 for instance both assignments π̄ and π̃ are object efficient and compatible with the
CF and minimal compensation vector). This also means that the CF and minimal allocation mechanism ϕCF

may be a correspondence. More explicitly, for all profiles u ∈ U, the outcome of the CFMA mechanism
ϕCF(u) is a non-empty set such that:

ϕCF(u) ⊆ {(π, s) ∈ A | allocation (π, s) is CF and minimal} .
The correspondence ϕCF defined in this way is an allocation mechanism whenever ϕCF is essentially single-
valued (ESV), i.e., whenever each agent is indifferent among the various outcomes that the allocation mech-
anism may have. The following notion of manipulability will be employed.

Definition 5. A mechanism ϕ is manipulable at a profile u ∈ U by a group C ⊆ N if there is a profile v ∈ U
and two allocations (π, s) ∈ ϕ(u) and (σ, t) ∈ ϕ(vC ,u−C) such that uiσi (tσi) > uiπi (sπi) for all i ∈ C. If it is not
possible for any group C ⊆ M to manipulate the mechanism at profile u ∈U it is said to be non-manipulable
at profile u ∈ U.

Non-manipulability is a demanding requirement and, as a consequence, many economic problems cannot
be expected to be solved by a non-manipulable allocation mechanism (at least not for all preference profiles).
This is also the case for the CFMA mechanism as illustrated in the following example.

Example 3. Suppose that M = {1,2} and N = {1} so one of the workers will be unemployed. Assume next
that the workers are endowed with quasi-linear utility functions of the type ui j(s j) = vi j + s j for i ∈ M and
j ∈ N. Let also v10 = 2, v11 = 1, v20 = 3, v21 = 0, s0 = 0 and w1 = 1. In this case it is easy to see that the CF and
minimal compensation for job 1 is s∗1 = w1 = 1 and that (π1,π2) = (1,0). However, worker 1 can manipulate
the mechanism by reporting v̂10 = 3 instead of v10 = 2, because in this case worker 1 is still assigned job 1
but the CF and minimal compensation is now ŝ∗1 = 2 > 1. So worker 1 can actually gain by misreporting. �

However, we will demonstrate that even though the CFMA mechanism can be manipulated (as demon-
strated in Example 3), this is not always the case. In fact, the possibility for a specific worker or a specific
group of workers to manipulate the CFMA mechanism depends heavily on (i) if they are assigned a job or
not and (ii) the relation between the minimum wages and the unemployment benefit.

Our first result regarding non-manipulability (Theorem 3, below) demonstrates that if the outcome of the
CFMA mechanism is fair for the true preferences then it is not possible for any group of unemployed workers
to manipulate the outcome of the mechanism. To get some intuition of this result, note that fair allocations
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will only be selected by the CFMA mechanism when the unemployment benefit is high relative to the
minimum wages, i.e., when all unemployed workers actually prefer being unemployed rather than having a
job. Hence, when the unemployment benefit is “high”, the unemployed workers will not try to change the
outcome of the CFMA mechanism because if they do, they risk ending up with a job at a (weakly) lower
wage. Then since they prefer being unemployed at the given wages they certainly prefer being unemployed
when the wages (weakly) decreases. The reason that the wage may weakly decrease is that if an unemployed
worker falsely signals that he is interested in a job, the worker signals to the employer that the job is attractive.
Then because the employer selects minimal wages where fairness is respected among the employed workers
the employer can (weakly) reduce the wage and at the same time guarantee that fairness is respected among
employed workers. Consequently, it is impossible for any group of unemployed workers to manipulate the
outcome of the CFMA mechanism in their advantage when the outcome is fair for the true preferences.
Before stating this result formally, we provide a key lemma that will be important in some of the subsequent
proofs.

Lemma 4. Let (π, s) ∈ ϕCF(u) and consider the non-empty subset C ⊆M. Suppose now that there is a profile
v ∈ U such that (σ, t) ∈ ϕCF(vC ,u−C) and:

(i) uiπi(sπi) ≥ ui j(s j) for all i ∈C and all j ∈ N,

(ii) uiσi(tσi) > uiπi (sπi) for all i ∈C.

Let also G = {i ∈ M | tσi < sσi }. Then C∩G = ∅, and πi = 0 if i ∈G.

Proof. From assumptions (i) and (ii) it follows that uiσi (tσi) > uiπi (sπi) ≥ uiσi (sσi) for all i ∈ C. Conse-
quently, tσi > sσi for all i ∈C by monotonicity. Hence, C∩G = ∅.

Assume now that there is a worker i ∈G with πi � 0, and let D = { j ∈ N | t j < s j}. Note now that 0 � D
since t0 = s0, and that D � ∅ because G � ∅ by assumption. Moreover, for the worker i ∈G with πi � 0 it is
clear that:

uiπi (sπi) > ui j(s j) for all j ∈ N ∪{0}−D. (2)

This follows from the following sequence of inequalities:

uiπi (sπi) ≥ uiσi (sσi) by CF because πi � 0,

uiσi (sσi) > uiσi (tσi) by monotonicity since σi ∈ D and i �C,

uiσi (tσi) ≥ ui j(t j) for all j ∈ N by CF as σi � 0 when σi ∈ D and i �C,

ui j(t j) ≥ ui j(s j) by monotonicity when j ∈ N ∪{0}−D.

Let now G′ = {i ∈G | πi � 0} and note that G′ �∅ by assumption. Thus, if i ∈G′ then πi ∈ D by condition (2)
and CF. Then, because of condition (2), we can apply Lemma 1 to find a CF allocation (τ,r) such that r ≤ s
and r � s. But this contradicts that s is CF and minimal. Hence, πi = 0 if i ∈G.

Theorem 3. Suppose that (π, s) ∈ ϕCF(u) and that allocation (π, s) is fair. Then it is not possible for any
group of unemployed workers C ⊆ M to manipulate ϕCF at profile u ∈ U.

Proof. Suppose that some group of unemployed workers C ⊆M can manipulate ϕCF at the profile u ∈U.
Then there is a profile v ∈ U and an allocation (σ, t) ∈ ϕCF(vC ,u−C) such that:

uiσi (tσi) > uiπi (sπi) for all i ∈C. (3)
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Let also D = { j ∈ N | t j < s j} and G = {i ∈ M | σi ∈ D}. Clearly, C ∩G = ∅ by Lemma 4. Suppose now that
D�∅ and consider worker i ∈G where πi = 0 by Lemma 4. But then uiπi(tπi)= uiπi (sπi)≥ uiσi (sσi)> uiσi (tσi),
by monotonicity, contradicting CF since σi > 0. Hence, D = ∅. But if D = ∅, then t ≥ s. However, t cannot
be CF and minimal for the profile (vC ,u−C) ∈U if t � s because s ∈ F(vC ,u−C) since uiπi (sπi) ≥ ui j(s j) for all
i ∈ M−C and all j ∈ N, by fairness, and πi = 0 for all i ∈ C, by assumption. Thus, t = s. But then allocation
(π, s) cannot be fair according to condition (3) which contradicts the assumption in the theorem. Hence, it is
not possible for any group of unemployed workers C ⊆ M to manipulate ϕCF at profile u ∈ U.

Theorem 3 asserts that when the unemployment benefit is high relative to the minimum wages the unem-
ployed workers cannot gain by acting strategically. However, when there is an converse relationship between
the unemployment benefit and the minimum wages (i.e., when the minimum wages are high relative to the
unemployment benefit) the CFMA mechanism cannot be manipulated by any group of employed workers.
Intuitively the reason for this is that the only way for an employed worker to obtain a higher utility is to get a
job at a higher wage (recall that each employed worker is always assigned his most preferred job so the wage
must increase otherwise the utility cannot increase). In order to increase the wage for the job, the employed
worker has to signal that he is not that interested in it, i.e., to try to make the job over-supplied. But if the
employed worker is not interested in the job at the given wage then some unemployed worker may take the
job immediately due to the “low” unemployment benefit. Hence, by signalling less interest in the job, the
employed worker risks being unemployed and in this case the utility certainly cannot increase because each
employed worker (at least weakly) prefers being employed at the given salary rather than being unemployed,
by definition of CF.

The crucial factor for obtaining the non-manipulability result for a group of employed workers is that the
minimum wages must be so high relative to the unemployment benefit that some unemployed worker always
is willing to take a job at the given wages or, equivalently, if the employed worker i (for some reason) drops
out of the job-market then there is always some other worker j that is willing to take his job at the given
wage.6 In this case the allocation is said to be tight. Formally, tightness is defined as follows:

Definition 6. Let M′ ⊆ M be a non-empty set of employed workers at the CF allocation (π, s). If there exists
some other assignment π̂ that is compatible with s where π̂i = 0 for all i ∈ M′ then allocation (π, s) is said to
be tight for M′.

A similar concept of tightness for Nash equilibrium is used in Dubey (1982) and Svensson (1991).

Theorem 4. Suppose that (π, s) ∈ ϕCF(u) and that allocation (π, s) is CF and tight for some group C ⊆ M of
employed workers. Then it is not possible for the group of employed workers C ⊆ M to manipulate ϕCF at
profile u ∈ U.

Proof. Suppose that some group of employed workers C ⊆ M can manipulate ϕCF at the profile u ∈ U.
Then there is a profile v ∈ U and an allocation (σ, t) ∈ ϕCF(vC ,u−C) such that:

uiσi (tσi) > uiπi (sπi) for all i ∈C. (4)

Let also D = { j ∈ N | t j < s j} and G = {i ∈ M | σi ∈ D}. We first demonstrate that D = ∅. For this purpose,
suppose that D � ∅ and consider the compensation vector r where r j = min{s j, t j} for all j ∈ N. Then r ≤ s
and r � s since D � ∅. Let now τ be an assignment defined by τi = σi if i ∈ G, τi = 0 if πi = σk for some

6In Example 3 this is the case if w1 = 3 because then worker 2 is indifferent between receiving job 1 and being unemployed.
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k ∈G and τi = πi for the remaining workers. According to Lemma 4, πi = 0 for all i ∈G. This means that all
workers in G are unemployed at (π, s) but employed at assignment τ. Now, since C∩G = ∅, by Lemma 4, it
follows from CF and the construction of r that the following holds for all i ∈G:

uiσi (tσi) ≥ ui j(t j) for all j ∈ N and, hence, uiτi (rτi) ≥ ui j(r j) for all j ∈ N.

The above condition shows that r ∈ F(u), which contradicts that s is CF and minimal. Hence, D = ∅.
Consider next the profile (vC ,u−C) ∈U and the compensation vector t. Since D = ∅, it is clear that t ≥ s.

Moreover, (σ, t) ∈ ϕCF(vC ,u−C), by assumption, and there is an assignment δ such that s ∈ F(u) and δi = 0
if i ∈ C, by tightness. But then also s ∈ F(vC ,u−C). Consequently, t = s because t is CF and minimal at the
profile (vC ,u−C) ∈ U. But t = s is a contradiction to condition (4) and CF since πi � 0 for all i ∈C. Hence, it
is not possible for the group of employed workers C ⊆ M to manipulate ϕCF at profile u ∈ U.

We immediately obtain the following two corollaries to Theorem 4.

Corollary 1. Suppose that (π, s) ∈ ϕCF(u) and uiπi (sπi) ≤ ui j(s j) for some i ∈ M with πi = 0 for each j ∈ N.
Then the mechanism cannot be manipulated by any employed worker.

Corollary 2. Suppose that (π, s) ∈ ϕCF(u), |M| ≥ 2|N| and uiπi (sπi) ≤ ui j(s j) for all j ∈ N and all i ∈ M with
πi = 0. Then the mechanism cannot be manipulated by any group of employed workers.

Corollary 1 states that if employed worker j is weakly envied by unemployed worker i then it is im-
possible for worker j to gain by misrepresenting his preferences. The requirement in Corollary 2 is much
stronger. It requires that there should be at least as many unemployed workers as jobs and in addition that
each unemployed worker is willing to take any job at the given wages. If this is the case, then it is impossible
for any group of employed workers to successfully manipulate the CFMA mechanism. This conclusion can
also be reached for much weaker requirements as reported in Theorem 4, e.g., if each employed worker is
weakly envied by some unemployed worker and if all unemployed workers weakly envy employed workers.
Note also that by combining Theorems 3 and 4 it is in fact possible to find allocations and wage structures
where it is impossible for any group of employed workers and any group of unemployed workers to manip-
ulate the outcome of the CFMA mechanism (this is the case in the example in footnote 6). This is reported
in the following corollary.

Corollary 3. Suppose that (π, s) ∈ ϕCF(u), |M| ≥ 2|N| and that allocation (π, s) is fair and tight for each
subset of employed workers. Then the mechanism cannot be manipulated by any group of employed workers
or any group of unemployed workers.

In the above we demonstrated that if the unemployment benefit is high relative to the minimum wages
the unemployed workers cannot gain by acting strategically, and similarly the employed workers cannot
manipulate the CFMA mechanism when the relationship between minimum wages and the unemployment
benefit is reversed. In some sense, this result might appear parallel to the classical result for the two-sided
market models where it is possible to design a non-manipulable mechanism either for the buyers or for the
sellers but not for both buyers and sellers simultaneously, see e.g., Demange and Gale (1985). In the current
paper, we show that it is generally impossible to design a mechanism that can reconcile the incentives of
all workers (both employed and unemployed). However, there is a marked difference between the classical
result and ours in that for the classical models, both buyers and sellers are exogenously given, whereas in
our model, both employed workers and unemployed are endogenously generated by the mechanism. This
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implies that it will be extremely hard for any worker to engage in manipulation, because he does not know
whether he will be employed or not until the termination of the mechanism.

To sum up, the CFMA mechanism is not always manipulable even theoretically. There are also several
additional reasons why it is hard to manipulate the mechanism in practice. First, because the number of
workers and jobs usually is large in real life situations, it is difficult for any worker to collect the information
of all other workers. Second, if the number of workers and jobs is large then it is also extremely difficult
and complicated for a worker to figure out a winning strategy by manipulating the CFMA mechanism even
if all other workers behave sincerely. Third, if the workers knew that a mechanism is manipulable then they
would automatically protect their information very carefully.

6. Identification of Constrainedly Fair and Minimal Allocations

The existence of a CF and minimal allocation as established in Theorem 2 is a good starting point but a
related important problem is of course how to identify such an allocation. This task is achieved next when
we propose an algorithm for doing so. This algorithm consists of two parts: One that identifies the CF and
minimal compensation vector and one that finds an assignment that is object efficient and compatible with
it.

Theorem 2 is valid for a large class of preferences since it only requires that ui j(s j) be continuous and
strictly increasing in s j. In the remaining part of the paper we restrict our attention to the smaller but
important class of quasi-linear preferences.7 This means that each worker i ∈ M places a monetary value vi j

on each job j ∈ N ∪{0} and that the preferences are represented by the utility function:

ui j(s j) = vi j+ s j for all i ∈ M and all j ∈ N ∪{0}.
We also suppose that all vi j are integer-valued (since in reality no worker can specify a monetary value more
closely than to the nearest penny or dollar). The set of profiles with quasi-linear utility functions having the
above properties is denoted byUq. For simplicity, it is also assumed that the wages, the minimum wages and
the unemployment benefit all are integer numbers. Given quasi-linearity we obtain the following corollary
to Theorem 1.

Corollary 4. For each profile u ∈ Uq, the CF and minimal compensation vector s∗ is integer-valued.

Proof. Let N′ = { j ∈ N | s∗j is not an integer}, M′ = {i ∈ M | πi ∈ N′} and suppose that N′ � ∅. Then:

viπi + s∗πi > vi j+ s∗j for all i ∈ M′ and all j ∈ N ∪{0}−N′, (5)

since the reservation values vi j are integer-valued. Then s′ ∈ F(u) if s′j = s∗j for all j ∈ N −N′ and s′j = s∗j −ε
for all j ∈ N′ for a sufficiently small ε > 0 because condition (5) still holds for such a small and equal decrease
in the wage for each job in N′. Note, finally, that s′j ≥ wj for j ∈ N′, since wj is an integer while s∗j is not.
This shows that s∗ is not minimal, which is a contradiction. Hence, N′ = ∅.

The main idea for identifying the minimal compensation vector is to start with minimum compensations
and then increase the compensations for the over-supplied sets of jobs (i.e., the sets of jobs where the number

7This class of preferences is often used in the mechanism design, see e.g., Crawford and Knoer (1981), Demange et al. (1986),
Klijn (2000), Brams and Kilgour (2001), and Haake et al. (2002).
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of workers who demand a job in the set is less than the number of jobs in the set) until it is possible to identify
a CF and minimal compensation vector. A crucial difference between this algorithm and the procedures in,
e.g., Crawford and Knoer (1981), Demange et al. (1986) and Su (1999) is that we do not, and cannot, work
with over-demanded jobs, because it may well be the case that a job is always over-demanded (e.g., job 1 in
Example 1 when s1 > 2, see footnote 4).

In order to describe the algorithm in detail, we first need to introduce some notation. Recall that for any
subset of jobs T ⊆ N and any given compensation vector s the set of workers who demand a job in T is
denoted by M(s,T ). A set of jobs T ⊆ N is said to be over-supplied at compensation vector s if the number
of workers who demand a job in T is less than the number of jobs in T , i.e., if |M(s,T )| < |T |. By Lemma 2,
there can be no over-supplied set of jobs at a CF allocation. An over-supplied set T of jobs in N is said to be
minimal if no subset of T is over-supplied.

Algorithm 1. The compensation vector at Step t is denoted by st and the algorithm consists of the following
steps:

Start. The jobs, the unemployment benefit and the minimum wages are made public. Then every
worker i ∈ M reports his integer value vi j over each job j ∈ N ∪ {0} to the employer. From now on
workers are waiting for their assignments and compensations, but will not participate in the following
process of wage adjustment.

Step 0. The employer starts with the minimum compensations for the jobs in N, i.e., s0
j = wj for all

j ∈ N.

Step t. At each Step t ≥ 1, the employer computes the minimal over-supplied sets of jobs in N. If there
is no minimal over-supplied set of jobs, then stop. Otherwise, choose a minimal over-supplied set T of
jobs and increase the compensation for each job in the set T by one unit and keep the compensation
for the other jobs unchanged and continue to Step t+1.

Note that it suffices to consider an increase by one unit in Step t of the algorithm because the CF and
minimal compensation vector is integer-valued by Corollary 4. However, the adjustment process could be
speeded up by considering carefully selected increases of (say) dollars instead of increases by one dollar at
a time (i.e., increases by one unit). To see this suppose that there is a unique minimal over-supplied set of
jobs T̂ at Step t of Algorithm 1 and note that this set will, by construction of the procedure, be minimal and
over-supplied at least until some agent outside M(st, T̂ ) is indifferent to the jobs that he demands in N− T̂ and
some job in T̂ . Say that the wages for the jobs in T̂ must be increased by 50 dollars before this occurs. Instead
of increasing the wages in fifty separate steps (i.e., unit increases) the employer could simply calculate the
minimal increase of the wages in T̂ which makes some worker outside M(st, T̂ ) indifferent between his top-
items in N − T̂ and some job in T̂ and then directly increase the wages for the objects in T̂ with this amount
(in this case 50 dollars).

We are now ready to present the following result which establishes the convergence of the algorithm.

Theorem 5. For each reported profile u ∈ Uq, Algorithm 1 finds the unique CF and minimal compensation
vector in a finite number of steps.

Proof. Let s and s∗ be the compensation vector generated by the algorithm and the CF and minimal
compensation vector, respectively. Note that the existence of an integer valued vector s∗ is guaranteed by
Theorem 1 and Corollary 4. Moreover, there is an assignment π that is compatible with s∗ by definition of
CF. We need to demonstrate that st ≤ s∗ at all possible steps t because if this is the case then the algorithm
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converges. Moreover, if the algorithm stops at some Step t and st
j < s∗j for some j ∈ N then there are no

over-supplied jobs. But this contradicts that s∗ is CF and minimal. Hence, if st ≤ s∗ at all possible steps t of
the algorithm, then st = s∗ at the last step of the algorithm which proves the statement.

Suppose now that s j > s∗j for some j ∈ N, and let t be the last step of the algorithm where st ≤ s∗. Such

a step exists since s0 = w ≤ s∗. This means that the compensation for each job in the minimal over-supplied
set T ⊆ N is increased by one unit, and that |T | > |M(st,T )| because the jobs in T are over-supplied. Let also:

T ′ = { j ∈ T | st
j = s∗j},

and note that T ′ � ∅, by construction of the algorithm. We next demonstrate that (i) the |T ′| > 0 number of
jobs in T ′ must be assigned to |T ′| number of workers in M(st,T ′) at an assignment π that is compatible to
s∗ and that (ii) T ′ � T . To see this, note first that all workers i ∈ M−M(st,T ′) strictly prefers some other job
k ∈ N −T ′ to any job j ∈ T ′, i.e.,

vik + st
k > vi j+ st

j.

But st
j = s∗j for all j ∈ T ′ and st

j ≤ s∗j for all j ∈ N −T ′. These observations in combination with the above
condition give:

vik + s∗k ≥ vik + st
k > vi j+ st

j = vi j+ s∗j , (6)

for some k ∈ N−T ′ and all i ∈ M−M(st,T ′) and all j ∈ T ′. From condition (6) it is clear that if a job in T ′ is
assigned to a worker in M−M(st,T ′) then CF is violated and this cannot be the case because π is compatible
with the CF and minimal compensation vector s∗. Hence, the |T ′| > 0 number of jobs in T ′ must be assigned
to |T ′| number of workers in M(st,T ′) at an assignment π that is compatible with s∗. This conclusion in
combination with the facts that st

j = s∗j for all j ∈ T ′ and st
j ≤ s∗j for all j ∈ N −T ′ yield:

|M(st,T ′)| ≥ |M(s∗,T ′)|. (7)

Suppose now that T = T ′. Since |T | > |M(st,T )|, by assumption, it follows from condition (7) that:

|T | > |M(st,T )| ≥ |M(s∗,T )|.
But this means that the jobs in T are over-supplied at s∗, and this cannot be the case. Hence, T � T ′.

Collect now all workers i ∈ M(st,T ′) where:

vik + st
k > vi j+ st

j for some k ∈ T ′ and all j ∈ T −T ′,

in the set M′ ⊆ M(st,T ′). Since st
j < s∗j for all j ∈ T − T ′, it is clear that each worker in M(st,T ′) that

is assigned a job in T ′ must belong to M′. But since all jobs in T ′ must be assigned to some worker in
M(st,T ′), it follows that |M′| ≥ |T ′| > 0. Hence, M′ � ∅. Note next that if M′ = M(st,T ), then all jobs
in T −T ′ � ∅ are over-supplied, which contradicts that T is a minimal over-supplied set. Hence, M′ is a
non-empty and proper subset of M(st,T ). Note, finally, that M(st,T )−M′ = M(st,T −T ′) � ∅. The above
facts, in combination with |T | > |M(st,T )| > 0 and 0 < |T ′| ≤ |M′|, give:

|T −T ′| > |M(st,T )−M′| = |M(st,T −T ′)| > 0,

so T − T ′ is a non-empty and proper over-supplied subset of T , contradicting that T is the minimal over-
supplied set. Hence, st ≤ s∗ at all steps t of the algorithm.

It should be noted that Algorithm 1 works as long as |N| ≤ |M|, i.e., its functionality is not dependent on
the model assumption that |N| < |M|. This means that the algorithm can be adopted to identify the fair and
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minimal compensation vector when |N| = |M| because in this bounding case a CF compensation vector is
also a fair compensation vector (see footnote 5).8 Consequently, if the government is the employer and the
government finds it unacceptable that unemployed workers envy employed workers and in addition is willing
to have flexible (and not fixed) unemployment benefits then the fair and minimal compensation vector can
be identified even in the case when |N| < |M| simply by adding |M| − |N| > 0 dummy-objects to the set N and
then run Algorithm 1. We next illustrate the procedure with the aid of a simple numerical example.

Example 4. This example is based on the same premises as Example 2, i.e., s0 = 1, w = (w1,w2,w3) =
(2,2,2) and the values of jobs to the workers are given by matrix (1). At Step 0, the compensations are given
by s0 = w = (2,2,2). Given the above information it is easy to calculate who demands a job in each of the six
(non-empty) subsets of jobs in N. Consider, for example, the subset that consists only of job 1, i.e., T = {1}.
It is clear that no worker demands this job at Step 0 because:

v10+ s0 = 6 > 5 = v11+ s0
1,

v23+ s0
3 = 7 > 6 = v21+ s0

1,

v33+ s0
3 = 7 > 3 = v31+ s0

1,

v40+ s0 = 6 > 4 = v41+ s0
1.

Hence, M(s0, {1}) = ∅. In Table 1, the set M(s0,T ) is specified for each subset of jobs T ⊆ N given compen-
sation vector s0 (see column 2). From the table, it is clear that there are two minimal over-supplied sets of
jobs; {1} and {2}. Hence, the compensation for job 1 or job 2 must be increased in Step 1 of the algorithm.
Suppose that the compensation for job 1 is increased by one unit, so s1 = (3,2,2). Now, the set {2} is the
minimal over-supplied set (see Table 1, column 3). This means that s2 = (3,3,2). But then there are no
over-supplied jobs (see Table 1, column 4). Hence, s∗ = s2 = (3,3,2). �

Table 1: Illustration of the set M(st ,T ) for each subset of jobs T ⊆ N given compensation the vector st from Step t of Algorithm 1
(based on Example 4).

T M(s0,T ) M(s1,T ) M(s2,T )
{1} ∅ {1,2} {1,2}
{2} ∅ ∅ {1,4}
{3} {2,3} {2,3} {2,3}
{1,2} ∅ {1,2} {1,2,4}
{1,3} {2,3} {1,2,3} {1,2,3}
{2,3} {2,3} {2,3} M
{1,2,3} {2,3} {1,2,3} M

Given that we now can identify the CF and minimal compensation vector s∗, it only remains to find a
procedure to identify an object efficient assignment that is compatible with s∗ given quasi-linear preferences.
The following lemma states a condition that can be used to identify an efficient allocation for a given CF and
minimal compensation vector s∗. This condition is well-known and frequently adopted, see, e.g., Aragones
(1995) or Klijn (2000).

8This key observation will also be useful in Section 7 (see in particular the proof of Theorem 6) when the social desirability of CF
and minimal allocations is discussed.
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Lemma 5. If allocation (π∗, s) is CF and the following condition holds for all assignments π that are com-
patible with s: ∑

i∈M
viπ∗i ≥

∑

i∈M
viπi , (8)

then allocation (π∗, s) is CF and object efficient.

Proof. Suppose that allocation (π∗, s) is CF and that condition (8) holds but that allocation (π∗, s) not
is object efficient. Then there exists some other assignment π that is compatible with s with the property
that viπ∗i + sπ∗i ≤ viπi + sπi for all i ∈ M with at least one strict inequality by Definition 3. By adding the |M|
conditions of this type the wages cancel out and we obtain:

∑

i∈M
viπ∗i <

∑

i∈M
viπi ,

which contradicts that condition (8) is satisfied. Hence, allocation (π∗, s) is CF and object efficient.

Knowing that condition (8) is important for identifying object efficient assignments that are compatible with
the CF and minimal compensation vector s∗ an important problem is how to identify assignments that satisfy
condition (8). As it turns out, this problem reduces to a standard (linear) maximum weight matching problem
of the type:

max
∑

i∈N

∑

j∈M
γi jvi j (9)

s.t.
∑

j∈M
γi j = 1 for all i ∈ N

∑

i∈N
γi j = 1 for all j ∈ M

γi j ∈ {0,1} if j ∈ Ri(s
∗) and γi j = 0 if j � Ri(s

∗)

The solution to this problem identifies all assignments that are compatible with s∗ that satisfies condition
(8). The interpretation of a solution vector γ is that if γi j = 1 then worker i is assigned job j. Note also
that because there is a finite number of assignments of jobs among workers, there will always exist at least
one solution to the above problem but the solution vector γ need not be unique (as illustrated in Example 2).
Moreover, Ri(s∗) is know from the last step of the CF and minimal compensation mechanism as demonstrated
in Example 2. Hence, if s∗ is identified using Algorithm 1 it is not hard to find a compatible and object
efficient assignment π∗. In fact, the following mechanism can be applied.

Algorithm 2. A CF and minimal allocation can be identified by adopting the followings three steps:

Start step. The employer identifies the CF and minimal compensation vector s∗ with the aid of Algo-
rithm 1.

Intermediate Step. Given s∗ from the Start step the employer solves problem (9) in order to identify
all assignments that are object efficient and compatible with s∗.

Final step. The employer selects one of the object efficient assignments from the Intermediate Step,
say π∗, and assign job π∗i to worker i ∈ M with salary s∗

π∗i
.
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By revisiting Examples 2 and 4, it is clear that two assignments pass the Intermediate Step, i.e., assignments
π̄ and π̃. Hence, the employer must apply some tie-breaking rule in the Final Step in order to determine the
outcome. This tie-breaking rule can be based on a lottery, a priority list etc. Note however that in order for
all strategic properties reported in Section 5 to hold this rule must be essentially single-valued. This will for
example be the case when the employer ranks the workers in terms of labor market experience and selects
the allocation from the Final Step which guarantees that the most experienced workers that demand a job
(note that a worker demands a job at compensations s∗ when Ri(s∗) � ∅) also are assigned a job.

7. Social Desirability

The CF and minimal allocation mechanism is primarily intended for a cost-minimizing employer. This
is also reflected in Definition 3 and Algorithm 2, where the CF and minimal allocation is found by first
identifying the CF and minimal compensation vector s∗ and then by selecting an object efficient assignment
that is compatible with s∗. However, from a social desirability perspective it is natural to consider allocations
that maximize the sum of the values of the jobs to the workers. Note the key difference between the two:
from the viewpoint of employers, the compensation vector is minimized first and then the job assignment
is identified, but from the viewpoint of social desirability, the job assignment π̂ is selected first and then,
conditional on π̂, the minimum salaries are identified. In this section, we describe how Algorithms 1 and 2
can be modified to achieve the social desirable outcome.9

As described above, the sum of the values of the jobs to the workers is maximized at the social desirable
job allocation. This sum is maximized when problem (9) is solved but when the last constraint (i.e., γi j ∈
{0,1} if j ∈ Ri(s∗) and γi j = 0 if j � Ri(s∗)) is replaced by the constraint:

γi j ∈ {0,1} for all i ∈ M and all j ∈ N

This problem will be called the reduced problem (9), henceforth, and any assignment that solves the reduced
problem (9) is called a welfare efficient assignment. Because the modified problem (9) is different from the
maximization problem in the Intermediate Step of Algorithm 2, it is also clear that a CF and minimal job
allocation need not be socially desirable. This is also demonstrated in the following example.

Example 5. Suppose that M = {1,2,3,4} and N = {1,2,3}, so one of the workers will be unemployed. As-
sume also that s0 = 0 and that w = (w1,w2,w3) = (1,0,7). Moreover, let the values of jobs to the workers be
given by the matrix ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

v10 v11 v12 v13

v20 v21 v22 v23

v30 v31 v32 v33

v40 v41 v42 v43

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

6 8 12 7
10 8 9 6
8 7 7 2
11 3 10 2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

By running Algorithm 1, it is easy to confirm that the CF and minimal compensation vector is given by
s∗ = (2,1,7) and that there is only one object efficient job assignment that is compatible with s∗, namely
π∗ = (π∗1,π

∗
2,π
∗
3,π
∗
4) = (3,0,1,2). However, this assignment is not welfare efficient because

∑
i∈M vπ∗i = 34 and∑

i∈M vπ̂i = 36 for π̂ = (π̂1, π̂2, π̂3, π̂4) = (2,3,1,0). Note also that, in this example, π̂ is the unique welfare
efficient assignment. �

9We wish to thank an anonymous referee for drawing our attention to the topics analyzed in this section.
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Example 5 reveals an important property of CF and minimal job allocations, namely, the cost of requiring
salaries to be CF and minimal is that the resulting job assignment may not be welfare efficient. Suppose
now that the employer identifies all job assignments that are object efficient and compatible with the CF
and minimal compensation vector and realizes that none of them are welfare efficient. Assume further
the employer believes that welfare efficiency is more important than cost minimization, for instance, if the
employer is the government and therefore may have other objectives rather than cost minimization. Then,
an alternative approach to find a job-allocation is to start by identifying a welfare efficient assignment and
then to find a CF compensation vector that is compatible with this assignment and in addition minimizes the
sum of the salaries. Such a job-allocation is called a CF and welfare efficient allocation and it is formally
defined as follows.

Definition 7. For a given profile u ∈ Uq, allocation (π̂, ŝ) is said to be CF and welfare efficient if (i) π̂ is
welfare efficient and compatible with ŝ, (ii) ŝ ∈ F(u) and (iii)

∑
i∈M ŝπ̂i ≤

∑
i∈M sπi for all s ∈ F(u) that are

compatible with some welfare efficient assignment π.

Before stating a concrete procedure for finding a CF and welfare efficient job assignment some notation
must be introduced. For a given profile u ∈ Uq, let all welfare efficient assignments be collected in the set
A, and for each π ∈ A let the employed workers be denoted by E(π).

Algorithm 3. A CF and welfare efficient allocation can be identified by adopting the followings three steps:

Start step. The employer solves the reduced problem (9) to identifyA.

Intermediate step. For each π ∈ A, identified in the Start step, the employer runs Algorithm 1 for the
set of workers in E(π).

Final step. Out of the |A| allocations identified in the Intermediate Step, the employer picks one that
minimizes the sum of compensations, say (π̂, ŝ), and assign job π̂i to worker i ∈ M with salary ŝπ̂i .

Theorem 6. For each reported profile u ∈ Uq, Algorithm 3 finds a CF and welfare efficient allocation.

Proof. Note first that the welfare efficient assignments are identified in the Start step. In the Intermediate
step, each π ∈ A is considered. More explicitly, for each π ∈ A the employer reduces the problem by not
considering the workers in M −E(π). In this reduced-form problem, there are exactly as many real jobs as
there are workers, i.e. n = |E(π)|. The employer then applies Algorithm 1 to identify the CF and minimal
salaries for the group of workers E(π). Since there are exactly as many real jobs as there are workers in the
reduced-form problem, two important conclusions can be drawn. First, Algorithm 1 converges in a finite
number of steps by Theorem 5 (recall that the algorithm works as long as n = |E(π)|). Second, the CF and
minimal compensation vector generated by Algorithm 1 for the reduced-form problem is compatible with π
because CF is equivalent to fairness when n = |E(π)| (see footnote 5) and fairness implies welfare efficiency
(see footnote 3). Hence, for each welfare efficient assignment π ∈ A, the CF and minimal compensation
vector can be identified for the reduced-form problem with n = |E(π)| workers. Hence, if the employer, in
the Final step, selects one of the |A| allocations identified in the Intermediate step that minimizes the sum
of compensations, all requirements of Definition 7 are satisfied. Thus, the algorithm finds a CF and welfare
efficient allocation.

Even though CF and welfare efficient allocations are desirable from a welfare perspective, they are not de-
sirable from a cost-minimizing point of view. In fact, there is a potential trade-off between CF and minimal

19



compensations and welfare efficiency. That is, if s∗ and ŝ denote the CF and minimal compensation vector
and a CF and welfare efficient compenstion vector, respectively, then, ŝ ≥ s∗. This is an immediate conse-
quence of Theorem 2, i.e., since s∗ ≤ s for any s ∈ F(u), it is clear that also ŝ ≥ s∗. Consequently, if all CF
and minimal job allocations not are welfare efficient, then the employer has to choose between “CF fair and
minimal salaries” and “welfare efficiency”. It is impossible to achieve both. This result is illustrated in the
following example.

Example 6. This example is based on the same premisses as Example 5, i.e., s0 = 0, w = (w1,w2,w3) =
(1,0,7) and the values of jobs to the workers be given by matrix (5). In Example 5 it was concluded that there
is only one welfare efficient job assignment: π̂ = (π̂1, π̂2, π̂3, π̂4) = (2,3,1,0). By letting E(π̂) = {1,2,3} and by
running Algorithm 1 for the reduced-form problem that only contains the workers in E(π̂), the CF and welfare
efficient compensation vector will be ŝ = (ŝ1, ŝ2, ŝ3) = (2,2,7). However, by running Algorithm 1 on the full
problem with all m workers, the resulting CF and minimal compensation vector is s∗ = (s∗1, s

∗
2, s
∗
3) = (2,1,7).

Hence, ŝ j ≥ s∗j for all j ∈ N with strict inequality for j = 2. �
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