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Abstract

Automatic segmentation of 3D tooth models into individual teeth is an important step

in orthodontic CAD systems. 3D tooth segmentation is a mesh instance segmenta-

tion task. Complex geometric features on the surface of 3D tooth models often lead

to failure of tooth boundary detection, so it is difficult to achieve automatic and ac-

curate segmentation by traditional mesh segmentation methods. We propose a novel

solution to address this problem. We map a 3D tooth model isomorphically to a 2D

harmonic parameter space and convert it into an image. This allows us to use a CNN

to learn a highly robust image segmentation model to achieve automated and accurate

segmentation of 3D tooth models. Finally, we map the image segmentation mask back

to the 3D tooth model and refine the segmentation result using an improved Fuzzy-

Clustering-and-Cuts algorithm. Our method has been incorporated into an orthodontic

CAD system, and performs well in practice.

Keywords: Tooth segmentation, Convolutional Neural Networks, Dental mesh,

Maximum flow, Surface parameterization

1. Introduction

In recent years, with the development of computer technology and the improvement

of three-dimensional (3D) scanning equipment, computer aided design (CAD) systems

appear in increasingly more fields. It uses computers and graphics equipment to help

designers efficiently accomplish laborious and repetitive tasks. At present, orthodontic

CAD systems play an important role in the field of modern dentistry. It first uses 3D

scanning equipment to collect 3D tooth model data as input, and then assists the dentist

to process the tooth model, in order to simulate the treatment effect, greatly reducing

the dentist burden.
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Tooth segmentation is a key part of an orthodontic CAD system. At present, many

methods of tooth segmentation have been proposed, but fully automatic segmentation

is still a difficult problem. Although human teeth have some basic geometric charac-

teristics, there are differences between the teeth of different people, especially for the

teeth of patients, which often have severe deformity, even tooth decay, tooth loss and

other conditions. These conditions lead to the lack of robustness for traditional seg-

mentation methods based on geometric features, so it is difficult to achieve the goal

of automatic accurate segmentation by setting some fixed parameters. According to

the prior knowledge of tooth geometry, there are obvious negative curvature features

at the tooth boundary. The curvature based methods [1, 2, 3, 4, 5, 6] usually detect

these negative curvature features and divide the surface into different parts. However,

there are also negative curvature characteristics on the surface of teeth and gums, which

can form noise and cause serious interference. In addition, for smoother meshes, the

negative curvature feature is not obvious enough, which can easily cause wrong seg-

mentation.

In order to improve the robustness, some researchers added human computer in-

teraction mechanism in the segmentation process [7, 8], where the user provides some

segmentation prior knowledge or manually repairs wrong segmentation, but this would

rely too much on user interaction and significantly increase the user burden.

In recent years, it has become an active research topic to solve problems in the fields

of computer graphics and computer vision in a data-driven way, and Convolutional

Neural Networks (CNNs) have achieved state-of-the-art performance for segmentation

tasks on various open source datasets [9]. However, since the mesh data format is quite

different from the input format of typical neural networks, it cannot be directly inputted

to standard CNNs for training. For this reason, some researchers have proposed meth-

ods [10] to encode meshes into images so as to apply the convolutional neural network

to the task of processing mesh-based data. At present, the data-driven 3D tooth model

segmentation method [11] can achieve satisfactory automatic segmentation results, but

their method requires the use of a large-scale 3D tooth model data set with manual la-

beling (more than 2,000), which is usually difficult to obtain. In addition, their method

encodes every face of the dental mesh into a 20 × 30 image. Encoding 2,000 dental

meshes with 200,000 faces in this way will result in data explosion, leading to overly

complex calculation and high information redundancy.

In this paper, we present an algorithm for 3D tooth model segmentation in a har-

monic parameter space. Mesh surface parameterization [12] is a process of mapping

a mesh surface to a parameter space, in order to construct the isomorphic mapping

from the original mesh to the parameter space while minimizing the distortion during

mapping. We first map a 3D dental mesh isomorphically to a two-dimensional (2D)

harmonic parameter space as a 2D mesh, and then sample the 2D mesh to form an

image-like structure (i.e., a matrix). The mesh features such as curvatures are encoded

as pixel values to generate a 256 × 1024 image with small data size and fast com-

puting speed. Then we input the image into an image-based CNN to train a robust

image segmentation model. Since large-scale 3D model training sets are difficult to

obtain, our approach only requires a small amount of 3D training model data to gen-

erate geometry images, which compactly capture geometric characteristics in a regular

domain, making it possible to train the CNN with limited 3D tooth data. We evaluate
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the effectiveness of our method using cross validation.

In the test stage, the test image is inputted into the segmentation model to obtain the

image segmentation mask. We then map the image segmentation mask back to the 2D

mesh to obtain the label of each vertex of the dental mesh. Since the result of image

segmentation can have some deviation at the boundary, and the projection and backpro-

jection between the 2D mesh and the image are not bijective (due to multiple vertices

mapped to the same pixel), the boundary of mesh segmentation is not accurate enough.

Therefore, we adapt and improve the fuzzy-clustering-and-cuts (FCC) method [13] to

address this problem. The FCC method is a mesh segmentation method based on a

network flow algorithm [14]. It can detect the path with the minimum concave dihe-

dral angle in a given fuzzy region, and therefore divides the fuzzy region into two parts

with the segmentation boundary well aligned with geometric features. We improve the

FCC method to make the segmentation boundary more accurate and smooth, taking

into account significantly denser mesh triangulation in the boundary regions.

The tooth segmentation method in harmonic parameter space proposed in this pa-

per can automatically and accurately segment different kinds of teeth. With the help of

a professional dentist, we manually label 100 dental meshes. The average segmenta-

tion accuracy of our method reaches 98.87%, and the Directional Cut Estimate (DCD)

is 0.046mm, which is comparable or better than state-of-the-art methods, including

recent deep learning based method [11] that requires much larger training set. Our

technique is also applied in an orthodontic CAD system, and achieves good perfor-

mance in practice.

1.1. Contributions

The main contributions of this paper are as follows:

• We present a novel tooth model segmentation method in harmonic parameter

space, which can achieve automatic and accurate segmentation and is well ap-

plied in an orthodontic CAD system;

• We design an image segmentation scheme of CNN, and generate a unique dataset

through data enhancement for CNN training and testing. The trained model has

strong robustness and good generalization performance for new tooth geometric

images.

• We improve the fuzzy-clustering-and-cuts (FCC) method, which can detect the

concave segmentation boundary more accurately and make the segmentation

boundary smoother.

The rest of this paper is organized as follows: We first summarize related work in

the field, and then describe an overview over the segmentation process and give the

method details. We then present experimental results and analysis, and finally we draw

conclusions of the paper.
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Figure 1: The pipeline of our approach. We input the original tooth mesh, and after a series of processing,

we finally get the segmentation label of each vertex of the tooth mesh. The top line shows the process

of obtaining the image training set by harmonic parameterization, projection, data enhancement and other

operations of the labeled tooth meshes. The middle line shows the process of obtaining the tooth image from

the mesh to be segmented through similar operations and input into the CNN model. The bottom line shows

the image segmentation mask output by the CNN network, backprojected to the mesh to be segmented, and

then refined.

2. Related Work

This paper focuses on dental mesh segmentation, which is an important application

of mesh segmentation. We introduce general mesh segmentation methods, followed by

dental specific methods.

2.1. General Mesh Segmentation

3D mesh segmentation is a key part of computer graphics [15]. It divides a mesh

into different parts according to some reasonable rules. Common methods can be di-

vided into two categories: region-based methods and boundary-based methods. Region-

based methods gather similar regions together according to the geometric informa-

tion of the mesh. Well-known region-based works include K-means [16, 17], cluster-

ing [18], hierarchical decomposition [13], primitive fitting [19], watersheds [20], ran-

dom walks [21]. Boundary-based methods instead detect the geometric feature bound-

aries of the mesh which divide the mesh into different parts. Such methods include ran-

domized cuts [22], fuzzy-clustering-and-cuts (FCC) [13], core extraction [23], shape

diameter function [24], active contours or scissoring [25, 26], and sparse and low-rank

representation [27]. However, these methods rely too much on the geometric informa-

tion of the mesh, and often fail once the mesh becomes too complex.

As meshes can have significant variation, it is challenging to separate a mesh into

desired parts with a fully automatic approach. Manual segmentation on the other hand

is labor intensive and time consuming. So sketch-based semi-automatic methods be-

come popular. They provide simple and user-friendly interfaces for users to add their

suggestions as starting points or optimization constraints. For example, Ji et al. [28]

introduced an improved region-growing algorithm for segmentation. Fan et al. [29]

4



adopted an efficient local graph-cut based optimization algorithm and received satis-

factory results. Studies [30, 31, 32, 33] integrated harmonic field theory with sketch-

based segmentation, which possess solid theoretical basis and work well. Khan et

al. [34] proposed to use a robust interactive segmentation method to improve remesh-

ing quality. In their approach, mesh segmentation is first initialized using an existing

interactive method based on the live-wire interaction [35] to well capture sharp fea-

tures. This is then refined using local operations on vertices and edges to improve the

segmentation. However, sketch-based methods need to reach a balance between user

input and automatic computation.

Since 3D mesh databases such as the Princeton Segmentation Benchmark [36]

were released, data-driven methods have been proposed for mesh segmentation. Both

supervised and semi-supervised learning methods aim to learn a model for segment-

ing meshes into meaningful parts, using a labeled training set; some recent works in-

clude [37, 38, 39, 40].

2.2. Dental Mesh Segmentation

Numerous segmentation approaches have been proposed to separate tooth models.

According to the input format, we divide the existing approaches into two categories:

3D mesh-based methods and 2D image-based methods.

3D mesh based methods can be further divided into two types, namely curvature-

based methods, and harmonic-field-based methods. Curvature-based methods are the

majority. Yuan et al. [3] analyzed the regions of the 3D tooth model and classified

them based on the minimum curvatures of the surface. Zhao et al. [41] proposed an

interactive segmentation method based on curvature values of the triangle mesh. The

system designed by [4] requires users to provide a one-time setting of a certain cur-

vature threshold via an intuitive slider. Others, including snake-based active contour

method [5], fast marching watershed method [6] and morphological skeleton extraction

method [1] are all related to curvature information to some extent.

Harmonic-field-based methods are in the minority. Zou et al. [42], Liao et al. [43]

and Li et al. [44] applied harmonic fields to tooth segmentation, which require only a

limited number of surface points as prior. It saves users time and achieves reasonable

results.

Researchers have also proposed effective segmentation algorithms based on the 2D

projection images. Yamany and El-Bialy [2] encoded the curvature and surface nor-

mal information into a 2D image, and designed an image segmentation tool to extract

structures of high/low curvatures. Similarly, Toshiaki et al. [45] presented an automated

method for tooth segmentation from 3D digitized images captured by a laser scanner.

Grzegorzek et al. [46] presented a multi-stage approach for tooth segmentation from

3D dentition surfaces based on a 2D model-based contour retrieval algorithm. Wong-

waen et al. [47] converted the 3D-panoramic to 2D space to find the cutting points

for segmentation of individual teeth, followed by converting the 2D image back to 3D

space for remaining operations. Xu et al. [11] used a similar set of features as in [10],

to encode every face of a mesh into a 20×30 image. Then they inputted these images

into a CNN to train a segmentation model, and finally used the mesh segmentation re-

finement algorithm to refine the segmentation boundary, achieving satisfactory results.

The method however requires a large labeled mesh dataset for training.
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3. Method

Our method takes a dental mesh as input and aims to get the label for each vertex

of the dental mesh. Figure 1 illustrates our pipeline. The whole method can be di-

vided into three steps, mesh parameterization, image segmentation, and segmentation

refinement.

3.1. Mesh Parameterization

The purpose of mesh parameterization is to find a one-to-one mapping of points on

a 3D mesh to a parameter space, and to minimize the distortion of a certain geometric

metric while maintaining the topological information on the parameter space isomor-

phic to the original mesh. Our dental mesh is a non-closed genus-zero 3D surface with

only one boundary. Geometrically, it is isomorphic to the planar disk topology. Sup-

pose the parameter formulation of surface M ⊂ R
3 relative to the point (u, v) in a

plane space D ⊂ R
2 is:

r(u, v) = (x(u, v), y(u, v), z(u, v)) (1)

Convex representation method [48] is a kind of common surface parameterization

method, which fixes a polygon boundary ∂D on plane D, and linearly maps the bound-

ary ∂M of surface M to ∂D. Then the coordinates (u, v) of the internal vertices of the

plane D can be determined by energy minimization. Our dental models are obtained

by scanners and then manually processed to remove all but the gums and the teeth.

Therefore, the overall shape of the obtained models in space is similar to an arch, and

the boundaries of all models are similar, as shown in Figure 2.

The purpose of surface parameterization is to obtain the geometric image of dental

models, so we use a rectangle as the boundary of plane D, which can minimize image

redundancy. In addition, considering the characteristics and overall shape of dental

models, we set the aspect ratio of the rectangle to 4 : 1. To map the boundary of the

original mesh ∂M to the rectangular boundary ∂D, we first calculate the two vertices

(v∗i , v
∗

j ) with the largest geodesic distance on the original mesh boundary:

(v∗i , v
∗

j ) = arg max
(vi,vj)

(Dis geo(vi, vj)), vi, vj ∈ ∂M (2)

where Dis geo(vi, vj) is the geodesic distance between vi and vj . Then, we fix

(v∗i , v
∗

j ) to the midpoints of the two short sides of the rectangle as (h∗

i , h
∗

j ), and map

the remaining vertices on the original boundary to the rectangular boundary. Figure 2

shows the process of mapping the 3D surface boundary ∂M to the plane boundary ∂D.

Using the method of energy minimization to determine the coordinates of the inter-

nal vertices of the plane domain D, it is only necessary to solve a linear equation sys-

tem, which is efficient, and the key lies in the selection of energy weights. [12] presents

a mesh parameterization method based on harmonic mapping. Its energy function set-

tings are as follows:

Eharm(h) =
1

2

∑

ei,j∈M

κi,j‖hi − hj‖
2 (3)
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vi* vj*

hi*
hj*

Figure 2: We first detect the boundary of 3D surface, obtain the vertices and edges on the boundary, and

then calculate the two vertices (v∗i , v
∗

j ) on the boundary with the largest geodesic distance. We fix (v∗i , v
∗

j )

to the midpoints of the two short sides of the rectangle as (h∗

i , h
∗

j ), and map the remaining vertices to the

rectangular boundary in proportion to the length of the edges.

where hi is the vertex on the plane D corresponding to the vertex vi on the original

mesh M , ei,j is the edge of the vertex with vi and vj in M , and the spring constants

κi,j are computed as follows: For each edge ei,j , let Li,j denote its length as measured

in the original mesh M , and for each face fi,j,k, let Areai,j,k denote its area, again

as measured in M . Each interior edge ei,j is incident to two faces, namely fi,j,k1
and

fi,j,k2
. Then

κi,j =(L2
i,k1

+ L2
j,k1

− L2
i,j)/Areai,j,k1

+

(L2
i,k2

+ L2
j,k2

− L2
i,j)/Areai,j,k2

(4)

To minimize the energy Eharm, we solve the following:

∂Eharm

∂hi

=
∑

ei,j∈M

κi,j(hi − hj), hi ∈ (D − ∂D) (5)

Solving this sparse linear system of equations gives the coordinates of each internal

vertex of the plane D.

The geometry between adjacent teeth is quite complex, the vertices of this area are

very dense, and the area of each triangle is small. The harmonic parameterization used

guarantees one-to-one mapping. However, multiple triangles may be mapped to the

same pixel once discretized to a geometric image. This tends to only affect a small

number of (typically 1 or 2) pixels. Moreover, our method has a final segmentation and

refinement step. This step is processed on the original model to eliminate the effect of

such overlapping on the final segmentation result.
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The data format of the planar mesh and the image is

very different. We project each face on the planar mesh

onto the pixel at the corresponding position of the image,

and encode the curvature as a pixel intensity value to gen-

erate an image with an aspect ratio of 4:1. We then calcu-

late the mean curvature of the discrete mesh, and map the

curvature to [0, 255] according to Eq. 6:

Cur
′

(i) =
255 · (tanh(Cur(i)) + 1)

2
(6)
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where Cur(i) is the mean curvature of the vertex vi. Since mesh data has sub-pixel

level accuracy, increasing image resolution preserves more detail. In theory, when the

image resolution is high enough, it is guaranteed that the information of each face is

preserved, but the image dimension cannot be too high in practice. The number of

tooth mesh faces is approximately 200,000, so we project a planar tooth mesh to a

256× 1024 image, which achieves a good balance of efficiency and accuracy.

3.2. Image Segmentation

The purpose of image segmentation is to segment the image at the pixel level to

get the segmentation mask for each tooth. Mapping a 3D dental mesh to the harmonic

parameter space can effectively avoid overlapping of vertices and faces on the planar

dental mesh, as the mapping is guaranteed to be isomorphic. Each tooth in the image

is independent of each other, so a complete segmentation mask for each tooth can be

obtained.

Obtaining the segmentation mask of each tooth from the input geometric image is

actually an image entity segmentation task. Unlike semantic segmentation, entity seg-

mentation needs to distinguish multiple entities within one class. However, the char-

acteristics of these entities are very similar, and there is almost no distinction between

them. Our geometric images of teeth encode the curvature features of the original mesh

into pixels. The adjacent teeth are extremely similar, but the interface of each tooth and

other teeth or gums has obvious and relatively complete negative curvature features.

[9] presents an effective medical image segmentation network: U-Net. It takes the

original image as input and outputs the segmentation map. We refer to the structure of

U-Net and design a dental image segmentation network model. The loss function used

is the cross entropy loss.

The segmentation mask of adjacent teeth is prone to being falsely connected, caus-

ing segmentation to fail, so we made the following two improvements: The first is to

reduce the segmentation mask range of each tooth so that the boundary of the segmen-

tation mask is inside the ground truth tooth boundary, which is equivalent to enlarging

the border between adjacent teeth and enhancing the independence between each tooth.

The second is to increase the training weight at the tooth boundary, so our loss function

is as follows:

Loss =−



ρ
∑

pi∈B

[pi log p̂i + (1− pi) log(1− p̂i)]

+
∑

pi∈(I−B)

[pi log p̂i + (1− pi) log(1− p̂i)]





(7)

where pi is the predicted value, p̂i is the ground true value, I is the set of pixels for

the entire image, B is the set of boundary pixels in the image, and ρ is the boundary

weight. Our statistics show that the average proportion of the boundary area is about

5%, so we set ρ to 20 to balance the two terms.

The image segmentation mask and boundary weight map are shown in Figure 3.
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(a) (b) (c)

Figure 3: (a) is the original tooth image. (b) is the image segmentation mask. We set the tooth part to 0

(black) and the other part to 1 (white). (c) is the boundary weight map. We set the black boundary to 10, and

the other part to 1.

(a) (b)

(c) (d)

(e) (f)

Figure 4: (a) is the original image, (b) is the image after the rotation of 180◦, (c) is the image after the

horizontal inversion, (d) is the image after the translation of v(0,−50), (e) is the image after the horizontal

disturbance, (f) is the image after the vertical disturbance.

Training a network model with good performance requires a large amount of train-

ing data, but large-scale 3D tooth model data sets are difficult to obtain, so we use a

small number of 3D tooth models to generate geometric images, and then enhance the

geometric images through data augmentation for robust training. The details are as

follows:

• Rotation: we set the range of rotation angle α ∈ [−10◦, 10◦]∪ [170◦, 190◦], ran-

domly get a rotation angle α0 from the range according to a uniform distribution,

and then rotate the image around the center of the image.

• Flip: we randomly flip each image vertically or horizontally.

• Translation: we set the range of the translation vector v(dx, dy) to be dx ∈
[−20, 20], dy ∈ [−100, 100]. Then, we randomly obtain a translation vector

from the range according to a uniform distribution, and perform translation for

each image.

• Sinusoidal disturbance: we add sinusoidal perturbation to the image respectively

in the transverse and longitudinal direction, and the image coordinates are con-
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verted according to the following:

{

xt = x+ a sin (πTy)

yt = y,
(8)

where x and y represent the original pixel coordinates, xt and yt represent the

pixel coordinates after disturbance, a ∈ [10, 15] represents the disturbance am-

plitude and T ∈ [0.005, 0.01] represents the phase. Eq. 8 represents the hori-

zontal perturbation operation on the image. Similarly, swapping x and y in the

equation leads to the longitudinal perturbation operation on the image.

All the parameter settings in the above image augmentation take into account the

characteristics of the image. Under the condition that the image is still plausible with-

out significant distortion, the diversity of sample data is increased as much as possible.

The upper and lower limits of the parameters are set to ensure that the obtained images

are plausible and not visually distorted. Overall, we enlarge the data set by about 40

times through these augmentation operations. Figure 4 shows the comparison before

and after data augmentation.

Different dental mesh reconstruction may create tooth models with substantially

different accuracy, which will cause the estimated curvature values of these meshes

to be different, and the contrast of the corresponding images can vary significantly.

Therefore, we apply global contrast normalization [49] for each image to eliminate

segmentation errors caused by contrast differences.

3.3. Segmentation Refinement

After the image is segmented, we get the segmentation mask. The segmentation

mask is backprojected to the original mesh to obtain the surfaces Mi, i = 1, 2, . . . , n
of n teeth, and the preliminary segmentation is completed. Assuming that the ground

truth surface of each tooth is M̂i, the purpose of segmentation refinement is to find the

ground truth segmentation boundary ∂M̂i on the result of the preliminary segmenta-

tion. As shown in Figure 5, in the preliminary segmentation result, each tooth surface

boundary ∂Mi is generally inside the ground truth tooth boundary ∂M̂i, so we extend

the surface Mi outward to form a surface M
′

i which is expected to contain the ground

truth tooth boundary. Then the fuzzy region is:

Mfi = (M
′

i −Mi) ∪ ∂Mi. (9)

[13] presents a mesh segmentation method FCC based on a maximum-flow

s

t

algorithm [50], which can find the segmentation boundary with the

smallest concave dihedral angle in a given fuzzy region, and divide

the fuzzy region into two parts.The method first constructs an undi-

rected graph G =< V,E >, where V is the set of vertices in Mfi

and E is the set of edges in Mfi. In addition, two virtual nodes

s and t are added to the set V to represent the source point and

the sink point respectively. The edges are added to E to connect

s to each vertex on the boundary ∂Mi, and t to each vertex on the

boundary ∂M
′

i .
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(a) (b) (c) (d)

Figure 5: Construction of an undirected graph G for one tooth. In (a), the green region is the surface Mi of

a tooth in the preliminary segmentation result; in (b), the green region is the surface M
′

i of the tooth after

the expansion; In (c), the green region is the surface Mfi of the fuzzy region; (d) shows the two boundaries

of the fuzzy region Mfi, which are also the boundaries of Mi and M
′

i , where the red boundary is ∂Mi and

the blue boundary is ∂M
′

i .

Using the maximum-flow algorithm to segment the mesh, the

most important thing is how to set the capacity Cap(i, j) of each

edge. Usually, the two objects in contact with each other have

concave dihedral and negative curvature features at the joint sur-

face. By detecting these features, the most reasonable segmenta-

tion boundary can be found. [13] uses the concave dihedral feature to set the capacity

of each edge according to Eq. 10.

Cap(i, j) =











1

1 +
Ang dist(αi,j)
avg(Ang dist)

, if(i, j 6= s, t)

+∞, otherwise,

(10)

where αi,j represents the dihedral angle of the edge ei,j , Ang dist(αi,j) is as follows:

Ang dist(αi,j) = η cos(1− αi,j) (11)

η is a coefficient between 0 and 1. A small positive value (usually 0.1) is used for con-

vex angles and η = 1 is used for concave angles as concave edges are more important

for segmentation.

It has been found through experiments that the result is not ideal. The segmen-

tation boundary is rough, and even deviates significantly from the ground truth tooth

boundary ∂M̂i. This is because triangular meshes use many triangular patches to ap-

proximate 3D object surfaces, and the vertices and edges in regions with significant

negative curvature characteristics tend to be much denser than other flat regions. Al-

though the weight of each edge of this part of the region is small, the path weighting

may be large due to the accumulation of a large number of edges, so the path with the

smallest weight may deviate from the ground truth tooth boundary ∂M̂i. Therefore, we

present an improvement to set the capacity of each edge according to Eq. 12 where the
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Items CPU GPU RAM

CNN model Core i5, 3.3GHz Nvidia 1080Ti 16G

Others Core i7, 1.8GHz None 16G

Table 1: Details of hardware parameters

edge length is also taken into account:

Capour(i, j) =

{

Cur(i, j) · ‖li,j‖
2, if(i, j 6= s, t)

+∞ , otherwise,
(12)

li,j is the length of the edge ei,j . Cur(i, j) is defined as follows:

Cur(i, j) =
Ne(Cur

′

(i) + Cur
′

(j))
∑

ei,j∈Mfi
[Cur′(i) + Cur′(j)]

(13)

where Cur
′

(i) is the same as in Eq. 6, Ne is the number of edges in Mfi. It can be seen

from Eq. 12 that the capacity Capour(i, j) is the product of two terms: curvature term

Cur(i, j) and edge-length term ‖li,j‖
2. The curvature term is used to detect negative

curvature features, and the edge-length term limits the shortest path to dense regions

of vertices and edges, eliminating the negative effects caused by the large number of

dense region edges. After the above improvements, we have obtained a more precise

and smooth segmentation boundary.

4. Experimental Results and Analysis

To verify the effectiveness of our method, we produced a data set containing 100

tooth models and complete manual labeling with the help of professional dentists.

These models come from several different commercial 3D scanners designed to test

the universality of our approach. All our experiments were carried out on two dif-

ferent computers, one for training and testing the CNN model and the other for other

experiments unrelated to the CNN model. Details of hardware parameters are shown

in Table 1.

Our experiments are divided into two parts. The first part is the image segmenta-

tion experiment to evaluate the performance of the image segmentation network. The

second part is the mesh segmentation refinement experiment, to verify the final seg-

mentation result accuracy.

4.1. Image Segmentation

Our image segmentation network is based on the U-net network structure, inputting

256×1024 single channel images and outputting 256×1024 segmentation masks. Cur-

rently, there are no publicly available large-scale dental mesh data sets, and we only

have 120 dental models with geometry images. The data of 120 dental models was

obtained using two different scanners, and the number of triangles of dental models ob-

tained by the two scanners ranges from 30,000 to 90,000, and from 200,000 to 500,000,

12
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Figure 6: This figure shows the prediction accuracy of models with different training epochs on the train-

ing and validation sets. The blue curve is training set, the orange curve is validation set, the vertical axis

illustrates the average prediction accuracy of the 5fold cross-validation experiment, and the horizontal axis

illustrates the number of training epochs.

respectively. The ratio of the numbers of these two kinds of models is about 4:6. We

use stratified random sampling to select 20 models as the test set, and the remaining 100

models as the training set and validation set (with 4:1 split). Training the network with

such a small data set may cause over-fitting and make it difficult to verify the network

performance. To solve the above problems, we design a 5-fold cross validation exper-

iment. We also use stratified random sampling to sample the remaining data set five

times, without duplicated samples. In this way, the data set is evenly divided into five

groups, each of which includes 20 models. Using 5-fold cross validation, one group

is selected as the validation set and the other four groups are selected as the training

set. Each dental model corresponds to a geometric image. Before training the network

model, we first enhance the training set as described in Section 3.2. Each group is

expanded from the original 20 images to 800 images through data augmentation.

We train the CNN model with different numbers of epochs. Figure 6 shows the

prediction accuracy of models with different training epochs on the training and val-

idation sets. As the number of training epochs increases, the prediction accuracy of

the training set continues to increase, but the prediction accuracy of the validation set

shows a peak near 100 epochs, which means that over-fitting occurs after 100 epochs

of model training. Therefore, we choose 100 training epochs, use the entire training

set and validation set as the training set, retrain the model, and then use the test set for

testing. The average prediction accuracy of the test set is 98.69%.

[11] transforms the dental mesh into matrix format data adapted to CNN input.

Through feature extraction, they extract 600-D features from each face of the mesh and

generate 20 × 30 images. For a tooth model, the number of faces usually ranges from

tens of thousands to hundreds of thousands, so their method will lead to excessive fea-
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(a) (b) (c)

Figure 7: (a) Original images. (b) Prediction masks. (c) Ground truth.

ture dimensions and complicated calculation. In contrast, our method maps each model

to an image with fixed size 256 × 1024, which greatly reduces the feature dimension.

Our segmentation results also show the effectiveness of this method. In addition, be-

cause the input, output and evaluation methods of our network model are all different

from those of theirs, it is meaningless to compare the prediction accuracy of these two

network models. Instead, it is more meaningful to compare the accuracy of the final

mesh segmentation results, which we will later show.

Figure 7 shows part of the original images, predicted masks and ground truth. The

red box highlights inaccurate parts of the prediction masks, which will affect the sub-

sequent segmentation. We detect the area of each black region and treat the region with

the area less than a threshold as noise. We calculated the average area of the noise

and the average area of the tooth, and found that the latter is generally more than 15

times larger than the former. In fact, each dental mesh has only 16 teeth at most. We

calculated the area of each black region, and calculated the mean value of the largest

16 areas, and set the threshold value as one tenth of the mean value. This denoising

process works well in our experiments.

4.2. Segmentation refinement

During the cross-validation, for each test example, segmentation of the tooth model

in the geometric image domain is obtained. The preliminary segmentation result can

then be obtained by projecting the image segmentation mask back to the dental mesh.

The preliminary result can be further improved through segmentation refinement, which

is the last step of our pipeline. We improve the FCC algorithm and compare the seg-

mentation results before and after the improvement through experiments. Figure 8

shows the segmentation results of some models. The red boxes show complex areas,

and our method still performs well. We quantify the results using the following two

measures. One is to calculate the percentage of the area of correctly labeled faces [10],

which is expressed as:

Accuracy =

∑

fi,j,k∈M Areai,j,kg(li,j,k)
∑

fi,j,k∈M Areai,j,k
(14)
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(a) (b) (c) (d) (e)

Figure 8: (a) Ground truth. (b) Preliminary segmentation. (c) Final result. (d)&(e) Other views of the final

result.

where Areai,j,k is the same as in Eq. 4, li,j,k is the prediction label of face fi,j,k.

g(li,j,k) is 1 if the prediction is correct, otherwise 0. Since our outputs are labels

of vertices of the mesh, we convert vertex labels to face labels. The three vertices

(vi, vj , vk) of face fi,j,k in the mesh have labels (li, lj , lk). If two or more labels are the

same in these three vertex labels, the label li,j,k of fi,j,k is assigned the vertex label with

a majority of the number. The mean segmentation accuracy of our 20 dental meshes

reached 98.87%. Another measure is to use Directional Cut Discrepancy (DCD) [36]

to calculate the mean error of the segmentation boundary. The DCD of most models is

less than 0.1 mm, and the mean DCD of all models is 0.0458 mm.

Compared with the original FCC, our improved segmentation refinement improves

the mean segmentation accuracy of all models from 88.2% to 98.87%, and the mean

DCD from 0.6127mm to 0.0458mm. Figure 9& Figure 10show the segmentation

accuracy comparison results and the DCD comparison results, when comparing our

improved refinement with the original FCC, and Figure 11 shows a visual comparison

of local details.

Table 2 shows how our approach compares with the latest relevant work. It can

be seen that our method achieves comparable accuracy, and much better DCD, com-

pared to state-of-the-art methods. Our method also requires much less training data,

compared with existing deep learning method [11]. Note that the performance of [11]

was achieved using a much larger training set which is not publicly available, and the

performance was reported in their paper.

These models come from different commercial 3D scanners, and the numbers of
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Items Accuracy DCD

[43] — 0.1mm
[11] 98.93% 0.083mm

Ours 98.87% 0.046mm

Table 2: Comparison of our method with alternative methods for tooth segmentation accuracy and DCD.

Our method achieves comparable segmentation accuracy as the state of the art, and significantly lower DCD,

demonstrating more accurate segmentation boundaries. Our method only requires a small training set, com-

pared with the existing deep learning method.

0.75

0.8

0.85

0.9

0.95

1

1.05

Ours FCC

Figure 9: Comparison of our segmentation refinement method and FCC using segmentation accuracy. The

blue bars are our improved method, and the orange bars are the FCC method. The horizontal axis illustrates

the number of faces of different tooth models. The vertical axis illustrates the segmentation accuracy.
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Figure 10: Comparison of our segmentation refinement method and and FCC using DCD measures. The

blue bars are our improved method, and the orange bars are the FCC method. The horizontal axis illustrates

the number of faces of different tooth models. The vertical axis illustrates DCD.

(a) (b) (c) (d)

Figure 11: (a)&(b) are different views of the segmentation result of FCC method. (c)&(d) are different views

of our improved segmentation results.

17



vertices and faces vary greatly. The results in Figure 9 and Figure 10 show that the

segmentation accuracy and boundary errors are related to the face number of the model.

The results in the red box show the results with lower accuracy and larger errors. It can

be seen that the models with higher segmentation accuracy and smaller boundary errors

tend to have more faces. Generally, the more vertices and faces the model has, the

higher quality the model reconstruction is. At the boundary of two objects, the density

of vertices and faces is higher than that of flat areas, and the negative curvature feature

is more obvious. Due to the low accuracy of some 3D scanning devices, the negative

curvature feature is not obvious enough, which leads to slightly worse segmentation

results.

5. Conclusions

This paper presents an algorithm for tooth model segmentation in a harmonic pa-

rameter space. This method takes a 3D tooth model as input and outputs the label of

each vertex of the mesh. Our method first maps the 3D tooth model isomorphically into

the 2D harmonic parameter space, and then projects the 2D plane mesh to a 256×1024
image. Following the U-Net structure, we designed the convolutional neural network

to train a highly robust tooth image segmentation model, which can take the tooth im-

age as input and obtain the corresponding segmentation mask. Finally, we map the

image segmentation mask back to the 3D tooth model, and improve the FCC algorithm

to refine the segmentation, so as to get an accurate and smooth segmentation boundary.

Our average segmentation accuracy is 98.87%, achieving state-of-the-art, which can

prove the effectiveness of our method. Our method has been applied to a commercial

orthodontic CAD system, and achieves satisfactory performance in practice.

Our method still has some limitations. First of all, our method requires the tooth

model to be a non-closed genus-zero 3D surface with only one boundary to satisfy the

input conditions of mesh parameterization. Therefore, a tedious pre-processing opera-

tion is required before the tooth segmentation. Secondly, the error of the segmentation

mask predicted by the neural network should not be too large, otherwise it is difficult

to find an accurate boundary even after the segmentation refinement step. If the size of

noise area (in the red box of Figure 7) in the predicted segmentation mask is too large,

it will lead to the failure of denoising process. If the prediction masks of adjacent teeth

are connected to each other, it will cause these teeth to be labeled as one tooth. So our

future work is to design a refined subnet to deal with the prediction of the boundary

of the mask and remove the noise area. Thirdly, The final segmentation accuracy still

heavily depends on the max-flow algorithm. Due to the low quality of some models, the

final segmentation boundaries for these models are still rough and the errors are larger,

so we plan to add boundary smoothing conditions to the segmentation refinement step

to find more accurate and smooth boundaries. Finally, we have a limited data set with

only 120 tooth models. Although we designed cross-validation and comparison exper-

iments to prove the reliability of our method, it is necessary to expand the data set to

make our method more reliable.
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