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Abstract

The purpose of this paper is twofold) (ve argue that the structure of commonsense
knowledge must be discovered, rather than invented; ignavd argue that natural
language, which is the best known theory of our (shared) casense knowledge,
should itself be used as a guide to discovering the strucfureoromonsense
knowledge. In addition to suggesting a systematic method tdittwevery of the
structure of commonsense knowledge, the method we proposetsesstsprovide an
explanation for a number of phenomena in natural language, such taphaore
intensionality, and the semantics of nominal compounds. Adnyittedt ultimate goal
is quite ambitious, and it is no less than the systenwditcovery’ of a well-typed
ontology of commonsense knowledge, and the subsequent formulatibe tng-
awaited goal of a meaning algebra.
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1. Introduction

In Logic and OntologyCocchiarella (2001) convincingly argues for a view ofjitoas a
language” in contrast with the (now dominant) view ofjitoas a calculus”. In the latter,
logic is viewed as an “abstract calculus that has ntenowf its own, and which depends
on set theory as a background framework by which suclcales. might be syntactically
described and semantically interpreted.” In the viewlagic as a language”, however,
logic has content, and “ontological content in partictldtoreover, and according to
Cocchiarella, a logic with ontological content nettasss the use of type theory (and
predication), as opposed to set theory (and set mempgrakithe background framework.
An obvious question that immediately comes to mind feetiee following: what exactly is
the nature of this strongly-typed ontological structurat twill form the background
framework for a new logic that has content?

In our opinion, part of the answer lies in an indighbbservation that Hobbs (1985)
made some time ago, namely that difficulties encounterethe semantics of natural
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language are due, in part, to difficulties encountered wherattempts to specify the exact
nature of the relationship between language and thelwafhile it has not received much
attention, the crucial point that Hobbs makes is the ohsiervthat if one “assumes a
theory of the world that is isomorphic to the way tatk about it” (emphasis added), then
“semantics becomes very nearly trivial”. The pictweehave in mind, depicted graphically
in figure 1, is a logic and a semantics that is grounded s$trongly-typed ontology, an

ontology that in turn reflects our commonsense viéwhe world and the way we talk

about it.

Assuming the existence of such an ontological structseejantics might indeed
become ‘nearly’ trivial, and this is demonstrated iis thaper by investigating some
challenging problems in the semantics of natural languzayegly lexical ambiguity, the
semantics of intensional verbs and the semantinsrainal compounds.
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Figure 1.Language, logic and ontology

In the remainder of this paper wi¢ discuss the intimate relationship between language and
knowledge and argue that language ‘understanding’ necesdfiatase of a strongly-typed
ontological structure that reflects our commonsense oé the world; {i) we briefly
outline a process that uses language itself as a guidesdovdiing the nature of this
ontological structure;ii{) we show how the semantics of several natural language
phenomena becomes nearly trivial in a logic that is gredind an ontological structure
that is isomorphic to our commonsense view of thddyand (v) we finally conclude by
discussing some steps towards achieving the long-awa#eachdsf a meaning algebra.

2. Language and Knowledge

Cognitive scientists have long recognized the intimaltgionship between natural language
understanding (NLU) and knowledge representation and rieas{kR&R) - or, in short,
the intimate relationship between language and knowledgectnrésearch in NLU seems
to have been slowly embracing what we like to call the ‘tstdading as reasoning’
paradigm, as it has become quite clear by now that stagheling natural language is, for the
most part, a commonsense reasoning process at tigengtia level. As an example



illustrating this strong interplay between language undeditg and commonsense
reasoning, consider the following:

(1) a) john defended a jailed activist in every country
b) john knows a jailed activist in every country

From the standpoint of commonsense, most readers woulchd difficulty in a reading
for (1a) that implies John’s support for the ‘same’ activiseirery country. However, the
same is not true in £}, as one can hardly conceive of a single activistidbgiled in every
country. Thus, while a wide scopgeimplying a single activist is quite plausible iraf1the
more plausible reading in i§1 is the one implying several activists, makindp)(tead
something like ‘inevery country, John knows some jailed activi8hat we suggest here is
that such inferences lie beyond syntactic and semanfpanations, and are in fact a
function of our commonsense knowledge of how the wohldbssible worldwe actually
live in!) really is. This process is even more coexpdue to the fact that different
individuals may have different scope preferences instmae linguistic context, as the
experiments of Kurtzman & MacDonald (1993) have suggested. Sentsiwith this
‘understanding as reasoning’ paradigm, an inferencing gyrateat models individual
preferences in the resolution of scope ambiguities girdigmatic level has been suggested
in (Saba & Corriveau, 1997). While it has been arguedsihet problems do not always
require the storage of and reasoning with vast amatifizckground knowledge (see Saba
& Corriveau, 2001), other linguistic comprehension tas&arty do. For instance, consider
the resolution of ‘He’ in the following:

(2) John shot a policeman. He immediately
a) fled away.

b) fell down.

Clearly, such references must be resolved by recoursemimmonsense knowledge — for
example, that, typically, whe8hotx,y) holds between someand somey, x is the more
likely subject to flee (&), andy is the more likely subject to fall downk2 Note, however,
that such inferences must always be considered defeasibkce quite often additional
information might result in the retraction of previoustpde inferences. For exampleh)2
might, after all, be describing a situation in whiclhrJoa 7-year old who was shooting a
bazooka, fell down. Similarly, & might actually be describing a situation in which the
policeman, upon being slightly injured, tried to flee awpgrhaps to escape further
injuries! Computationally, there are clearly a numbectadllenges in reasoning with un-
committed (or ‘underspecified’) logical forms, and this redeed received considerable
attention by a number of authors (e.g., see Kameyama, 48986he excellent collection of
papers in van Deemter & Peters, 1996). However, the maileicalthat such processes
still face is the availability of this large body obmmonsense knowledge along with a
computationally effective reasoning engine.

While the monumental challenge of building such large consemse knowledge
bases was indeed faced head-on by a few authors (e.gt,& &taua, 1990), a number of



other authors have since abandoned (and argued agtiestknowledge intensive’
paradigm in favor of more quantitative methods (e.g. bk, 1993). Within linguistics
and formal semantics, little or no attention was paithé issue of commonsense reasoning
at the pragmatic level. Indeed, the prevailing wisdom tivas NLU tasks that require the
storage of and reasoning with a vast amount of backgroundldahgsv were ‘highly
undecidable’ (e.g., van Deemter, 1996; Reinhart, 1997).

In our view, both trends were partly misguided. In paréiculve hold the view that)(
language ‘understanding’ is for the most part a commorseaasoning’ process at the
pragmatic level, and, consequently, the knowledge botkepoblem cannot be solved by
being ignored, but must be faced head-on; andtlfe ‘understanding as reasoning’
paradigm, and the underlying knowledge structures thétitas, must béormalizedif we
ever hope to build scalable systems (or, as John McCanby said, if we ever hope to
build systems that we can actually understand!). In iglst we believe the work on
integrating logical and commonsense reasoning in languagestaru#ing (Allen, 1987;
Pereira & Pollack, 1991; Zadrozny & Jensen, 1991; Hobbs, 198BbdHet al., 1993;
Asher & Lascarides, 1998; and Saba & Corriveua, 2001)parafmount importanée

The point we wish to make here is that successful NL|grpras necessitate the design
of appropriate knowledge structures that reflect our conserse view of the world and
the way we talk about it. That, on its own, is not lyeaovel. Indeed, investigating the
formal properties of the commonsense world have loeg Ievestigated in the pioneering
work of Hayes and Hobbs (1985). Moreover, a number of othetanttal efforts towards
building ontologies of commonsense knowledge have also besle since then (e.g.,
Lenat & Ghua, 1990; Mahesh & Nirenburg, 1995; Sowa, 1995)aanunber of promising
trends that advocate ontological design based on sound tiogarisl logical foundations
have indeed started to emerge in recent years (e.ginGdaWelty, 2000; Pustejovsky,
2001). However, aystemati@andobjectiveapproach to ontological design is still lacking.
In particular, we believe that an ontology for commaisseknowledge must laéscovered
rather tharinvented and thus it is not sufficient to establish some ppiesi for ontological
design, but that a strategy by which a commonsense ontalmiht besystematicallyand
objectivelydesigned must be developed. In this paper we propose stréttegy.

3. Language and Ontology

Our basic strategy for discovering the structure of momsense knowledge is rooted in
Frege's conception of Compositionality. According to Fiisge Dummett, 1981, pp. 4-7),
the sense of any given sentence is derived from ourqueknowledge of the senses of
the words that compose it, together with our observadiothe way in which they are
combined in that sentence. The cornerstone of thedgan, however, is an observation
regarding the manner in which words are supposed to acqs@ese that, in our opinion,

! Outside the domain of NLU, other pioneering worktsas that of (McCarthy 1980), was also done instirae
spirit, namely to integrate logical and commonseessoning.



has not been fully appreciated. In particular, the poleadf Compositionality is rooted in
the thesis that “our understanding of [those] words ists1sn our grasp of the way in
which they may figure in sentences in general, and howgeneral, they combine to
determine the truth-conditions of those sentencd3ummett, 1981, pp. 5). Thus, the
meanings of words (i.e., the concepts and the correspoadintpgical structure), and the
relationships between them, can be reverse-enginespeth speak, by analyzing how
these words aresedin everyday language. As will be argued below, reservat{tmat
abound!) regarding Compositionality can be alleviated eotice roots of Frege’s
Compositionality is understood in this light. To see thtaus first begin by introducing a
predicateApp(p,c) which is taken to be true of a propeptyand a concept iff “it makes
sense to speak of the propeptyf ¢”. Consider now the following two sets of adjectives
and nouns:

(3) P={Strong, Smart, Imminent
(4) C={Table, Elephant, Event}

A quick analysis oApp(p,c) on the nine adjective-noun combinations yields the sirec
shown in figure 2. That is, while it makes sense yo'st@ong table’, ‘strong elephant’, and
‘smart elephant’, it does not make sense to say ‘stabf¢’, ‘smart event’, ‘imminent
elephant’, etc. First it must be pointed out that thectire shown in figure 2 was
discoveredand notinvented Moreover, in applying the predicafepp(p,0 on a specific

property/relatiorp and a specific concept we must be wary of metaphor and polysemy.

+ Strong -
- Imminent +

{Elephant, Table, ... } {Event, ... }
-Smarit+
{Table, ...} {Elephant, ...}

Figure 2. Structure resulting from the analysisAgp(p,¢ on nine adjective-noun
combinations

For example, while it makes sense to say ‘big tabld’‘big discovery, it is clear that the

sense of ‘big’ is different in the two instances. \M# have more to say about metaphor
and polysemy later in the paper. For now, howevehatlsl be pointed out that this kind
of analysis is not much different from the type infaiag process that occurs in modern,



strongly-typed, polymorphic programming languages. As an exaropiesider the type
inferences corresponding to the linguistic patterng/ahio table 1.

Pattern Type Inference

X+ 3 X is aNumber

Revers&) X is aSequence

Inseri(x,y) X is anThing; y is Sequence of x Things
Headx) X is aSequence

Ever(x) X is aNumber

Table 1.Some linguistic patterns and their corresponding typreénices

Fromx + 3, for example, one can infer thais a number since numbers are the “kinds of
things” that can be added to 3 (or, for the expression 3’ to make sense; must be a
Number!) In general, the most generic type possiideinferred (i.e., these operations are
assumed to be polymorphic). For example, all that canfeeed fromReversé) is thatx

is the generic typ&equence, which could be dist, a String (a sequence ddharacters), a
Vector, etc. Note also that in addition to actions (calleoshctions or methods in
programming lingo), properties (truth-valued functions) amo be used to infer the type
of an object. For example, froEver(x) one can infer thak is a Number, since lists,
sequences, etc. are not the kinds of objects which eaedrribed by the predicdteen
This process can be more formally described as follows

1. we are given a set of conceB={cC ,...,Cm} and a set of actions (and properties)
P={py... P}

2. a predicateApp(p,c), wherecJC and pP is said to be truéf the action (or
property)p applies to (makes sense of) objects of ype

3. asetC, ={c|App(p,c)}, denoting all concepts for which the property is
applicable is generated, for each propeptyl P .

4. a concept hierarchy is then systematically discoveredamglyzing the subset
relationship between the various sets generated.

To illustrate how this process (systematically) dgela type hierarchy, we consider
applying the predicatdpp(p,c), where pJP and c [1C and where the sets andP are
the following:

C = {Set, List, Bag, Map, Tree, Relation}
P = {Reverse, Size, MemberOf, Head, Tail, ElementAt,
NumOfOccur, RemoveDups, Root, Leave$, etc.

The result of repeated analysis of the predidgp@(p,) on these sets results in the
following:



Ci..= {Set, Bag, Relation, Map, Tree, List}
C'JVMm{)fU(‘(‘MF: {Bagv LISt}
Chiemberor =1 Set, Bag List, Map, Tree}

CRemoveDups: {Bagv LISt}
CReverse = {LISt}
etc.

Thus, whatever the type of the container, we camyd ask whether a certain object is a
MemberOfthe container; whether or not the containdengpty and it always makes sense
to ask for theSizeof a container. Moreover, and while it makes setasask for the
number of occurrencesfmOfOccuy of a certain object in bothRBag and alList (as both
can contain duplicates), it only makes sense talspétheHeadandTail of alist, as the
order of the objects inBag is not important. Thus, Bag is aSet with duplicates, and kst

is aBag (and thus &et) with duplicates and where the order is import@he result of the
above analysis is the structure shown in figuM/Bat is important to note here is that each
(unique) set corresponds to a concept in the ldeyar

+ Empty -
+ MemberOf-
+ Size -

Set

+ NumOf Occur -
+RemoveDups -

Bag Relation

+Reverse -

o a T Reverse-
+Head -

‘ + Root-

+ Tail- / + Leaves— \
+ ElementAt- + ElementsAtLevel-

List wux Tree Map

Figure 3. Structure implied by repeated applications ofApe(p,c) predicate on several
objects and properties

Equal sets (e.gC,,; andC,,.,) correspond to the same concepts. The label afeng

concept could be any meaningful label that inteliivrepresents all the sub-concepts in
this class. For example, in figureS8t was used to collectively refer to any collection
(ordered, unordered, with or without duplicates;).ett is also interesting to note the



similarity at structurally isomorphic places in thierarchy. For example, while we may
ask for theHeadand theLast of a List, we usually speak of thRootand thelLeavesof a
Tree. As will be discussed below, in the context of natueaigliage, properties at
structurally isomorphic locations represent metaphbdegvations, while variations in the
interpretation of a property at lower levels (eEmptyin figure 3) represents polysemy.
Finally, it should be noted here that there are a rurabrules that can be established from
the concept hierarchy shown in figure 3. For exampie,aan state the following:

(5) c)(App(Reversg) [ App(Sizec))
(6) ()(App(Size c) O~ AppReversg))
(7) dc)(App(Tail,c) = AppHeadc))

Here (5) states that whenever it makes sense to eeamrgbject, then it also makes sense
to ask for the size df. This essentially means that an object to whichSizeoperation
can be applied is a parent of an object to whichRbeerseoperation can be applied. (6),
on the other hand, states that there are objectshimhwheSizeoperation applies, but for
which the Reverseoperation does not apply. Finally, (7) states that wiem# makes
sense to ask for thdeadof an object then it also makes sense to ask fdrails and vice
versa. It is important to note here that in perfognihis analysis we have assumed that
App(p,c) is a Boolean-valued function, which has the consequiratehe resulting type
hierarchy is a strict binary tree. In fact, this iseoof the main characteristics of our
method, and has led to two important resulty: nfultiple inheritance is completely
avoided; andii) by not allowing any ambiguity in the interpretationAgp(p,c), lexical
ambiguity, polysemy and metaphor are explicitly represeintéde hierarchy. This issue
will be discussed in more detail below.

4. Language and Commonsense Knowledge

The work described here was motivated by the following @asgsumptions:i) the process
of language understanding is, for the most part, a comm&amseasoning process at the
pragmatic level; andiij since children master spoken language at a very yogeg a
children must be performing commonsense reasoning atpthgmatic level, and
consequently, they must posses all the commonsense kigewmfequired to understand
spoken languadeln other words, we are assuming that deciding on a plartispp(p,c) is
not controversial, and that children can easily ansyuestions such as those shown in
table 2 below.

Note that in answering these questions it is clear dha has to be coconscious of
metaphor. For example, while it is quite meaningful t steong table, strong man, and
strong feeling, it is clear that the senses of strarthese three cases are quite distinct. The
issue of metaphors will be dealt with below. For noltlzat matters, initially, is to

% Thus it may very well be the case thaerything we need to know we learned in kindeeghrt



consider posing queries suchAg(Smart Elephant) — or equivalently, questions such as
‘does it make sense to say smart elephant?’, to eyéige old. Furthermore we claim that
App(p,c) is binary-valued; that is, while it could be a matitdegree as to how smart a
certain elephant might be (which is a quantitative quektithe qualitative question of
whether or not it is meaningful to say ‘smart elephantiot a matter of degrée

Query Does it make sense to say...
App(Walk Elephant) elephants walk?

App(Talk, Elephant) elephants talk?

App(Smart Elephant) elephants are smart?
App(ScreamBook) books scream?

App(Happy Sugar) happy sugar?

Table 2.Deciding on a particulakpp(v,c) from the standpoint of commonsense.

With this background we now show that an analysis of henessand adjectives are used
with nouns in everyday language can be usedigocovera fragment of the structure of
commonsense knowledge:

We are givenP ={ p,,...,p,} , @ set of (distinct senses of) adjectives and verbs,
We are giverC = {c, ..., ¢, ,a set of (distinct senses of) nouns

GenerateC,= {c | App (p,c;,)}  duery pair( pi,cj), p OP andce C
Generate the structure implied by all s€is= {C,,...,C, }

A wbdpE

We are currently in the process of automating this gsycand in particular we are
planning on generating some of the sets in step 3 aboveabyiaug a large corpus. The
fragment of the structure shown in figure 4 was howegesrerated manually by analyzing
about 1000 adjectives and verbs as to how they may onotapply to (or make sense of)
about 1000 nouns.

% As Elkan (1993) has convincingly argued, to avoédtain contradictions logical reasoning must anedevel
collapse to a binary logic. While Elkan's argumse¢med to be susceptible to some criticism (e.ghol3 et al
(1994)), there are more convincing arguments supppthe same result. Consider the following:

(1)  John likes every famous actress
(2) Lizis a famous actress
(3)  John likes Liz

Clearly, (1) and (2) should entail (3), regardle$how famous Liz actually is. Using any quantitatimodel
(such as fuzzy logic), this intuitive entailmentnoat be produced (we leave to the reader the detHil
formulating this in fuzzy logic) The problem hesethat at the qualitative level the truth-valug-afmougx) must
collapse to either true or false, since at thaglleM that matters is whether or not Liz is famonst how certain
we are about her being famous.



Note that according to our strategy every concept dirtheledge- (or commonsense)
level must ‘own’ some unique property, and this must aksdinguistically reflected by
some verb or adjective. This might be similar to whaddfo(1998, p. 126) meant by
“having a concept is being locked to a property”. In facteems that this is one way to
test the demarcation line between commonsense anaim@pecific knowledge, as
domain-specific concepts do not seem to be uniquely tbtkany word in the language.
Furthermore, it would seem that the property a concefuicied to (e.g., the properties
Reasonand Talk of a RationalLivingThing or a Human) is closely related to the notion of
immutability of a feature discussed in (Sloman et al, 1988¢re the immutable features
of a concept are those features that collectively ddfieeessential characteristics of a
concept.

Thing
/Entity\ Property
PhyEntity AbsEntity PhyProperty AbsProperty
PhyObject PhySubstance event .n?:f reputation
‘Q poem weight inuminence
/\ > information color Importance
_ . San PFOCess age time
NatPhyObj ManMadePhyObj swo0d interval mass duration
/\ A gold surprise shape period
car silver kate strength position
LivingNatPhyObj InanimNatPhyObj "’J_“’ nar anger etc. place
/\ : bridge .rmn,e knowledge order
: statue toothpaste cognition requ ency
AnimalLife Plant mountail  computer shampoo  thonght e
rver shirt salr gIrm
/\ TN planct  building bread —idea
Animal MicroOrgs star et FEC ete:
ocean
P Wi ete.
Legged NonLegged
Rational Irrational

Figure 4. A Human is aPhysical, LivingThing that isFormed it Grows it Developsit
Moves it Sleepsit Restsit (makes sense to sayWalks Runs Hears SeesTalks
Thinks Reasongsetc.

5. Polysemy and Metaphor

In our approach the occurrence of a verb or an adjectitieei hierarchy always refers to a
unique sense of that verb or adjective. This has meana thighly ambiguous verb tends
to apply to concepts higher-up in the hierarchy. Moreovarious senses (shades of a
meaning) of a verly end-up applying at various levels belewThis is illustrated in the
small fragment hierarchy shown in figure 5, where @eehassumed that vidake Form,
andDevelopboth anldea and aFeeling, although aridea is Formulatedwhile aFeeling is
Fostered Thus developing, formulating, and forming are consdiespecific ways of



making (that is, one senseM#bkeis Develop or one way of making is developing). While
the occurrence of similar senses of verbs at varieusld in the hierarchy represents
polysemy, the occurrence of the same verb (the serenk) at structurally isomorphic

places in the hierarchy indicates metaphorical degmatiof the same verb. Consider the
following:

(8) App(Run LeggedThing)
(9) App(Run Machine)
(10) App(Run Show)

(8) through (10) state that we can speak of a legged thinggl@imeaand a show running.
Clearly, however, these examples involve three diffesenses of the verb run. It could be
argued that the senses of ‘run’ that are implied by (8) dfj ¢orrespond to a
metaphorical derivation of the actual running of natknadls, the sense implied by (8), as
suggested by figure 6.

/ + Form - \

C3 C‘)

/'-;-Deve.iop —\

{ldea, Feeling} Ca

N\,

“+ Foster—- "
—Formuiate+\

{Feeling} {Idea}
Figure 5. An explanation of polysemy.

It is also interesting to note that these metaphbderivations occur at various levels:
first from natural kinds to artifacts; and then frorhysical to abstract. This is not
inconsistent with research on metaphor, such as fak@987) thesis that most of
linguistic derivations are metaphorical in nature, tivad these metaphors are derived from
physical concepts (that can all be reduced to a handfulpafriential cognitive schemas!)



Note also that the mass/count distinction on the physide seems to have a mirror image
of a mass/count on the abstract side. For exampletmetillowing similarity between
water (physical substance) and information (abstractanbte, so to speak):

+  Water/Information (over)flows

« we filter, process, distill, et&Vater/Information

»  Water/Information can be clear and polluted

+ we can drown in and be flooded Water/Information

« allittle bit of Water/Information is (still) Water/Information

One interesting aspect of these findings is to furiheestigate the exact nature of this
metaphorical mapping and whether the map is consistentghout; that is, whether same-
level hierarchies are structurally isomorphic, asddige appears to be so far (see figure 6).

6. Types vs. Predicates

Although it is far from being complete, in the remaindéthe paper we will assume the
existence of an ontological structure that reflects onmmonsense view of the world and
the way we talk about it. As will become apparent, iit mot be controversial to assume
the existence of such a structure, for two reasdajswveé will only make reference to
straightforward cases; anii)(in assuming the existence of such a structure in tHgsisa
of the semantics of the so-called intensional verbs &med semantics of nominal
compounds it will become apparent that the analysis #gklin turn shed some light on
the nature of this ontological structure. Before wecped, however, we introduce some
additional notation.

/’- DIE- ;\ / DIE+ \
Animal e ) Machme
./\. I T o " .
/’: RUN'li:(\ / RUN \
LeggedLivingThing WheeledMachlne
.A‘ — .__/__,ﬂ—""" 7777 e A
/’+ FLi;:-‘\ /'Jr FLY—‘\
WingedLeggedLiving Thing WingedWheeledMachine

Figure 6. Isomorphic structures explaining metaphors.



We shall use a first-order representation where alblkes are type annotated. Thus,
x::LivingThing meansx is an object of typeivingThing, and Large(x::Physical) means the
predicate or propertiyarge is true of some which must be an object of typaysical. We
shall writeHuman < LivingThing < ... < Physical < Thing to state that an object of type
Human ‘isa’ object of typeLivingThing, which is ultimately &hysical object, etc. We write
(Ox:: T)(F(x)) to state that the properfy(which can be a complex logical expression) is
true of some (actual) objextof typeT; when the propert is true of some ‘unique’ object
x of typeT we shall write(Cix :: T)(F(x)) and, finally, we shall writé(x :: T)(F(X)) to
state that the propergyis true of some objectthat only abstractly exists — i.e., an object
that need not actually (or physically) exist. Sincevalliables must be type annotated, a
variable in a single scope might receive more thanypeeannotation, as in the following:

Artist(x :: Human) O Old( x:: Physical)

While Artist is a property that can be applied to (or makes seh&bjaicts that are of type
Human, Old is a property that makes sense of objects of Byysical. In such an instance
some sort of type unification must occur. To illustridie notion of type unification let us
consider the steps involved in the derivation of thamirey of a simple phrase such as ‘an
old piano’

(11)[an old piand

= (B9 (Piand ¥ U Old ¥) @)
= () (Piand x:: Piano) O Old x:: Physical)) b)
= (£ :: Unify(Piano,Physical) ) ( Piand % O Old %) ©
= (Ex :: Piano) (Piand ¥ O OId ) (@)
= (Ex :: Piano) (Old( x)) ©

In (11a) we have a straightforward translation into first-orttegic’. However, in our
(strongly-typed) approach we require that every variablefnotated (at least once in
every scope) with the appropriate type. By the ‘apprterigpe we mean the type of
object that the predicate (property or relation) agpiee(or makes sense of). This is done
in (11b), where it was assumed that the predi€itemakes sense of (or applies to) objects
that are of typePhysical. What we now have, however, is an obpectvhich, in a single
scope, is considered to b&iano as well as ®hysical object. This necessitates some sort of
type unification, as shown in (&l

Assuming thatPiano < Physical (i.e., assuming our ontology reflects the fact that
Piano is aPhysical object), the unification should clearly resultFiano, as given by (1d).
Finally, the predicat®ianocan now be removed without any loss, since it is rechirida
state that there is an object of tygieno, of which the predicatPainois true (1%). In the
final analysis, therefore, ‘an old piano’ refers tong object of typ&iano, which happens

* [an old piand = A RO X Paino X1 Old»d (P)X is actually the more accurate translation. Forpticity
in notation, however, we shall avoid the obvious.



to beOld. Note that with this approach there is an explicitedéhtiation between types
and predicates, in that predicates will always refemptaperties or relations — what
Cochiarella (2001) calls second intension, or logicakcepts, as opposed to types (which
Cochiarella calls first intension, or ontological canis¥. To appreciate the utility of this
representation, consider the steps involved in the at@viv of the meaning of ‘john is a
young professor’, wher¢llj :: Human) refers to some unique objectvhich is of type
Human:

(12) [john is a young professp
= (0] :: Human)(Professofj :: Human) OYound j:: Physical))
= (O] :: Unify(Human, Physical)) (Professofj) OYound ))
= (0] :: Human)(Professo(j) OYound j)

Therefore, while it does not explicitly mentiordaman, ‘john is a young professor’ makes
a statement about some unique objecf type Human, which happens to béoungand
Professor Note, further, thaProfessorin (12) is not a first-intension (ontological) concept,
but a second-intension (logical) concept, which is ep@rty of some first-intension
concept, namely Human®. Stated yet in other words, what (ontologically) exist @bjects

of typeHuman, and not professors, afdofessotis a mere property that may or may not be
true of objects of this type. Moreover, and in contreithh ontological (or first intension)
concepts such @tman, concepts such asungandProfessorare logical concepts in that
they are true of a certain object by virtue of somechgéxpression, as suggested by the
following:

(13) (Ox :: Physical)(Yound x=, H ¥
(14) (Ox :: Human)(Professof x=, K X

That is, somePhysical objectx is Youngiff some logical expressioR, is satisfied, and
similarly for Professor Furthermore, we suggest that unlike first-intensiotological
concepts which tend to be universal and static, seedrdsion logical concepts tend to be
more dynamic and contextual. For example, in

(Ox :: Human)(Leadef ¥ =, K %)

it can be argued that whilduman < LivingThing is a universal (i.e., shared) fact that can
stand the test of time, it is conceivable that tkecenature of the predicake might be

5 Incidentally, Cochiarella (2001) suggests a similspresentation where explicit differentiation beén types

and predicates (relations) is made. Although oartisig point was perhaps different, we believe,thiitmately,
similar reasons have led to this decision.

6 Such properties are usually referred to as ‘roles’.



susceptible to temporal, cultural, and other contextuztbifs, depending on what, at a
certain point in time, a certain community consideteaderto be.

7. Compositional Semantics Grounded in an Ontology of
Commonsense Knowledge

With the machinery developed thus far we are now readyadkle some challenging
problems in the semantics of natural language. Inségon we consider the semantics of
the so-called intensional verbs, the semantics of maindompounds and lexical ambiguity.

7.1 So-Called Intensional Verbs

Consider the following examples, which Montague (1969) disdussaddressing a puzzle
pointed out to him by Quine:

(14) @) [ john painted an elephah = ([x)(Elephant X0 Painted,j ®
6) [john found an elephair = (k) (Elephant xO Found,j ¥

The puzzle Quine was referring to was the following: lothslations admit the inference
(X)(Elephantx)) — that is, both sentences imply the existence of salppghant, although

it is quite clear that such an inference should not dmitéed in the case of (&% In
addressing this problem, Montague however discussed thaseniehn seeks a unicorn’.
Using the tools of a higher-order intensional logic, Mgae suggested a solution that in
effect treats ‘seek’ as an intensional verb that hase oo less the meaning of ‘tries to
find. However, this is, at best, a partial solutiomcs the source of this puzzle is not
necessarily in the verb ‘seek’ nor in the referetocenicorns. Logically speaking, painting,
imagining, or even just dreaming about a unicorn does natl &mé actual existence of a
unicorn — nor does the painting or dreaming about an elephatiie aeader, for that
matter. Instead of speaking of intensional verbs, wheatme suggesting here is that the
obvious difference between @4and (14) must be reflected in an ontological difference
betweenFind andPaint in that the extensional type (e-t)) both transitive verbs are
typically assigned is too simplistic. In other wordsmach more sophisticated ontology
(i.e., a more complex type system) is needed, one thatvim fact yield different types
for Find and Paint One reasonable suggestion for the typediafl and Paint, for
example, could be as follows:

(15) flﬂd - (eAnimaI - (%mny - t))
(16) palnt:: (%uman - (&ﬁepresemaﬁon - D)

" Thanks are due here to an anonymous reviewer wigested discussing this issue as it pertains tspecific
proposal.



That is, instead of the flat type structure implied - (e - 1), what we suggest
therefore is that the types Bind andPaint should reflect our commonsense belief that we
can always speak of somaimal that found something (i.e., akytity whatsoever), and of

a Human that painted somdiepresentation. With this background, consider now the
translation of ‘john found an elephant’ which would pratas follows:

(17) [ john found an elephaifr
= (0] :: Human)(CX) (Elephant x: Elephant) O Found j:: Animal, x:: Entity))

What we have in (17) is a straightforward translation fivst-order logic, where variables
are annotated by the appropriate type, and where, as dhotlee ‘appropriate type’ we
mean the type of objects that a property or a relatjgpiies to (or makes sense of). Note
now that the variablgsandx are annotated, within a single scope, with diffetgpés, and
thus some type unification must occur, as follows:

(18) [ john found an elephaifr
= (0] :: Unify(Human, Animal)) (Cx)
( Elephart x:  Unif§lephant, Entity) O Fourid, j)x

Assuming that our ontology reflects the facts thidiman < ...< Animaland that
Elephant < ... < Entity , the type unifications in (18) should result in the follogvin

(29) [ john found an elephaifr
= (O :: Human)([X)(Elephant x: Elephant) O Found ,j ¥

Finally, as discussed previously, the predidatephantcan now be removed since its
redundant to speak of an object of tyfephant of which the predicat&lephantis true,
resulting in the following:

(20) [ john found an elephaiy = ([} j :: Human)(Cx :: Elephant) (Found j X))

The interpretation of ‘John found an elephant’ is tfieeethe following: there is some
unique objecj which is of typeHuman, and some object which is anElephant, and such
thatj foundx. Note, further, that (20) admits the existence of apleint — that is, if ‘John
found an elephant’ then indeed an actual elephant dods ldgisever, consider now the
interpretation of ‘John painted an elephant’, whichusth@roceed as follows:

(21) [ john painted an elephah
= (0] :: Human)(Cx)(Elephant x: Elephant) [
Painted j:: Animal, x:: Representation))



As in (17), type unification for the variabl¢sand x must now occur. Also, as in (18),
Unify(Human, Animal) should also result itluman. Unlike the situation in (18), however,
resolving the type the variablemust be annotated with is not as simple. Since {hesty
Elephant andRepresentation are not related by the ‘isa’ relationship, we areaict feferring
to two genuinely different types and some relatietween them, sagepresentation®f
with the caveat that one of these objects need notllyotxést. What we suggest therefore
is the following:

(22) [ john painted an elephaf
= (0] :: Human)(CFx :: Elephant) (Cy :: Representation)
(Representationdf ,y)x] Paintéd ))

Essentially, therefore, ‘john painted an elephant’ roughtgans ‘join made a
representation of some object (that need not phygiexiist), an object that we call an
elephant’. Note now that if ‘john painted an elephant’ thhatvexists is &epresentation of
some object of typElephant”. Thus, while (22) admits the existence of sdtegresentation,
(22) only admits the abstract existence of some objeatal anElephant.

Finally it should point out that while the interpretatidn'dohn painted an elephant’
given in (22) allows one to make the right inferen@maly that a representation and not
an elephant is what actually exists, one should alsmtde to make several other
inferences. This would actually require a more elabosagmt-based representation. For
example, consider the following:

John bought an old piano
[ g p
= (Je:: BuyingEvent) (3' j: : Human) (3x: : Piano)
(Old (x) N\ Agent (e, ]) A Object (e, x))

That is, ‘John bought an old piano’ essentially says tlseseme unique obje¢twhich is
of type Human, some objeck of type Piano, such thak is Old, and such thatandx are
involved in someBuyingEvent e as follows j is the agent of the event amds the object.
Assuming thatPiano ‘isa’ Musicallnst and BuyingEvent ‘isa’ PurchasingEvent; then the
following inferences, among others, can be made:

|John bought an old pianol
= (Je:: BuyingEvent) (3' j: : Human) (3x: : Piano)
(Old (x) N Agent (e, ]) A Object (e, x))

8 In the ontologyRepresentation@f,y) would actually be defined betweerepresentation and a type higher-up
in the hierarchy, e.dentity.

% The point of this example will perhaps be made naangely if ‘elephant’ was replaced by ‘unicorn’.



= (Ce:: PurchasingEvent)(O} j :: Human)(Ox:: Piano)
(Old(x) O Agent ¢ JOI Objeqt e )X

= (Ce::BuyingEvent)(TF j:: Human)(x:: Musicallnstr)
(Old(x) O Agent ¢ JO Objeqt e )X

= etc

That is, if ‘John bought an old piano’ then one must lbe &hinfer that ‘John purchased a
piano’, ‘John bought an old musical instrument’, etc.

7.2 The Semantics of Nominal Compounds

The semantics of nominal compounds have received coabldattention by a number of
authors, most notably (Kamp & Partee, 1995; Fodor & Lepi®86; Pustejovsky, 2001),
and to our knowledge, the question of what is an apptepgamantics for nominal
compounds has not yet been settled. Recall that the stnjgtésnsional) semantic model
for simple nominal constructions is that of conjunet{or intersection) of predicates (or
sets). For example, assuming tRadx) and Applgx) represent the meanings of red and
apple, respectively, then the meaning of a nominal suctdaapple is usually given as

(23) [red applg ={ % Reti 30 Apgie}x

What (23) says is that something is a red apple ifrédsand apple. This simplistic model,
while seems adequate in this case (and indeed in many iotstances of similar
ontological nature), clearly fails in the following easboth of which involve an adjective
and a noun:

(24) former senator
(25) fake gun

Clearly, the simple conjunctive model, while seembd@dequate for situations similar to
those in (23), fails here, as it cannot be acceptedstimaéthing is a former senator if it is
former and senator, and similarly for (25). Thus, whilgwoction is one possible function

that can be used to attain a compositional meaninge ter in general more complex
functions that might be needed for other types of ontoddgiategories. In particular, what
we seem to have here is something like the following:

(26) a) [red appld ={ ¥ Red ] Apple}x
b) [ former senatof ={x| WasButlsNotNowASenato}} :
9 [ fake gud ={x| LooksLikeButlsNotActuallyAGun}>

The fact that every adjective-noun combination seesuggest a different compositional
function have led some authors to argue against compeasityorfe.g., Lahav, 1989).



However, it would seem in fact that there might be just madhé of templates of
compositional functions for a number of ontologicalegaries. Consider for example the
following reasonable definitions fétakeandFormer.

(27) (Ox :: Human)(Formef ¥ =, AP[()((t<now O R xy} O R x now])
(28) (Ox:: Artifact) (Fake % =, (Oy : PhyEntity)(=1sA x y O Similay( x ¥))

What (27) says is the following: a certairis aFormer P iff x was aP at some point in
time in the past and is not nowPa whereP is some property which applies to objects of
type Human. On the other hand, what (28) says is that a certgécttx, which must be of
type Artifact, is aFake y which must be an object of typayEntity, iff x is not actually &
but is similar, with regard to some propeftytoy.

First, it is interesting to note here that the iniemsf Fake and Former was in one
case represented by recourse to possible worlds sem@jcsvhile in (28) the intension
uses something like structured semantics, assumingSimailar,(x,y) which is true of
somex and somey if x andy share a number of important features, is defined. W¢hat
interesting in this is that it suggests that possiblddsmemantics and structured semantics
are not two distinct alternatives to representingnisitsality, as has been suggested in the
literature, but that in fact they should co-exist. Niotigher that the proposed meaning of
Fakegiven in (28) suggests that fake expects a concept whishtypePhysical, and thus
something likefake idea or fake songetc., should sound meaningless from the standpoint
of commonsensé

it makes sense

/\ ¥ to say [ former P ]

Professor
Senator etc.
President

Figure 7. Roles that share the same behavior

Second, the proposed meaning of ‘former’ given in (27) stgghat former expects a
property which has a time dimension, i.e. is a temparaperty. Finally, we should note
that the goal of this type of analysis is to discover titelogical categories that share the
same behavior. For example, conjunction, which asud&ed above is one possible

19 One can of course sdgke smile but this is clearly another sensefafe While fake gunrefers to a gun (an
Artifact) that is not realfake smilerefers to a dishonest smile, or a smile that tsgyemuine.



function that can be used to attain a compositionahingaseems to be adequate for all
nominal constructions of the formA [N] whereA is aPhyProperty (such aColor, Weight,
Size, etc.) andN is aPhyObject (such a€ar, Person, Desk, etc.), as expressed in (29).

(29) [AN]={X Aypmer, (30 Ny ( }

Similarly, an analysis of the meaning of ‘former’, givim (27), suggests that there are a
number of ontological categories that seem to haves#imee behavior, and could thus
replaceP in (27), as implied by the fragment hierarchy showfigare 7. Finally it should
be noted here that (29) simply states that some adje@recintersective, although it does
not say anything about the meaning of any particalfiective. While this is not our
immediate concern, such concepts are assumed to be ddéfineirtue of a logical
expression. To do so, we assume first the existenc@mefdicateTypical ( x:: T), which

is used to state that an object of tjpe a typicalP as far as some attributeis concerned,
where the typicality of a certain object regarding sattebute is assumed to be defined
by virtue of some logical expressian, as(0x :: T)(Typicaf (X =, a). For example, the

following is an expression that defines the typical age gymnastTypicalye (¥ :

(Ex :: Human) (Typicalgd™ (3 =4 ( Age x p0( = & m)

Consider now the definition of an adjective such ad'/@ls it relates to the age of objects
of typeHuman:

(Ox :: Human) (Old, (X) =4 AR R ¥ O(Cy :: Human)(P(y) O Typicaf,( y
OAge x axl Adey ayl( ax @)

What the above is saying is the following: some objeat typeHuman is anOld P, iff its
Ageis larger than thége of another objecty, which has a typicaAgeas far a$® objects
are concerned. It would seem, then, that the meaningcbfadjectives is tightly related to
some attribute (large/size, heavy/weight, etc.) otctireesponding concept. Furthermore, it
would seem that some adjectives are context-dependent imespects: the types of
objects they apply to (or makes sense of) as well aspthperty or relation that the
adjective is to modify. That is, ‘old’ in ‘old person’ quite different from ‘old’ in ‘old
piano’. Furthermore, a certain object of tyfenan, say, can be an ‘old” and a ‘youngQ’

at the same time. For example, consider the following:

[john is an old gymna§i= (0 :: Human)(Gymnast ¥ Ol ..{ ¥

Given that ‘John is an old gymnast’, and, for example, ‘Jsfangrofessor’, one would not,
in our representation, conclude that ‘John is an old gsofg since John is an old gymnast
while it might very well be the case that as fasfessors go, John is quite young.



7.3 Compositional Semantics of Nominal Compounds

While the semantics ofdj Nourj constructions can be problematic, it is the sencardf
nominal compounds in the case of nhoun-noun combinatiohfidiva traditionally posed a
challenge to the whole paradigm of compositional seicganthe difficulty in analyzing
the meaning of noun-noun combinations is largely dugh®& multitude of possible
relations that are usually implicit between the two nouf@ example, consider the
following:

(30) [brick housd ={ X s aHouse thatis MadeOBrick }
(31) [dog housg={ k isaHouse thatis MadeFoaDog |

That is, while arick houséds a house ‘made of’ brick,dpg houseés a house that is ‘made
for’ a dog. It would seem, then, that the relation imgiémplied between the two nouns
differs with different noun-noun combinations. Howevassuming the existence of a
strongly-typed ontology might result in identifying a darn of patterns that can account
for all noun-noun combinations. As shown in thegfment hierarchy of figure 8, it would
seem thaMadeOfis the relation implicit between dIN, N,] combinations wheneveX,

is aSubstance and N, is anArtifact, which expressed more formally in (32).

Substance

Paper
Plastic

atc. Silver

Figure 8. Relations between ontological categories

(32) [ Noyusies Nugsa || ={ % :: Artifact | (Cy :: Substance)(MadeOf x y)}

The following is an example instance of (32), denotingnieaning obrick house where
it is assumed that our ontology reflects the fact tHafise < ... < Arifact and that
Brick < ... < Substance :

(33) [brick housé ={x :: House | (Cy :: Brick) (MadeOf x ¥)}

Note, further, that specific instances Qubstance and specific instances @éftifact might
require the specialization of the relation suggested2h or example, whil&nife which



is anArtifact, combines with a ra®ubstance, such a®lastic, Bronze, Wood, Paper, etc. with
the relationMadeOf Knife as aninstrument combines with &oodSubstance, such adBread,
with the relationUsedFor and similarly forCoffee andMug, andCereal andBox, as follows:

(34) [ Nrvuusuwsimee Nosumen ]| ={ X :: Instrument | (Cy :: FoodSubstance) (UsedFof x ¥)}

Although we will not dwell on such details here, we shqdtht out here that since the
purpose of an object of tydestrument (and more specifically, dool) is to be used for
something, the specific type of usage would in turn Herried from the specific
Instrument/Tool (e.g.,cuttingin the case of Knife, holdingin the case dflug, etc.)

7.4 Lexical Disambiguation as Type Inferencing

First let us suggest the following types for the tramsitierbsmarry anddiscover

(35) marry (qluman - (Qluman - D)
(36) discover:: (eAnimaI - (%mity - t))

That is, we are assuming that one sense of themarty is used to refer to an object of
type Human that may stand in the ‘marry’ relationship to anotbleject which is also of
typeHuman; and that it makes sense to speak of an object ofAtymal that discovered an
object of typeEntity. Consider now the following, wher8tar x:: {Human Sta}) is used to
refer to the fact thabtar is a predicate that applies to, among possibly somespthe
object of typeHuman or an object of typ8&tar (which is a subtype dielestialBody):

(37) [john married a staj
= (0] :: Human)(Cx)(Star x:: {Human Sta ) OMarried( j :: Human, x :: Human))

As usual, sincex is annotated with more than one type in a single scopee sgpe
unification must occur. The unification betwegar (theCelestialBody) andHuman will fail,
however, leaving one possible meaning for (37):

(38) [john married a staj
= (0] :: Human)(Cx :: Human)(Star( X) O Married j X))

Note, therefore, that ‘star’ in ‘John married a stag'sviranslated to a property of an object
of type Human, rather than an ontological type, such S, which is a subtype of
CelestialBody. However, consider now the following:

(39) [john discovered a st
= (O] :: Human)(CX)(Star( x:: {Human Staz} )
ODiscovered j:: Animal, x: Entity))



In this case both type unifications are possibleErdig/ unifies with both aHuman and a
Star (and of coursénimal trivially unifies with Human), resulting in two possible meanings,
in which ‘star’ is translated into a property of an abjef type Human, and into an
ontological object referring to a celestial bodygagn in the following:

(40) [ john discovered a st
= (O] :: Human)(Ck :: Human)(Star ¥ O Discovered,j X
= (O] :: Human)(Cx : Star)(Discovered j ¥)

Lexical disambiguation will clearly not always be asmgie, even with a rich ontological
structure underlying the various lexical items. For driregt several lexical items might be
ambiguous at once, as the following example illustrates:

(41) [ john is playing bridgé
= (0] :: Human)([X) (Bridgg x:: {CardGame, Structure})
O Playing j:: Animal, x::{Game, Instrument ))

Here it was assumed that ‘bridge’ can refer 8tracture or to aCardGame, while ‘playing’
can be a relation that holds between an object of Agpeal and aGame, or an object of
type Human and aninstrument. While there are potentially four possible readings(4dr)
that are due only to lexical ambiguit9ardGame and Game is the only successful type
unification, resulting in the following:

(42) [ john is playing bridgé
= (0] :: Human)(Cx :: CardGame) (Bridge( ¥ O Playing j )

Finally it must be noted that in many instances tipe wynification, while it might result in
more than on@ossibleunification, one of which, might be mopéausiblethan the others.
That, however, belongs to the realm of pragmatics, andresgtiype information form
larger linguistic units, perhaps at the level of a pardgréyhile we cannot dwell on this
issue here, the point of the above discussion, as inatbe in our discussion of nominal
compounds, was to simply illustrate the utility of a sglg-typed ontological structure that
reflects our commonsense view of the world in tacklimgumber of challenging problems
in the semantics of natural language.



8. Towards a Meaning Algebra

If Galileo was correct and mathematics is the lagguaf nature, then Richard Montague
(see the paper on ELF in (Thomasson, 1974)), is triviadlyt in his proclamation that
there is no theoretical difference between formad aatural languages. Moreover, if
Montague is correct, then there should exists a fosystem, much like arithmetic, or any
other algebra, for concepts, as advocated by a numlaeitiadrs, such as Cresswell (1973)
and Barwise (1989), among others. What we are arguing foridveréormal system that
explains how concepts of various types combine, formingencomplex concepts. To
illustrate, consider the following:

(43)a) artificial :: NatPhyObj — ManMadePhyObj
B flower:: Plant < ... < LivingThing < ... < NatPhyObj < ... < Thing
9 artificial flower :: ManMadePhyObj

What the above says is the followirgytificial is a property that applies on an object of
type NatPhyObj returning in an object of typEanMadePhyObj (43a); a flower is a Plant,
which is aLivingThing, which in turn is &atPhyObj (43b); and, finally, an artificial flower is

a ManMadePhyObj (43c). Therefore, ‘artificialc’, for someNatPhyObj ¢, should in the final
analysis have the same properties that any dthrvMadePhyObj has. Thus, while ower,
which is of typePlant, and is therefore hivingThing, grows, lives and dies like any other
LivingThing, an ‘artificial flower’, and like any otheévlanMadePhyObj, is something that is
manufactured, does not grow, does not die, but can bmhblesl, destroyed, etc.

The concept algebra we have in mind should also systeitagxplain the interplay
between what is considered commonsense at the lilglesel, type checking at the
ontological level, and deduction at the logical levetdtefigure 1). For example, the
concept ‘artificial car’, which is a meaningless cqricdrom the standpoint of
commonsense, is ill-typed sin@ar is an ManMadePhyObj, which does not unify with
NatPhyObj. The concept ‘former father’, on the other hand,dvhis also a meaningless
concept from the standpoint of commonsense, escapeshgpking sincd-ather is a
property that applies to objects of tydeman, as expected by the meaning of ‘former’.
However, the reader can easily verify that the meanirifpoher’ suggested in (27) and
the following,

(Ox :: Human) ((C,) (Father % t) O (Ot,)((t, >t,) O Father(x t))))

which states a temporal property about the concepatifef’, namely that once an object
of typeHuman is father then they are always a father, leadltmigal contradiction. What
we envision, therefore, is a logic that has conterd,antological content in particular, and
where linguistic expressions that do not confirm witih commonsense view of the world,
are either caught at the type-checking level, or,d@dapes type- checking, is caught at the
logical level.



9. Concluding Remarks

In this paper we argued for and presented a new approaitte tsystematic design of
ontologies of commonsense knowledge. The method is losstte basic assumption that
“language use” can guide the classification process. i@lb&sis in turn rooted in Frege’s
principle of Compositionality and is similar to the idegfaype inference in strongly-typed,
polymorphic programming languages.

The experiment we conducted shows this approach to bepyaitesing as it seems to
simultaneously provide for an adequate solution to a nuofgatoblems in the semantics
of natural language. Admittedly, however, much of whatpmesented here is work in
progress, more so than a final result, and much work nsnt@ibe done. In particular, we
are in the process of automating the process desciibsdction 4 by using a corpus
analysis that would generate sets of concepts for wdnggrtives and verbs may or may
not apply. Another interesting aspect of this work is idgng the top-level categories that
share the same behavior, leading to the identificatbna number of template
compositional functions, as those given in (26) and (2#gmtkat is essential in our quest
for a meaning algebra that is grounded in a strongly-typedliagy that reflects our
commonsense view of the world and the way we talkigiban ordinary language.
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