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Abstract 

Over the last ten years there has been a growing interest around text-based chatbots, software 

applications interacting with humans using natural written language. However, despite the 

enthusiastic market predictions, ‘conversing’ with this kind of agents seems to raise issues that go 

beyond their current technological limitations, directly involving the human side of interaction. By 

adopting a Human-Computer Interaction (HCI) lens, in this article we present a systematic literature 

review of 83 papers that focus on how users interact with text-based chatbots. We map the relevant 

themes that are recurrent in the last ten years of research, describing how people experience the 

chatbot in terms of satisfaction, engagement, and trust, whether and why they accept and use this 

technology, how they are emotionally involved, what kinds of downsides can be observed in human-

chatbot conversations, and how the chatbot is perceived in terms of its humanness. On the basis of 

these findings, we highlight open issues in current research and propose a number of research 

opportunities that could be tackled in future years. 
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1 INTRODUCTION 

Recently, we have witnessed a growing interest around conversational agents, software applications 

interacting with humans using natural language. In particular, over the last ten years text-based 

chatbots (or simply chatbots), which enable interaction of humans with machines through natural 

written language, have spread in a variety of application domains, so that it has been talked about a 

“chatbot tsunami” (Grudin & Jacques, 2019). This spreading is driven by flexible platforms that 

support their design, as well as the possibility of their seamless integration into existing websites and 

applications (Klopfenstein et al., 2017). Cloud-based cognitive services of composable Artificial 

Intelligence (AI) building blocks, like the IBM Watson Developer Cloud, can be used by developers 

to easily build new chatbots, by training the AI to respond to questions posed in natural language 

about particular intent (Yan et al., 2016). 

Given this technological availability, it comes as no surprise that investments in chatbots took off. In 

2018, more than 300,000 chatbots were said to be active on Facebook Messenger alone (Boiteux, 

2018). Gartner (2017) predicted that by 2022, 85% of customer service interactions will be powered 

by chatbots. These trends did not go unnoticed by scholars, who started researching how people 

interact with this technology. Such research has been considered important also because, despite the 

initial hype and the enthusiastic market predictions, conversing with artificial agents raises issues that 

go beyond their current technological limitations, rather involving the human side of interaction. 

Chatbots may not meet the users’ high expectations in terms e.g., of language skills, they may elicit a 

variety of (negative) emotions due to e.g., the frustration of not being understood, and may encourage 

the formation of biases in the perceptions that users have of the technology (e.g., Forrester Research, 

2016; Grudin & Jacques, 2019). 

Notwithstanding the proliferation of literature reviews in the field of conversational agents exploiting 

embodied or spoken forms of verbal interaction (e.g., ter Stal et al., 2020; Clark et al., 2019a), we still 

know little about research addressed to chatbots exclusively communicating through natural written 

language. More precisely, we do not have a comprehensive overview of what has been investigated so 

far from the human side of human-chatbot interaction, i.e., what people expect, feel and, more in 



 3 

general, experience when they ‘encounter’ a chatbot. This may be important as chatbot technology 

cannot exploit ‘enhanced’ communication means that may enrich the conversation with the agent, like 

tone of voice in speech-based interfaces, or gestures and face expressions in Embodied 

Conversational Agents (ECAs). Nevertheless, many studies on person-to-person Computer Mediated 

Communication (CMC) through text messages (e.g., instant messaging) have consolidated the idea 

that this form of interaction has unique traits (Werry, 1996) and, despite the lack of cues from body 

language and vocal tones (Hentschel, 1999), is able to e.g., communicate emotions as in person 

communication (Derks et al, 2008). What happens, therefore, when people communicate using written 

messages with another entity, which is not human, is worth to be explored. 

In this article, we present a systematic literature review that maps out the current state of research on 

how humans interact with text-based chatbots. We focus on the last ten years of literature (2010-2020) 

because during this period both the technology has become mature enough to be accepted by users 

and proliferation of chatbot research has made the study of user interaction with these technologies 

increasingly important. In so doing, we adopt a Human-Computer Interaction (HCI) lens, paying 

attention to the human side of interaction, rather than to performance or capabilities of the system. 

Our contributions to HCI are twofold. Firstly, we point out the relevant topics that have been 

addressed by text-based chatbot research in the last ten years, reporting five main themes that could be 

relevant for the HCI community. We emphasize that researchers studied whether and why people 

accept chatbot technology, as well as how trust, engagement and satisfaction may impact on the user 

experience. We also highlight that the reviewed articles explored how emotions and conversational 

issues may affect the interaction experience. Moreover, we pinpoint that research paid particular 

attention to how users ascribe humanness to chatbots.  

Secondly, we highlight several open issues in current research and propose a number of research 

challenges that could be tackled in future years by the HCI community. In particular, we stress that 

researchers should develop theories capable of accounting for the peculiarities of human-chatbot 

interaction, carefully define the constructs they use, and better build on previous work. Furthermore, 

future research should widen the notion of context when exploring the implications of chatbot 
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technology, conduct studies focused on design, and tackle relevant ethical issues that arise from the 

users’ tendency to ascribe humanness to chatbots. 

 

2 BACKGROUND 

2.1 The modern increase in chatbot usage 

The chatbot tsunami may be retraced to 2014, when investment in chatbots that could provide more 

depth on specific topics took off (Grudin & Jacques, 2019). However, it is in the early 2010s that the 

general public started to get acquainted with conversational agent technology. By 2010, Twitter was 

flooded with social bots (Grudin & Jacques, 2019), which broadcast, follow, or forward messages 

generated by other bots or real users (Varol et al., 2017). Although speech-based, Siri brought 

interaction based on language into the mainstream consumer market in 2010. In 2011, Cleverbot, a 

chatbot created by Rollo Carpenter, became the first AI program to pass the ‘Modified Turing Test’ 

(Gilbert & Forney, 2015), while IBM’s Watson was on the game show Jeopardy. While in 2013, 

WeChat launched its chatbot platform. In sum, in these years, the idea of creating a machine capable 

of interacting with humans through language, which dates back to Turing’s imitation game (Turing, 

1950) and the earlier efforts in conversational software, such as ELIZA (Weizenbaum, 1966), 

PARRY (Colby et al., 1971), and ALICE (Wallace, 2009), became far more popular among the 

general population. 

Albeit all ‘chat-bots’ may be categorized as interactive bot software, most bots are not conversational: 

rather, they are automata used for performing tasks such as web crawling and notifying people 

without meaningfully conversing with users (Grudin & Jacques, 2019). On the other hand, ECAs 

embody the chat-bot in an animated character and possibly simulate emotions with facial expressions 

and gestures, thus offering an enhanced form of communication (e.g., Cassel et al., 1999). Likewise, 

spoken dialog systems move from the textual to the spoken channel, attempting to recognize user 

speech and offer satisfying spoken answers. In this line, smart or intelligent personal assistants have 

drawn the attention of the general population in recent years, as big technology players designed 
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intelligent agents, such as Apple’s Siri, Microsoft’s Cortana, Google Assistant, and Amazon Alexa, 

primarily communicating through voice (Clark et al., 2019b). 

This is to say that the landscape of bots and conversational agents is complex and its terminology may 

present terms overlapping and not univocal categorizations. Grudin and Jacques (2019), for instance, 

proposed a taxonomy of conversational bots identifying three different categories of software on the 

basis of conversation focus: virtual companions engage on any topic keeping a conversation going; 

intelligent assistants take on any topic as well but are aimed at keeping conversations short; task-

focused chatbots have a narrower range and go deeper, yet brief conversations are their goal. Hussain 

et al. (2019) identified two main categories of chatbots, task-oriented and non-task-oriented. Følstad 

et al. (2019) proposed a two-dimensional typology based on duration of relation (short-term vs. long-

term) and locus of control (user-driven vs. chatbot-driven) pointing out four chatbot types. 

Klopfestein et al. (2017) further identified a category of conversational agents called botplications, 

agents endowed with a conversational interface accessible through a messaging platform. 

 

2.2 Research aims 

Despite the enthusiastic market predictions, a skepticism toward chatbot technology is growing. In 

2016, Forrester Research (2016) emphasized that most chatbots were not ready to handle the 

complexities of human conversation. It has also been reported that 70% of Facebook Messenger 

chatbots are not able to answer simple questions (Sullivan, 2017). However, text-based chatbots have 

already taken hold in many digital services that people now use in their daily life, in domains as 

diverse as customer service (Følstad & Skjuve, 2019), health (Chaix et al., 2019), entertainment (Jin 

et al., 2019), and mental wellbeing (Ly et al., 2017). It becomes thus paramount to have a clear 

overview of how chatbots are really experienced by humans, given also the fact that this technology is 

relatively new for the general population and their expectations may not be completely met.  

Moreover, since text-based chatbots cannot exploit enhanced forms of communication, like speech 

and gestures, which may make the agents’ current abilities/identity more explicit, interaction issues 
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may become even more pressing. In fact, users of speech-based agents may be easily capable to 

recognize them as non-human (e.g., Lunsford & Oviatt, 2006), while only-text interaction could be 

more ambiguous (e.g., Shi et al., 2020). On the other side, CMC research suggests that text-based 

mediated communication may have unique features and compensate for the lack of visual cues and 

vocal tones (Hentschel, 1998; Werry, 1996), allowing interlocutors to share emotions and intimacy 

(Derks et al, 2008). The complexity of this kind of communication, therefore, makes human-chatbot 

interaction an extremely interesting area of investigation for HCI, entailing the need of outlining the 

current state of research. 

In recent years, scholars have attempted to give order to the different research perspectives on 

language-based technology by offering a variety of systematic literature reviews on speech interfaces 

(Clark et al., 2019a), speech-based intelligent personal assistants (De Barcelos Silva et al., 2020), and 

ECAs (Ter Stal et al., 2020). Other reviews tackled generic conversational agents in specific 

application domains, such as learning (Abdelkefi & Kallel, 2016; Smutny & Schreiberova, 2020), 

mental health (Vaidyam et al., 2019), behavior change (Kennedy et al., 2012), and healthcare (Laranjo 

et al., 2018). 

In this systematic review, instead, we focus on a specific kind of conversational agents, namely ‘text-

based chatbots’, chatbots that are designed to converse and interact with users through natural 

written language. Even though such bots have recently become a topic of intense activity, a 

systematic review of research papers focused on how users interact with them is not available yet.  

 

3 METHOD 

To identify relevant themes related to human-chatbot interaction in current research we used the 

Grounded Theory Literature Review method (Wolfswinkel et al., 2013). This method is rooted in 

Grounded Theory (Glaser & Strauss, 2017), an approach developed in social sciences that aims to 

build theories and identify themes across data through an inductive process of data gathering and 

analysis. What distinguishes Grounded Theory from other approaches is an inductive, rather than a 
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hypothetical-deductive stance. Grounded Theory has been used either as a way for developing 

theoretical models emerging from the data, or as a strategy to make sense of a large amount of data, 

namely a coding method (Gasson, 2009; Mattarelli et al., 2013). In this article, Grounded Theory is 

taken mainly as a method for analyzing data, in order to add rigor to the process of searching, 

selecting, and analyzing studies in a review. 

In fact, Grounded Theory Literature Review method uses the content of the reviewed articles as 

empirical material to be analyzed for developing themes through review and has been used by many 

systematic reviews in HCI (e.g., Nunes et al., 2015; Mencarini et al., 2019). This method follows four 

different stages: i) Define: selecting the inclusion/exclusion criteria, identifying the appropriate data 

sources, and defining the specific query to be searched; ii) Search: collecting the papers searched 

through all the identified sources; iii) Select: defining the final sample by checking the papers against 

the identified inclusion/exclusion criteria; iv) Analyze: analyzing the selected papers through open, 

axial, and selective coding techniques. A further stage relates to the presentation and discussion of the 

papers analyzed. 

 

3.1 Selection criteria 

3.1.1 Inclusion criteria 

We chose as the unit of analysis for this review ‘a study’ as defined by Littell et al. (2008, p. 67), 

namely an “investigation that produces one or more reports on a sample that does not overlap with 

other samples”. In this way, we excluded biases produced by research resulting in multiple reports. 

We then defined the following inclusion criteria. 

i) The articles have to study interaction with chatbots that are exclusively text-based. We included 

chatbots having a static image for identification, provided that this was not animated nor able to 

convey dynamic messages through visual language during the interaction (e.g., animated facial 

expressions). 
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ii) The articles have to present at least one study with users, in which the technology is studied with 

reference to the people who interacted with it. This criterion was defined to ensure that the articles did 

not exclusively focus on system capabilities or performance. 

iii) The articles have to focus on the interaction between the user and the chatbot with a particular 

attention to the human-side of such interaction. On the one hand, this entails that the papers should 

tackle the peculiarities of this interaction, which is text-based. On the other hand, they should present 

findings on how people experience such interaction, e.g., how users behave, feel, think and react to 

during the interaction, or how they perceive, expect from, or evaluate the chatbot and the interaction 

with it. We decided to not circumscribe the selection to papers formally belonging to the HCI field 

(i.e., published in recognized HCI venues), but to potentially include any relevant research. However, 

requiring that the papers focus on interaction and how it is experienced by users ensures that they can 

give insights useful for the HCI community. This criterion guarantees the multidisciplinarity of the 

reviewed corpus, offering a multifaceted picture of current research that may be relevant for HCI.  

iv) The articles have to be published in international journals or in international conference main 

proceedings and be written in English. 

v) The articles have to be published between January 2010 and April 2020. We wanted to analyze 

research conducted when the technology was not completely unfamiliar to users. Even though, as we 

said, the beginning of the chatbot tsunami may be retraced to 2014 (Grudin & Jacques, 2019), we 

decided to also include research conducted in the early 2010s, when conversational agent technology 

started becoming acquainted by the general public. 

 

3.1.2 Exclusion criteria 

As a consequence of the aforementioned inclusion criteria, we excluded those studies that were 

interested only in assessing the effectiveness of the chatbot in performing specific tasks, without 

exploring the interaction experience of the user with the chatbot as a conversational technology. For 

instance, we excluded from our corpus Conversational Recommender System studies (e.g., Mahmood 
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& Ricci, 2009) that were exclusively concerned about the successfulness of the delivery of the right 

recommendation to the user (recommendation accuracy). Likewise, we did not include research on 

chatbots for behavior change (e.g., Pereira & Diaz, 2019) that was exclusively focused on the 

effectiveness of the behavior change intervention (i.e., whether the behavior changed or not), without 

exploring interaction matters.  

Moreover, we excluded all those papers that conducted user studies only to assess the effectiveness of 

a particular NLP technology or algorithm (e.g., whether an algorithm for classifying users’ intents 

performed well or not). We also did not include those articles dealing with ECAs, speech technology, 

or bots that were not able to sustain meaningful conversations. Papers published in the adjunct 

proceedings of conferences (such as posters, workshop papers, late-breaking result papers) or in books 

were also excluded. 

 

3.2 Search strategy 

The papers presented in this systematic review were collected in April 2020. We chose Scopus, 

EBSCO APA PsycInfo, and the Association for Computing Machinery Digital Library (ACM DL) as 

sources for searching relevant articles in human-chatbot interaction. We selected these repositories in 

order to potentially capture any article addressing relevant topics in human-chatbot interaction (the 

ACM DL collects computer science papers, PsycInfo psychological papers, and SCOPUS is a more 

generalist repository). The search was conducted by using the terms and connectors reported in Table 

1. 

The first part of the query relates to the notion of chatbot including synonyms that could point to text-

based conversational agents. The second part refers, instead, to the human aspects of interaction: they 

combine general and more specific terms that may capture a wide range of topics that may be relevant 

for exploring the human side of interaction with chatbots. The list of search terms was composed after 

several iterations and refinement by all the three authors, in line with other HCI research reviews (e.g., 

ter Stal et al., 2020). 
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Table 1. Review search terms. Quotation marks are meant to wrap multiple words into one phrase, 

while asterisks denote truncation to account for alternative spellings. 

chatbot* OR “chat bot*” OR “virtual assistant*” OR chatterbot* OR “conversational agent*” OR “natural language interface*” OR 

talkbot* OR “talk bot*”) AND (experience* OR user* OR expectation* OR usability OR understanding* OR misunderstanding* OR 

bias* OR emotion* OR attitude* OR psycholog* OR interact* OR conversation* OR pragmatics OR cooperat* OR cognit* OR 

evaluation OR assessment OR social* 

 

In Scopus we limited the search to title, abstract and keywords, to journals and conference 

proceedings as sources and to articles and conference papers as documents. In PsycInfo we excluded 

books and dissertations. The search was conducted on papers published from January 2010 and April 

2020. These queries retrieved 5194 entries: 3142 in Scopus, 224 in PsycInfo and 1828 in the ACM 

Digital Library. We exported the results in a table, rearranged the columns with the publications 

details in order to make them uniform, deleted the duplicates, and removed the papers that clearly did 

meet the formal criteria (e.g., workshop papers). Eventually, our initial tentative corpus had 4030 

papers. 

 

3.3 Article selection  

The titles and abstracts of the initial tentative corpus were screened against the eligibility criteria for 

inclusion in the review by the second author. In this phase, 3741 papers were excluded. The full texts 

of papers that were considered to be eligible (289) were further assessed to determine inclusion. The 

full texts were independently screened by the first and the second authors and then discussed. If 

ambiguities still persisted about the eligibility of a specific paper, input was sought from the third 

author. At this stage, we identified 78 papers to be included in the corpus. Finally, snowballing was 

used to screen the references in the included articles using the same technique as used for the 

screening of the database searches. The final corpus collects 83 papers. Figure 1 shows the flow 

diagram of the database searches and article screenings.  
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Figure 1. Flow diagram of the database searches and article screenings. 

 

3.4 Data analysis  

Data analysis was conducted on the basis of the key principles of Grounded Theory. All the authors 

read the selected articles to identify recurrent themes. Initially, each author separately assigned one or 

more conceptual labels to each article through open coding. We then discussed the coded generated 
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and defined a final set of open codes. As a second step, these concepts were grouped into conceptual 

categories through axial coding by each author separately. Finally, the authors discussed together the 

categories resolving discrepancies and connecting them in a coherent explanatory scheme through 

selective coding. This step entailed the identification of five main themes, namely, user acceptance, 

user experience, conversational issues, emotional experience and expression, and humanness, as well 

as several sub-themes, that will be extensively recounted in the next section. 

 

4 RESULTS 

In the following sections we report on the results emerging from the analysis of the 83 papers 

included in our corpus. The first section provides an overview of where the reviewed articles have 

been published, while the second and third sections describe the methodological approaches used, 

highlighting also the systems used, their domains of application, and the typology of users involved. 

The fourth section focuses on whether and why people tend to accept chatbot technology and also 

outlines their motivations to use it. Then, we pay attention to how users experience the chatbot, by 

analyzing three relevant sub-themes related to user satisfaction of, engagement in and trust toward the 

technology. The sixth section describes conversational issues with the chatbot, namely those 

interactions that may be problematic or unsatisfying for the user. The last two sections describe 

research on how people feel and express emotions during interaction, as well as on how they may 

project humanity into the technology they are using. 

 

4.1 Study characteristics 

4.1.1 Publication venues 

Papers included in the corpus were published mostly in conferences, which accounted for 57.8% 

(N=48) of the publication venues. CHI is the most common venue for the papers reviewed here, 

accounting for 18.1% (N=15) of all papers. Computers in Human Behavior is the preferred journal for 

human-chatbot interaction research, accounting for 9.6% of articles reviewed (N=8). Publication 
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venues are scattered across different disciplines, like HCI, psychology, medicine, computational 

linguistics, and business research. A total of 53% (N=44) of papers were published in HCI-oriented 

venues. Table 2 provides an overview of where the 83 articles were published. 

 

Table 2. Number of papers reviewed by publication source and year of publication. Conferences can 

be recognized from the presence of an acronym in brackets. 

Venue 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 Total 

Conference on Human Factors in 
Computing Systems (CHI) - - - - - - - 3 1 4 7 15 

Computers in Human Behavior - - - - - 1 1 1 1 4 - 8 

Human-Agent Interaction (HAI) - - - - - - - 1 1 1 - 3 

International Conference on Internet 
Science (INSCI) - - - - - - - 1 2 - - 3 

Artificial Intelligence and Cloud 
Computing (AICCC) - - - - - - - - - 2 - 2 

Behaviour & Information Technology - - - 1 - - - - - - 1 2 

Communication Studies - - - - - - - - - 1 1 2 

Cyberpsychology, Behavior, and Social 
Networking - - - - - - - 1 1 - - 2 

International Conference on Human-
Computer Interaction (HCII) - - - 1 - - - - - 1 - 2 

ACM Transactions on Interactive 
Intelligent Systems - - - - - - - - - 1 - 1 

Affective Computing & Intelligent 
Interaction (ACII) - - - - - - - - - 1 - 1 

American Society for Engineering 
Education Annual Conference & 
Exposition (ASEE) 

- - - - - - - - - 1 - 1 

Applied Computing (AC) - - - - - - - 1 - - - 1 

Applied Human Factors and 
Ergonomics (AHFE) - - - - - - - 1 - - - 1 

Cognitive and Computational Aspects 
of Situation Management (CogSIMA) - - - - - - - 1 - - - 1 

Communication Research - - - - - - 1 - - - - 1 

Conference on Business Informatics 
(CBI) - - - - - - - - - 1 - 1 

Conference on Human Information 
Interaction and Retrieval (CHIIR) - - - - - - - - 1 - - 1 

Conference on Information and 
Knowledge Management (CIKM) - - - - - - - - - 1 - 1 

Conversational User Interfaces (CUI) - - - - - - - - - 1 - 1 

Designing Interactive Systems 
Conference (DIS) - - - - - - - - 1 - - 1 

Digital Health - - - - - - - - - 1 - 1 

Education Sciences - - - - - - - - - 1 - 1 

European Conference on Cognitive 
Ergonomics (ECCE) - - - - - - - - - 1 - 1 

Human Technology - - - - - - - - - 1 - 1 
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IEEE Transactions on Emerging 
Topics in Computing - - - - - - - - - - 1 1 

IEEE Transactions on Systems, Man, 
and Cybernetics-Part A: Systems and 
Humans 

1 - - - - - - - - - - 1 

Intelligent Human Systems Integration 
(IHSI) - - - - - - - - - 1 - 1 

Intelligent Tutoring Systems (ITS) - - - - - - - - 1 - - 1 

International Conference on Agents 
and Artificial Intelligence (ICAART)  - - - - - 1 - - - - - 1 

International Conference on 
Computational Collective Intelligence 
(ICCCI) 

- - - - - - - - - 1 - 1 

International Conference on Emerging 
eLearning Technologies and 
Applications (ICETA) 

- - - - - - - - 1 - - 1 

International Conference on 
Entertainment Computing (ICEC) - - - 1 - - - - - - - 1 

International Conference on Human 
Computer Interaction (Interaccion) - - - - - - - 1 - - - 1 

International Conference on Human 
Systems Engineering and Design 
(IHSED) 

- - - - - - - - - 1 - 1 

International Conference on 
Information Technology and Electrical 
Engineering (ICITEE) 

- - - - - - - - - 1 - 1 

International Journal of Emerging 
Technologies in Learning - - - - - - - - - 1 - 1 

International Journal of Human-
Computer Interaction - - - - - - - - - - 1 1 

International Journal of Management & 
Information Technology - - - - - - - - 1 - - 1 

Internet Interventions - - - - - - - 1 - - - 1 

IT Professional - - - - - - - - 1 - - 1 

Italian Conference on Computational 
Linguistics (CLiC-it) - - - - - - - - 1 - - 1 

Journal of Business Research - - - - - - - - 1 - - 1 

Journal of Internet Commerce - - - - - - - - - 1 - 1 

Journal of Medical Internet Research - - - - - - - - - - 1 1 

Journal of Medical Internet Research 
mHealth and uHealth - - - - - - - - - 1 - 1 

Journal of Medical Internet Research 
Cancer - - - - - - - - - 1 - 1 

Journal of Medical Internet Research 
Mental Health - - - - - - - 1 - - - 1 

Knowledge-Based Systems - - - - - - - - - 1 - 1 

Management Science Letters - - - - - - - - - - 1 1 

Methods of Information in Medicine - - - - - - - - 1 - - 1 

Mobile and Ubiquitous Multimedia 
(MUM) - - - - - - - - - 1 - 1 

Pervasive Computing Technologies for 
Healthcare (PervasiveHealth) - - - - - - - - 1 - - 1 

Total  1 0 0 3 0 2 2 13 16 33 13 83 
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4.1.2 Research methodologies 

Overall, the most common research methods used in human-chatbot interaction research were 

quantitative (49.4% of the papers, N=41), while qualitative studies were reported in 10.8% of the 

papers (N=9). Papers reporting mixed methods accounted for 39.8% (N=33) of the review. Table 7 in 

the Appendix provides an overview of the methodologies used in our corpus, as well as a 

summarization of the studies’ goals and main findings. In the following we highlight the main 

methods that have been used across the articles included in our corpus, which are also summarized in 

Table 3. 

 

Table 3. Research methodologies 

Research method Number of papers 

Experiments 33 

Conversation log analysis 24 

Surveys 22 

Interviews 14 

Usability tests 9 

Field studies  5 

Wizard of Oz 5 

Interaction log analysis 4 

Focus groups 4 

Turing Tests and Turing Test-inspired experiments 4 

 
 

Most of the studies used experiments with a between-subjects design (21 papers), while the others 

employed a within-subjects design (8 papers), a mixed design (3 papers), and one paper used a within-

subjects design for one task and a between-subjects design for the other two tasks of the experiment. 

These experiments used a variety of measurements tools, like questionnaires, qualitative feedback 

freely collected at the end of the experiment, open ended questions included in the questionnaire, 

observation, or interviews. 

Survey were also reported in 22 papers. Most of them provided multiple choice questions or Likert 

scales (e.g., Sanny et al., 2020), while others included a mix of multiple choice and open-ended 
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questions (e.g., Zamora, 2017), or even elicited exclusively qualitative feedback (e.g., Ta et al., 2020). 

Some surveys involved a large number of participants: for instance, Xu et al. (2017) recruited 600 

participants while Chaix et al. (2019) involved 958 participants. However, the major part of the 

studies recruited much smaller samples. 

Another method widely reported in our corpus was the log analysis, which have been conducted either 

on the conversations between the user and the chatbot (conversation log analysis) (24 papers), or on 

the specific interactions that used performed in the system, like the time spent interacting with it 

(interaction log analysis) (4 papers). The former can be conducted quantitatively, as in e.g., Xiao et al. 

(2020), or qualitatively, as in Wang and Nakatsu (2013). Often, log analyses have been used as a 

measurement tool along with questionnaires and interviews in experiments, like in Tärning and 

Silvervarg (2019), or as a supplementary method in mixed method research, like in Xu et al. (2017). 

Notably, Li et al. (2020) conducted a conversation analysis on human-chatbot conversation logs, that 

is an inductive process for analyzing how users’ conversations are organized into sequences of actions 

and systematic practices. This has been performed qualitatively by manually coding 19,451 real-world 

exchanges (i.e., not induced by researchers but collected from real interactions of users with a chatbot) 

involving 1,837 users. Analyses on ‘texts’ can be also conducted on user reviews of chatbots (Ta et 

al., 2020). 

Four papers used focus groups either as a main research method (Medeiros et al., 2019; Mendez et al., 

2019), or paired with other methods (Chaix et al., 2019; Kim et al., 2020). Likewise, two studies 

employed semi-structured interviews as the main method of inquiry (Følstad & Skjuve, 2019; Følstad 

et al., 2018), while others included this technique along with other quantitative measurement tools. 

Five papers used a Wizard of Oz approach, which is an experimental protocol commonly employed in 

HCI: users interact with a ‘simulated’ chatbot that is framed as a machine, whereas, in reality, the text 

showed in interface is produced by a human. This methodology helps to understand specific reactions 

of humans to a chatbot (Avula et al, 2018; Lee et al, 2020a; Westerman et al., 2019; Cranshaw et al., 

2017; Portela & Granell-Canut, 2017). Similarly, four studies were conducted through either a proper 

Turing Test (Warwick & Shah, 2015) or a Turing Test-inspired experiment (Candello et al, 2017; de 
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Kleijn et al., 2019; Mori et al., 2019), in which participants attempted to distinguish the nature of 

hidden entities (human or chatbot). 

Nine papers presented usability tests, which is a method used to evaluate the usability of an interface 

(in this case of a chatbot) and in later years also identified those user studies addressed to evaluate the 

user experience of a system. This method employs different protocols and measurements, both 

qualitative and quantitative, like the thinking aloud protocol, in which the user is encouraged to report 

the difficulties she encounters during the interaction to the experimenter. 

As a final note, only a minor quota of papers presented field studies on chatbots, i.e., studies that 

involved the deployment of a newly developed chatbot in a real context of use without requiring the 

participants to perform any specific ‘artificial’ task (e.g., Cranshaw et al., 2017; Kimani et al., 2019; 

Seering et al., 2020), or that analyzed real-world conversations (i.e., conversations not performed in a 

laboratory setting) between users and chatbots (e.g., Li et al., 2020; Chaix et al., 2019). 

 

4.1.3 Chatbots’ characteristics 

The main type of chatbots analyzed in the articles included in our corpus is task-oriented (56.6% of 

the papers, N=47), which means that these conversational agents are built for helping users to execute 

a task or solve a problem (as it typically happens in customer service). A total of 26.5% (N=22) of 

studies focused on conversational or social-oriented chatbots, that is chatbots designed mainly to 

maintain a good quality of conversations with humans or to establish some forms of relationships with 

them. In any case, often task-oriented chatbots were designed to keep good conversational flows as 

well, even though their principal goal was supporting users in accomplishing their tasks. The other 

chatbots were undefined or presented both the aspects (Table 4). 
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Table 4. Types of chatbot 

Chatbot type Number of papers 

Task-oriented 47 

Conversation-oriented 22 

With both task- and conversation- oriented aspects 2 

Undefined 12 

 

As for the domains of application, the chatbots analyzed in our corpus span from commercial 

purposes to pedagogical and therapeutic goals. For example, a total of 20.5% of the papers (N=17) 

focused on chatbots pertaining to the customer service and help-desk domain (e.g., Ashktorab et al., 

2019); 14.5% of the papers (N=12) investigated chatbots that are used in healthcare and well-being, 

three thereof are specifically addressed to mental healthcare (e.g., Fitzpatrick et al., 2017); 7.2% of the 

articles (N=6) examined pedagogical-educational chatbot (e.g., Tärning & Silvervarg, 2019); 3.6% of 

the papers (N=3) explored chatbots aimed at providing suggestions (e.g., Jin et al., 2019); 2.4% of the 

papers (N=2) examined chatbots that are thought to be used in the workplace supporting productivity 

(e.g., Kimani et al., 2019), while one paper (1.2% of the papers) focused on a Human Resource (HR) 

chatbot (Liao et al., 2018); two papers dealt with search chatbots (e.g., Avula et al., 2018); one paper 

focused on a chatbot that is meant to interact during art exhibitions (Candello et al., 2019). This shows 

how chatbots are versatile and are pervading many aspects of our everyday life (Table 5). 

 

Table 5. Domains of application of the chatbots 

Chatbot domain Number of papers 
Customer service/Help desk 17 

Health/Well-being 12 

E-Commerce  9 

Education/Mentoring 6 

Small talk 7 

Interviews 3 

Recommendations 3 

Emotional/social support 3 

Work/Productivity 2 

Search 2 
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Human Resources 1 

Art exhibit 1 

Maps orientation 1 

Online communities 1 

Charity 1 

Finance 1 

Safety critical environments 1 

Group discussion 1 

Multiple domains or undefined 11 
 

 

4.2 Themes 

In the following sub-sections, we will describe the themes and sub-themes emerging from the analysis 

of the reviewed articles, which are also summarized in Table 6. 

 

Table 6. Themes and sub-themes emerging from the analysis. 

Themes Sub-themes Total number of papers 

Accepting the chatbot - 10 

Experiencing the chatbot 

Expectation, perception, satisfaction 

41 Trust 

Engagement 

Conversational Issues - 6 

Emotional experience and expression 

Effects of emotions on interaction 

16 Empathy 

Regulating emotions 

Humanness 

Ascribing humanness 

25 Effects of humanness 

‘Pretending’ to be human 

 

 

4.2.1 Accepting the chatbot 

Generally, acceptability refers to a prospective judgment and attitude toward a technology to be 

introduced in the future, while acceptance points to the judgment and attitude toward a technology 

after use (Distler et al., 2018; Schuitema et al., 2010). Acceptability/acceptance research often 
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intertwines with the exploration of the motivations that users may have to use a particular 

technological artifact (e.g., Pedrotti & Nistor, 2016; Fessl et al., 2011), since in order to accept a 

technology, or to keep its usage over time, individuals need to be motivated. In our corpus, a total of 

12% of the papers (N=10) tackled topics related to the acceptability and acceptance of chatbots. Three 

papers focus on the assessment of the user acceptance of specific newly developed chatbots, in the 

teaching (de Medeiros et al., 2019), company (Fiore et al., 2019) and transportation (Zumstein & 

Hundertmark, 2017) contexts. The other papers, instead, explore wider issues, trying to identify either 

the reasons why people are open to accept this technology (5 papers), or those motivations that lie 

behind its use (2 papers).  

As for the first line of research, Zarouali et al. (2018) conducted an online survey with 245 

participants, who were asked to interact with Cinebot, a chatbot able to assist users in browsing for 

movies and making movie reservations. Findings reveal that perceived usefulness, perceived 

helpfulness, pleasure, arousal (the level of excitement in the chat conversation), and dominance (i.e., 

the extent to which users feel in control) significantly predict consumers’ attitude toward the chatbot 

brand, which determines the likelihood to use and recommend the chatbot. Likewise, Huang et al. 

(2019) suggest that perceived value plays a major role in affecting behavioral intention to accept 

chatbots for customer care; whereas Sanny et al. (2020) indicate usefulness, brand image, personality 

and ease of use as factors that influence the acceptance of chatbots in Indonesia. Nadarzynski et al. 

(2019), instead, investigated the acceptability of chatbots in healthcare through 29 semi-structured 

interviews and an online survey with 216 participants (who were not familiar with chatbots). Study 

results show that curiosity about new health technologies was among the strongest predictors of 

acceptability. However, a consistent number of participants were skeptical toward these systems, 

mainly due to concerns about their security and accuracy. Even though they saw chatbots as an 

anonymous tool to discuss health issues that may be embarrassing, their lack of professional human 

approach and empathy made them less acceptable. Similarly, Völkel et al. (2020) studied the users’ 

attitudes towards chatbots able to automatically assess users’ personality during interaction. Many of 

the 21 participants involved in an experimental study regarded personality as very sensitive data and 
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reported that their acceptance towards such systems depended very much on their purpose. Some 

participants also expressed concerns about protecting their privacy and expected that such a 

technology could be used for monitoring people. 

As for research on motivations to use chatbot technology, Brandtzaeg and Følstad (2017) asked 146 

chatbot users from the US to report their reasons for usage. The majority of participants (41%) sought 

quick and consistent feedback when searching for information or assistance, thus reporting 

productivity as the strongest motivation. Other reasons were entertainment (20%) and social and 

relational purposes (10%), i.e., a way to avoid loneliness or fulfill a desire for socialization and 

curiosity for novel technologies. The authors explain the large preference for productivity as a 

consequence of the participants’ usage of chatbots in the customer service domain, thus being more 

attentive to efficiency and helpfulness. Another study made up of 24 semi-structured interviews with 

users of chatbots for customer service substantially confirmed that the promise of efficient and 

accessible support is the main motivation to use this technology (Følstad & Skjuve, 2019).  

To summarize, acceptability and acceptance of chatbot technology appear to be contextual to the 

specific domain in which the chatbot is used. In healthcare, empathy appears to be relevant to 

determine acceptability, whereas in the entertainment context, pleasure and arousal may play a major 

role. Some users, however, seem to be aware of the potential risks that may come from the usage of 

chatbots, so that potential privacy and security threats could prevent their adoption. 

 

4.2.2 Experiencing the chatbot 

Across the various definitions that have been suggested for User Experience (UX) (Desmet & 

Hekkert, 2007; Hassenzahl & Tractinsky, 2006; Law et al., 2007), there is an agreement in HCI on 

that it is the result of the interaction between three elements, namely the user, the system and the 

context (Lallemand et al., 2015). Hassenzahl and Tractinsky (2006, p. 95) define user experience as “a 

consequence of a user’s internal state, the characteristics of the designed system and the context 

within which the interaction occurs”. Even though usability and UX share a wide common ground, the 

latter may be seen as an expansion of the former, by including additional aspects that intervene when 
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we interact with a technological artifact: on the one hand, usability proposes an objective approach to 

interaction, valuing its effectiveness and efficiency; on the other hand, UX is interested in those 

subjective factors that characterize the experience arising from the interaction with technology 

(Lallemand et al., 2015). Usability concerns, nonetheless, are commonly included as part of user 

experience and sometimes are reworked to account for the more holistic approach that UX brings 

about (Hassenzahl, 2003; Mahlke, 2008; Lallemand et al., 2015) 

Concerns about the user experience of chatbots are the most represented topic in our corpus, 

accounting for 49.4% (N=41) of the papers reviewed. Two papers focus on strict usability matters 

(Denecke et al., 2020, 2018), while the others tackle wider issues related to the user experience (e.g., 

Beriault-Poirier et al., 2019; Kimani et al., 2019; Fiore et al., 2019; Cranshaw et al., 2017), also 

including aspects connected with the overall service experience provided to a ‘customer’, like 

branding (Trivedi, 2019) and advertising (Van den Broeck et al., 2019). For instance, Michaud (2018) 

analyzed 1,023 texts sent to Edward, a chatbot for customer care in hospitality, and concluded that a 

chatbot must be able to respond appropriately to ‘purely dialogue’ interactions, such as “Hi” or 

“Thanks”, to maintain an optimal user experience. Candello et al. (2019) analyzed data from an art 

exhibit where visitors interacted in natural language with three chatbots representing book characters. 

The authors showed that different audience conditions (such as the presence of strangers) produce 

some significant effects on the users’ self-reported user experience. Holmes et al. (2019), instead, 

argued that traditional measures for evaluating usability and UX, like System Usability Scale and 

User Experience Questionnaire, may not be completely accurate when applied to chatbots. 

We identify three relevant sub-themes with reference to UX, which pinpoint key subjective aspects 

intervening in human-chatbot interaction, namely, the satisfaction, the engagement, and the trust that 

the user may experience. In the following, we extensively describe such sub-themes. Some papers 

address more than one aspect, so they are reported multiple times. 
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4.2.2.1 Expectation, perception, satisfaction 

A considerable number of papers (16) in our corpus aim to understand and assess the user’s 

‘satisfaction’ when interacting with a chatbot (e.g., Liu & Dong, 2019; Mendez et al., 2019; Procter et 

al, 2018; Galko et al., 2018; Zumstein & Hundertmark, 2017; Jin et al., 2019). HCI regards 

satisfaction with a technological artifact as a major design goal (e.g., ISO 1998). However, its original 

definition as “positive attitude towards the product”, as part of the standardized usability construct 

(ISO, 1998), has been lately branded as superficial within a wider UX perspective (Hassenzahl, 2003). 

In major UX models (Hassenzahl, 2003; Mahlke, 2008), concerns for effectiveness and efficiency 

were included as instrumental qualities of a system, whereas the notion of satisfaction has been 

extended to the one of hedonic system’s quality (Lallemand et al., 2015). Ortony et al. (1988) define 

satisfaction as being pleased about the confirmation of the prospects of a desirable event: if a user 

holds expectations about the outcome of using a certain technology, and these expectations are met, 

she will feel satisfied (Hassenzahl, 2003). Therefore, when the user’s perceptions of the technology 

(e.g., its perceived value) are equal or larger than her expectation, the technology is satisfactory. 

When perceptions mismatch expectations, instead, the technology is unsatisfactory and this may 

negatively impact on the overall user experience (Zhang et al., 2016). 

Three of the papers reviewed attempt to identify those factors that may impact the user’s satisfaction 

with specific chatbots, in the luxury (Chung et al., 2018), business (Sensuse et al., 2019), and 

healthcare domains (Chaix et al., 2019). Two papers, instead, aim to provide more generalizable 

results, pointing out either those chatbot design features that may increase user satisfaction, or those 

elements in the conversations that may signal that the user is having a satisfying experience. For 

instance, an agreeable personality in chatbots for wellness may positively affect satisfaction, more 

than a conscientious personality (Smestad & Volden, 2018). In Question-and-Answer chatbot 

interaction, instead, chitchat (asking about chatbot’s traits and status, and talking about oneself), 

frequent occurrences of second-person pronouns (e.g., “how are you”), and casual texting (“do you 

know” or “tell me”) are strong positive signals of playful satisfaction (i.e., satisfaction resulting from 

playful interaction) (Liao et al., 2018). This agent-oriented interest in conversations, signaled by the 
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usage of second-person pronouns, is consistent with the tendency to anthropomorphize the agent and 

engage in chit-chat (Liao et al., 2018), and may indicate that the user has recognized the agent as a 

‘subject’. 

Other papers go in depth in investigating the link between user’s expectations and resulting 

satisfaction. Schumaker and Chen (2010) evaluated six chatbots built to function as general 

conversationalists, recruiting 347 participants. They found that responses to interrogatives beginning 

with “Are” and “Where” were the most satisfying. The authors affirm that this is because the answers 

to these questions are expected to be binary, clichéd, or non sequitur by users, and general and vague 

chatbot responses fit these types of requests best. In the same vein, by analyzing 215,859 different 

sessions of interaction with a chatbot of a telecommunication company, Akhtar et al. (2019) noticed 

that the majority of users expect to receive an answer to the stated question quickly. Otherwise, they 

leave the chat conversations very soon. The authors also emphasize that knowing users’ topics of 

interests may enable to deliver what they expect at the beginning of conversations increasing their 

satisfaction.  

Følstad and Skjuve (2019), Jain et al. (2018), and Zamora (2017) further explore how users’ actual 

perceptions of chatbots are affected by their expectations, and how such perceptions impact on their 

satisfaction. The former interviewed users who had recent, real-world experiences with chatbots for 

customer service. They discovered that participants’ perceptions of the chatbots’ skills were very 

much in line with the chatbots’ actual capabilities of handling simple requests. It turned out that they 

did not expect them to have abilities resembling those of a human. This led participants to describe 

the chatbot as fast, efficient, and helpful, showing that when users hold realistic expectations 

regarding chatbots’ capabilities and their actual perceptions match such expectations, they feel to be 

satisfied. By contrast, Jain et al. (2018) recruited users with no prior experience with chatbots, asking 

them to interact with a set of chatbots on the Messenger platform. The log analysis and subsequent 

semi-structured interviews revealed that participants’ expectations were not met by the agents, which 

turned into a very unsatisfactory experience. Participants were disappointed and frustrated by their 

mediocre natural language capabilities and also expected the chatbot to retain context across different 
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sessions, similar to human conversations. These unrealistic expectations made them unable to assess 

the actual intelligence of the chatbots. As a result, they felt that the chatbots often did not comprehend 

their intention and were not able to answer them efficiently. Finally, Zamora (2017) asked 54 

participants from India and US (only 14 of them had previous experience with chatbots) to interact 

with different task-oriented chatbots and report on their experience. Many respondents pointed out 

that their initial expectations were undefined. By interacting with the chatbots, participants then 

compared the interaction experience to services with which they were familiar, such as search 

engines, formulating expectations that the chatbot should be high performing, smart, seamless, and 

personable. Nonetheless, they often felt that information seeking or completing tasks using a standard 

search engine would be more efficient and informative than the chatbots, which resulted in an 

unsatisfying experience. 

In sum, this research emphasizes that users’ expectations affect the actual perceptions of chatbots 

during interaction, which may influence users’ overall satisfaction. Users holding realistic 

expectations appear to value the actual help that this technology can provide. Those, instead, that 

expect human-like capabilities tend to focus on the shortcomings of the technology. However, when 

expectations are undefined, users seem to compare the chatbot with alternative technology services 

that exist for the particular tasks addressed by the chatbot.  

 

4.2.2.2 Engagement 

Albeit there is no univocal definition in literature (Boyle et al., 2012; Doherty and Doherty, 2018), 

engagement refers to the quality of the user experience that emphasizes the phenomena associated 

with being captivated by technology (Attfield et al. 2011; O’Brien & Toms, 2008). Engagement has 

been considered as an affective, behavioral and cognitive association between computer and the user 

(Goethe et al., 2019), a subjective state where she is completely involved in the activity at hand (Ren, 

2016). Be either seen as a core part of the user experience construct (e.g., Saket et al., 2016), or going 

beyond UX qualities (Lukoff et al., 2018), it appears that engagement points to subjective experiences 
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in the form of e.g., absorption, involvement, and enjoyment (Liu et al., 2017; Boyle et al., 2012): 

engaging applications allegedly retain their users over the long term, making them desire to spend 

time using the application (e.g., Debeauvais, 2016; Brown & Cairns, 2004; Peters et al., 2009; 

Doherty & Doherty, 2018). 

We analyzed eleven papers focusing on the assessment of user engagement (e.g., Shi et al., 2020; 

Greer et al., 2019; Jin et al., 2019), which highlights the importance of this concept for evaluating the 

goodness of user-chatbot interaction. This focus also resulted in an exploration of elements that may 

correlate with engagement. For instance, longer conversations with a chatbot seem to be positively 

correlated with enjoyment (Cervone et al., 2018), whereas the level of “message interactivity” may 

predict the level of engagement (Sundar et al., 2016).  

Notably, three papers go in depth in exploring those chatbot’s features that may enhance the user’s 

engagement, which may span from the use of emojis, to the ability to listen to the user and be timely 

in providing responses. Fadhil et al. (2018) affirm that a simple question-and-answer task with a 

health chatbot might require using emojis to engage users when the conversation covers private and 

personal aspects. In an experimental study with 58 participants, they found that emoji-enriched texts 

show a lower user’s engagement compared to textual messages if the interaction is related to physical 

well-being, whilst conversations with emojis are preferred by users when the topic is mental being. In 

a study with 206 participants evaluating an interview chatbot (i.e., a chatbot that aim to draw out 

users’ opinions), Xiao et al. (2020) point out that chatbots with active listening skills, like 

paraphrasing (restating the user’s input to convey understanding), verbalizing emotions (reflecting the 

user’s emotions in words to show empathy), encouraging (offering suggestions to encourage 

conversation) and summarizing (the key ideas stated by the user) are more effective at engaging users. 

Avula et al. (2018), instead, conducted a Wizard of Oz study with 27 pairs of participants on the use 

of a searchbot (i.e., a chatbot that performs specific types of searches) that intervenes dynamically in 

the conversation during collaborative information-seeking tasks. Results show that users are more 

likely to engage with searchbots during complex activities and that the time of intervention is the key 
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for engagement: they engaged with the searchbot because it intervened right as they were about to 

start searching. 

Other two papers prefer to investigate those users’ perceptions and characteristics that may affect their 

level of engagement. In evaluating Vincent, a chatbot for giving and receiving care, with 67 users, Lee 

et al. (2019) emphasize that the high level of engagement people experienced during the interaction 

may reflect both socially desirable reactions, such as politeness towards machines as social actors, as 

well as emotional empathy, i.e., the ability to ‘feel for’ Vincent. In the same vein, Portela and Granell-

Canut (2018) highlight that users’ preconception about the chatbot may have an influence on the level 

of engagement that the user can develop with the chatbot itself. Their study findings pinpoint that 

users that show an interest in Science Fiction series or films may express concerns about privacy and 

also dystopic future ideas. Instead, users who work in computer science, or have programming skills, 

may have skeptic expectations and be less inclined to engage with chatbots. By contrast, people akin 

to humanities may get surprised about the possibility of engagement with this sort of systems.  

It is worth to notice that there may be a trade-off between effectiveness and engagement. An 

experimental evaluation with 76 users of QuizBot, a chatbot that helps students learn factual 

knowledge, pointed out that many participants preferred to learn using QuizBot because it was “fun, 

interactive, and felt like a real study partner.” However, this fun conversational side led to 

inefficiencies in learning: 11.7% of the users’ total time in interacting with the chatbot was not spent 

on learning (Ruan et al., 2019). The authors, nonetheless, affirm that had they removed these casual 

aspects from QuizBot, users’ interest or motivation in learning could be negatively affected. 

 

4.2.2.3 Trust 

Trust can be regarded as a cognitive assessment (Mayer et al., 1995), which, nonetheless, also 

depends on subjective sentiment dependent on the fulfillment of psychological need of security 

(Frison et al., 2019). Albeit trust and user experience may have separate definitions, trust is often 

mentioned as a central construct in UX literature (Frison et al., 2019), so that it has been considered a 
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component of UX (Law et al., 2007; Wright et al., 2003). Väätäjä et al. (2009), for instance, include 

trust as item of a questionnaire that supports the evaluation of user experience of mobile systems, 

whereas Rödel et al. (2014) identify trust as an important UX factor in the evaluation of automatic 

driving systems. Likewise, Frison et al. (2019) confirm that UX and trust influence each other and 

correlate in the context of automated driving. Traditionally, e-commerce and website research studied 

the effects of aesthetics and branding on perceived trustworthiness, aiming to enhance it and, 

consequently, increase the user experience (e.g., Egger et al., 2001; Li & Yeh, 2010; Lindgaard et al., 

2011). 

Trust seems to be an important factor in human-chatbot interaction as well, especially in those 

contexts where the conversational agent’s actions may have heavy consequences for the user (Zamora, 

2017). Six of the papers we reviewed attempt to identify the factors that may affect the user’s trust 

when she interacts with a chatbot. Følstad et al. (2018), for example, asked 13 participants to reflect 

on experiences of trust toward chatbots for customer experience, using semi-structured interviews. 

Results show that the chatbots’ ability to correctly interpret the users’ requests, provide helpful 

responses, adopt a human-like approach made up of appropriate humor, personality and politeness, 

and self-present (i.e., to clearly communicate what it can do) are key factors that positively impact on 

trust. The authors point out that even contextual elements may influence the user’s perception of trust, 

like the brand of the service provider and how it communicates security and privacy policies. This 

need of security is confirmed by the participants recruited by Zamora (2017), who highlight the 

necessity to develop trust toward the chatbot when high-risk data and matters of privacy are involved. 

Yen and Chiang (2020) collected 204 questionnaires and further emphasized that trust in chatbots is 

predicted by chatbots’ characteristics, such as credibility, competence, anthropomorphism, social 

presence, and informativeness.  

Instead, Chattaraman et al. (2019) focused on both chatbots’ and users’ characteristics, by 

investigating whether social- versus task-oriented conversation styles of a shopping assistant chatbot 

influence the trust of older adults with different levels of Internet competency. An experimental study 

with 121 participants suggests that a chatbot that uses social-oriented interaction style (i.e., it 
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maintains an informal conversation through e.g., small talk and exclamatory feedback) lead to 

superior social outcomes (i.e., enhanced perceptions of two-way interactivity and trust) for older users 

with high Internet competency, while it does not have such effects for older adults with low Internet 

competency. Likewise, Zhou et al. (2019) try to understand how the personality of a chatbot 

interviewer and user’s personality influence the user’s trust in the chatbot. Findings from a study 

involving 1,280 interviewees reveal that in a high-stakes job interview users are more willing to 

confide in and listen to (as indicators of trust) a chatbot interviewer with a serious, assertive 

personality, rather than with a warm, cheerful personality. However, users’ personality traits influence 

perception of trust. For instance, achievement-striving users tend to trust an agent more and such trust 

makes them eager to impress the agent. Moreover, when a user perceives an agent with a similar 

personality, she is often inclined to trust the agent more. The authors conclude that designers should 

create a chatbot that matches users’ personality traits, in order to make the conversation enjoyable and 

effective. The role of users’ personal characteristics in affecting trust is pointed out also by Jin et al. 

(2019), who notice that user with high musical sophistication (i.e., competence about the musical 

domain) are more likely to feel in control, provide feedback to recommendations, and trust the items 

recommended by a chatbot designed for providing suggestions about music. 

To summarize, the papers included in our corpus show a great interest in assessing commercial and 

prototype chatbots with reference to UX, addressing aspects like satisfaction, engagement and trust 

that may enhance the quality of interaction. More precisely, research suggests that satisfaction arises 

from the interaction between the user’s expectations about the chatbot’s capability and her actual 

perceptions of what it can really do. Therefore, it becomes essential to understand how and whether 

chatbots can meet or modify such expectations. Research also highlights that emojis, active listening 

skills, timeliness and relevance of the chatbot’s responses may be essential elements for enhancing 

engagement. The goodness of these design features, however, may vary depending on the chatbot’s 

goal and there may be a trade-off between the effectiveness of the chatbot and the engagement it is 

able to elicit. Finally, reviewed research suggests that chatbots’ characteristics, such as an assertive 

personality, a transparent self-presentation, or a social-oriented interaction style, may be beneficial to 
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trust in certain contexts and for certain users. In fact, both engagement and trust appear to be affected 

by the user’s perceptions and characteristics. Engagement, for instance, may be dependent on the 

user’s preconceptions about the chatbot, while trust may be influenced by the user’s personality and 

competence. 

 

4.2.3 Conversational issues 

Interaction with chatbots can be problematic. Errors and biases both from the human side and from 

the conversational agent side appear to be quite common in human-chatbot conversations, which may 

produce misunderstandings or irreversible breakdowns. In this section we analyze those papers that 

investigate the conversational problems that may arise during the interaction with a chatbot, which 

accounted for 7.2% (N=6) of the review. These may be split in two groups: three papers examine 

users’ ‘bad language’, typos and errors, which may prevent the chatbot from understanding the 

ongoing conversation; other three papers, instead, focus on the development of human-chatbot 

conversations, paying attention to those issues that may hinder their progress and successful 

evolution, as well as those user strategies that can potentially fix them. 

As for the first line of research, Hill et al. (2015) analyzed 100 Cleverbot conversations and 100 

Instant Messaging conversations from students finding that people were significantly more inclined to 

use profanity words in the chatbot messages compared to human–human CMC. Moreover, it emerged 

that users used more pronouns, swear words, social words, negative emotion words, and sexual words 

when communicating with Cleverbot as opposed to another human. Similarly, Park et al. (2018) 

examined the conversations of 58 college students with Rose and Mitsuku, two popular chatbots 

available online. They discovered that the readability of the students’ texts was on the equivalent of a 

5th-grade level rather than college level, and that they made a variety of spelling and grammatical 

errors. For instance, many comments had a lack of capitalization at the beginning of sentences and 

there were many missing apostrophes in contractions. These, in certain cases, may entail the 

impossibility for the chatbot to understand what was meant. In the same vein, Wang and Nakatsu 

(2013), in analyzing 1,500 users’ interactions with Confucius, a conversational agent that mimics 
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philosopher Confucius, found that 11.2% of the examined users’ utterances contained obscene 

language, random keystrokes, nonsenses, and writing mistakes, while 4.2% was factoids aimed at 

testing the chatbot skills. 

As for the second line of research, Li et al. (2020) studied conversational non-progresses by analyzing 

2,597 users’ conversations with a banking chatbot through conversation analysis. The analysis shows 

that conversations do not make progress much more often when the user requests information (68%) 

than when she provides it (12%). Moreover, non-progresses mainly occur when the chatbot does not 

correctly recognize the user’s intent, or the content inserted by the user is unexpected by the chatbot 

(e.g., staying in a conversational topic after the chatbot had moved on to a new topic). Users, 

however, adopt different coping strategies from trying to quit (65%) (e.g., temporarily changing 

subject, or abandoning the chatbot service) to reformulating the message (35%) (e.g., rephrasing, 

repeating the same words, asking a new topic on the same subject). Likewise, Ashktorab et al. (2019) 

investigated users’ repair strategy preferences for conversational breakdowns with chatbots by 

conducting a pairwise comparison experiment with 203 participants. Findings show that participants 

largely prefer ‘options’ strategy, in which the chatbot provides options of potential intents in which it 

has the highest confidence, thus restricting interaction within its capabilities. Other preferred 

strategies are highlighting words that the bot did not understand or providing explanations of the 

chatbot understanding in a confirmation message. These strategies were preferred because they 

explicitly acknowledge a potential breakdown, manifest initiative from the chatbot, and are actionable 

to recover from the breakdown. Zaroukian et al. (2017), instead, identify an automation bias that may 

prevent the conversation with a chatbot to be successful. This phenomenon occurs when the chatbot 

misunderstands the user’s request, providing her with an incorrect answer, and, nonetheless, the user 

exhibits a complacency behavior. On the basis of an experiment with 161 participants, the authors 

suggest that automation bias occurs because users tend to accept the agent interpretation when it is 

generally correct. 

In sum, the papers recounted in this section show that humans, in written dialogue with chatbots, may 

use poor language with sentences riddled with spelling and grammar errors, obscene words, and 
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nonsenses, which could undermine the performance of the chatbot. During the conversation, chatbots 

may also fail in understanding the user’s intent or provide irrelevant responses. In such cases, users 

prefer that the chatbot explicitly acknowledges its misunderstanding, taking the initiative in providing 

repairing solutions. However, users are able to adopt different coping strategies when they encounter 

conversational issues, which may span from temporarily changing subject to reformulating the 

message. 

 

4.2.4 Emotional experience and expression 

Emotions are a fundamental aspect of human-human communication as well as of human-machine 

interaction: any interface that ignores a user’s emotional state or fails to show the appropriate emotion 

may risk being perceived as cold, socially inept, untrustworthy, and incompetent (Brave & Naas, 

2002). Many of the articles included in our corpus highlight the importance of emotions in human-

chatbot interaction, accounting for 19.3% (N=16) of the review. Xu et al. (2017), for instance, 

analyzed a sample of two hundred user’s requests to chatbots on social media, finding that more than 

40% of them are not informational but emotional, i.e., in which users intend to express an emotional 

state. 

More precisely, this literature review shows three main ways in which emotions have been addressed 

by chatbot research: by investigating what kinds of emotions are generated and expressed during the 

ongoing conversation with the chatbot (5 papers); by focusing on empathy, as a fundamental emotion 

to develop a close connection with the agent (6 papers); by seeking strategies for regulating the 

emotions of the user (4 papers). 

 

4.2.4.1 Effects of emotions on interaction 

Five papers explore what kinds of emotions stem from the conversation and their effects on 

interaction. By and large, users’ negative emotions emerging during interaction seem to be the main 

culprit for abandoning the conversation, whereas positive emotions not only play a major role in 
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preventing communication breakdowns but may also improve the outcomes of a technology 

intervention. Tärning and Silvervarg (2019), for instance, studied fourth grade students’ reactions to a 

pedagogical agent aimed at supporting learning outcomes, pointing out that responses to the digital 

tutees’ feedback, competence, and attitude were emotionally loaded: students with low self-efficacy 

who showed a positive disposition toward the chatbot, e.g., expressing happiness regarding its 

abilities, performed better in learning tasks. By contrast, Wang and Nakatsu (2013) suggested that 

‘bad’ emotions, like unhappiness or frustration, may be elicited by irrelevant responses provided by 

the chatbot, leading to drastic worsening of the conversation or even communication breakdown.  

Perez-Marin and Pascual-Nieto (2013), instead, highlighted that the chatbot’s ‘mood’ itself may 

impact on the willingness of users to continue the interaction. The authors investigated children’s 

responses to four different chatbots with different personalities and moods: even though children did 

not express any sign of aggressiveness toward the bad-tempered chatbot, they spent least time with it, 

rather preferring the other agents. The chatbot’s ability of expressing emotions also appears to 

influence users’ self-disclosure behavior, namely the gradual unveiling of personal information, 

thoughts and feelings. Lee et al. (2020b) ran a study with 47 participants interacting with chatbots 

with different chatting styles for three weeks. They discovered that computer agents’ self-disclosure 

could facilitate the users’ self-disclosure. In addition, chatbot’s self-disclosure had a positive impact 

on participants’ perceived intimacy and enjoyment with the chatbot. Similarly, Lee et al. (2020a) 

conducted a laboratory experiment with 64 subjects and found that when the language used by a 

chatbot expresses emotional states, the chatbot draws users’ cognitive attention to the social aspect of 

their interaction partner, producing increased co-presence. 

 

4.2.4.2 Empathy 

A second group of six papers focus on empathy as a ‘special emotion’ that chatbots may be able to 

express, and which may consistently change the quality of interaction especially in terms of 

involvement and relationship development with the chatbot. Empathy is commonly understood as a 
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two-dimensional construct, whereby cognitive empathy concerns the comprehension of another 

person’s emotions (Vossen et al. 2015) and affective empathy relates to an emotional response to the 

perceived emotion of others (Mehrabian & Epstein, 1972). 

Liu and Sundar (2018), for instance, show that when we ask a chatbot for advice about a health 

problem its expression of affective empathy is perceived by users as more supportive than simply 

providing medical information. Fitzpatrick et al. (2017) developed a self-help chatbot for college 

students with symptoms of anxiety and depression, emphasizing its nonhuman nature by calling it 

Woebot. They found that users valued the chatbot’s empathic responses and suggested that 

therapeutic relationship can be established even between humans and agents that are purposefully 

designed as nonhuman, provided that they are capable of expressing empathic emotions. Likewise, Ta 

et al. (2020) suggest that chatbots may be a promising source of everyday companionship, providing 

emotional support and increasing positive affect through uplifting and nurturing messages. Based on 

the analysis of 1,854 user reviews of Replika, a popular companion chatbot, and 66 questionnaire 

responses, the authors stress the emotional support that the chatbot can provide, including expressions 

of care, love, and empathy, which may lead users to feel less lonely. Portela and Granell-Canut (2017) 

compared users’ interaction with a chatbot to interaction with a human pretending to be a chatbot, 

following a Wizard-of-Oz methodology. The human was meant to provide more empathic responses 

by referring to personal topics. The authors discovered that users were strongly emotionally involved 

when the chatbot showed empathic behaviors, which provoked on them the same empathic feeling. 

Urakami et al. (2019), instead, conducted a survey with 150 novice users of chatbots, finding that 

statements expressing help or showing interest were evaluated as highest in regard to empathy by 

users. However, some participants reported that they felt troubled, irritated and annoyed when a 

machine expresses emotions or pretends to understand their feelings: the authors conclude that the 

user’s belief that chatbots are ‘only machines’ and are thus expected to behave unemotionally may 

affect how a system expressing empathy is perceived.  

Following a slightly different research line, Lee et al. (2019) compared two versions of Vincent, a 

self-compassion chatbot that people could care for (care-receiving Vincent) and be cared by 
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(caregiving Vincent). Compassion builds on empathy, allowing individuals to relate to sufferers in a 

healthy way, without over-identifying with them, which may lead to vicarious pain. The authors note 

that caring for a chatbot can enhance one’s own self-compassion, improving her well-being and 

mental health. 

 

4.2.4.3 Regulating emotions 

The last group is composed of four papers that investigate how the chatbot can influence the 

individuals’ emotional states over the long term by proposing novel prototypes. SERMO (Denecke et 

al., 2020) is a chatbot that regulates the user’s emotions based on cognitive behavioral therapy, asking 

daily the user about her mood and offering regulatory activities such as mindfulness exercises. The 

psychologists and psychotherapists involved in the user study emphasized that the chatbot could be 

able to encourage patients to elaborate on their emotions, especially those individuals that have 

difficulties in expressing themselves in a face-to-face encounter. Similarly, Vivibot (Greer et al., 

2019) delivers a cognitive and behavioral intervention to increase positive emotion in young adults 

who have undergone cancer treatment. Participants of the user study perceived the interaction with the 

chatbot as nonjudgmental, positively affecting their receptivity to learn skills to manage negative 

emotions. Medeiros et al. (2019) also designed a chatbot that is able to recognize the user’s stressful 

situations and suggests different emotion regulation strategies. The preliminary evaluation with 6 

participants highlighted that conversations about stress-related topics should be driven by the user, 

while the chatbot should not start talking about user’s negative emotions on its own initiative. Finally, 

Kuramoto et al. (2018) present a conversational agent aimed at regulating workers’ anger in a 

customer support working environment. The evaluation with 18 participants pointed out that the 

chatbot itself, with its mere presence, may produce a high level of anger, even though it was able to 

regulate the worker’s emotion by showing sympathy or enacting strategies of emotion suppression. 

This points out the double-edged effects that chatbots may have on emotions.  
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To summarize, the papers included into this theme highlight the complex ways in which emotions are 

involved in human chatbot-interaction. Different emotions elicited by the chatbot may provoke people 

in different ways: while positive emotions emerging during the conversation with a chatbot can be an 

indicator of the successfulness of the interaction, negative emotions need to be addressed as they may 

entail a communication breakdown. Studies also emphasize that it is important to encourage both 

chatbot’s and user’s self-disclosure and empathy. While self-disclosure may increase the perceived 

intimacy and enjoyment of the interaction, as well as the sense of co-presence, empathy can produce 

more engaging interaction and favor the establishment of a closer connection between the user and the 

chatbot. However, users’ expectations and beliefs could have an impact, as individuals who expect 

that the chatbot should behave as a machine may interpret its empathy behaviors as negative. Finally, 

chatbots seem to be able to affect users’ emotions even over the long term, being nonjudgmental and 

favoring the user’s emotional expression and rehash. However, research also highlights that they may 

produce side-effects, as their mere presence may provoke changes in the user’s emotional states going 

against the intended goal of the technological intervention. 

 

4.2.5 Humanness 

Research on humanness has typically focused on robots and embodied conversational agents, pointing 

out how embodied features, like the agent’s appearance, its gestures and facial expressions affect 

whether and how users perceive humanness in the agent (Ho & MacDorman, 2017; Schwind et al., 

2018). Several works also explored conversations with intelligent personal assistants which emulate 

human aspects of speech (Gilmartin et al., 2017). This review points out that humanness is a central 

topic in research that studies human-chatbot interaction as well. Some of the studies presented in this 

section start from theories developed to account for interaction with robots, like the uncanny valley 

theory, which suggests that perceptual difficulty in discerning a human-like object will evoke negative 

feelings (Mori, 1970). More precisely, the 25 papers presented in this section, accounting for 30.1% 

of the review, can be divided into three different lines of research: i) those that study how people 

ascribe humanness to chatbot, ii) those that explore what kinds of effects such humanness may 
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produce on the interaction experience, and iii) those that propose chatbots in which humanness is a 

pivotal design element.  

 

4.2.5.1 Ascribing humanness 

A first line of research, made up of 9 papers, attempts to give answers to questions like: what does 

humanness constitute in a conversation? What are the essential characteristics that chatbots should 

exhibit to appear human-like agents? Is humanness always welcomed by users? This research 

explores those linguistic, psychological, and communicative aspects that people consider during a 

conversation in order to figure out whether they are talking to a human or a machine.  

A first group of four papers focus on the ‘formal aspects’ of interaction, such as grammar and 

language, as predictors of perceived humanness. De Kleijn et al. (2019) investigate whether there are 

unique features of human language perceived by humans as humanlike. Fifty-three participants rated 

the humanness of a set of sentences based on questions and responses of real chatbots, which were 

manipulated for grammatical construction. The results indicate that center-embedded sentences are 

perceived as less humanlike than right-branching sentences and more plausible sentences with regard 

to world knowledge are regarded as more humanlike. Westerman et al. (2019), instead, analyzed the 

effects of ‘typing’ on 83 users. Whereas capitalized words did not influence their perceived 

humanness, typos made the chatbot much less human-like. Although previous literature reviewed by 

the authors made them hypothesize that typos would humanize a bot by making it seem less perfect 

(thus, more human), their data suggest the opposite. Araujo (2018) explored the extent to which 

human-like cues such as language style and giving the chatbot a name can influence perceptions of 

humanness. An experiment with 175 participants showed that the usage of human-like language or 

name are sufficient to increase perception of the agent as being human-like. If grammar, typing, 

language style and name appear to have an impact on users’ perception of humanness, typefaces do 

not seem to have the same effect. Candello et al. (2017) used a blind Turing test-inspired approach 

with 199 participants to show that machine-like typefaces (like OCR) bias users towards perceiving 



 38 

the adviser as machines but handwritten-like typefaces (like Bradley) have not the opposite effect. 

However, previous knowledge and exposure to artificial intelligence chatbots seem to bias users to 

perceive chats as created by machines.  

Two other papers try to understand what ‘psychological’ factors people consider to ascribe humanness 

to a conversation. Warwick and Shah (2015) ran an imitation game (i.e., a Turing test) involving 

human interrogators attempting to ascertain the nature of hidden entities (human or chatbot) during 5-

minute unrestricted questioning period. The chatbot’s goal was to cause the human interrogator to 

make a wrong identification, whereas the role of the hidden humans was to be themselves. The 

authors recruited 30 different interrogator-judges in the test, who interacted with five different 

chatbots and 25 hidden humans. The test shows that judges base their own judgments on the 

interlocutor’s capabilities of lying and being humorous, as well as on the presence of a common 

knowledge ground between the hidden entities and themselves. In the same vein, Mori et al. (2019) 

studied how humans identify human-likeness in online text-based Question & Answer 

communication, by examining whether 30 users could correctly identify text created by a chatbot and 

text created by a human in a Turing-like test. Results show that the chatbot-created text left negative 

impressions such as “businesslike and cold” and “questions and answers that don’t match up” and that 

these impressions were factors in distinguishing chatbot-created text from human-created text. 

Finally, three papers pay more attention to the dynamic of interaction, identifying those 

conversational styles that may make a chatbot appear more human-like. Go and Sundar (2019) 

conducted an experiment with 141 participants, showing that a high level of conversation contingency 

(i.e., responses exchanged are interconnected with each other, as it happens in human-to-human 

conversations) compensates for the impersonal nature of a chatbot that is low on anthropomorphic 

visual cues. Moreover, identifying the agent as human (i.e., because it is named like a human) raises 

users’ expectations for contingent conversations, as it triggers a cognitive heuristic about the essential 

characteristics of humanness. The authors also notice that a mismatch between the identity cues and 

the visual cues may lead to negative outcomes. For instance, participants identifying the agent as a 

chatbot (because it is named like a chatbot) may have made them expect machine-like cues, but the 
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use of a highly anthropomorphic visual cue may have been perceived as disingenuous resulting in 

lower perceptions of homophily and less favorable attitudes towards the chatbot. Svenningsson and 

Faraon (2019), instead, conducted a survey with 69 participants, finding that making a conversation 

with chatbots human-like is not always preferred by users, as chatbots should avoid small talk, 

interact in a clear, concise way, not involve humor, and identify themselves as chatbots. The authors 

note that the results could be context dependent as features like small talk may not be welcomed in a 

service-oriented context but may be accepted in a social context. Finally, Morrisey and Kirakowski 

(2013) carried out an experimental study and a survey with 14 and 20 participants respectively to 

identify dimensions on which users might judge the naturalness of a chatbot, i.e., whether it is able to 

conduct human-seeming conversations. These resulted into conscientiousness (e.g., the ability to keep 

track of the conversation), originality (e.g., taking initiative during the conversation), manner (e.g., 

developing a relationship with the user), and thoroughness (e.g., using appropriate grammar). 

 

4.2.5.2 Effects of humanness 

A second line of research is interested in studying the effects of chatbots’ human-like features on 

users. Specifically, a group of four papers rely on theory of uncanny valley to investigate whether 

human-like chatbots may engender negative feelings. This theory suggests that cues in non-human 

agents that encourage attribution of mental abilities that are allegedly deemed to be distinctively 

possessed by humans may trigger eerie sensations among users, because their mental categorization 

conflicts and threats to human distinctiveness (Stein & Ohler, 2017). Other nine papers, instead, focus 

on the “social effects” of human-like chatbots, highlighting how perception of humanness may 

increase the willingness to establish a common ground between the chatbot and the user and to 

express more sociable desirable traits, as well as intimacy and closeness. 

As for the first group, in Liu and Sundar (2018), it emerges that the expression of empathy and 

sympathy, an affective process involving feelings of sorrow, concerns, and sadness for other’s 

distressful events, are essential elements for ascribing humanness to a chatbot. However, two 
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experiments with a total of 246 participants show that, for those individuals who believe that ‘robots’ 

can have real feelings, chatbot’s expression of sympathy and empathy may be spine-tingling, 

according to the theory of uncanny valley. This goes in line with the results found by Ta et al. (2020) 

in their study on Replika, which highlighted that certain users may be unsettled by the chatbot’s 

ability to sound and interact like a real human.  

By contrast, in an experiment with 28 participants aimed at investigating whether the lack of 

transparency regarding a chatbot’s nature may provoke uneasy feelings, as the uncanny valley theory 

suggests, Skjuve et al. (2019) found that the state-of-the-art in a humanlike chatbot (i.e., Mitsuku 

chatbot) seems not to elicit uncanny feelings, even when there is uncertainty related to its true nature. 

People may think that there is something strange about the conversation, but they seem not to perceive 

it as uncanny. Likewise, Ciechanowski et al. (2017) conducted an experiment with 31 participants 

studying whether either a chatbot with an avatar that is graphically very similar to a human, or a text 

chatbot without any avatar image, may engender uncanny feelings. The authors did not find any 

uncanny valley effect in the condition with a text-based chatbot. This effect, however, was identified 

in the avatar-based condition, leading users to perceive the chatbot more inhuman, weirder, and less 

competent that the only-text chatbot. 

As for the second group of papers, Corti and Gillespie (2016) show how construction of 

intersubjectivity in human-chatbot interaction may be affected by perceived humanness. An 

experiment with 108 participants demonstrates that when people speak to an artificial agent under the 

same conditions as everyday human-human interaction (i.e., a human that is assumed to communicate 

autonomously), they more persistently try to establish common ground (i.e., they exert more 

intersubjective effort) relative to conditions wherein knowledge that an interlocutor’s words are 

determined by an agent is explicit and/or the interface is nonhuman (i.e., a text-based chatbot). This 

finding is important because it emphasizes that the mere knowledge of a chatbot being something 

artificial might suppress the intersubjective effort to repair of misunderstandings people exert when 

interacting with it. Similarly, Beattie et al. (2020) conducted an experimental study with 96 

participants to explore the role of emojis in engendering perception of humanness. Results show that 



 41 

users rated emoji-using chatbot message sources similarly to human message sources, and higher than 

verbal-only messages on social attraction, CMC competence, and credibility. Likewise, Følstad et al. 

(2018) found that a more human-like conversational style (e.g., a personal style with some humor 

when appropriate) would be beneficial to building trust between the user and the chatbot. This goes in 

line with the findings reported by Ly et al. (2017), who evaluated a chatbot for mental well-being and 

discovered that perceiving the chatbot as somewhat “a (real) person” encouraged the development of a 

bond between the user and the chatbot. 

In the same vein, Mou and Xu’s (2017) experiment makes visible that users tend to be more open, 

more agreeable, more extroverted, more conscientious and self-disclosing when interacting with 

humans than with a chatbot. The findings suggest that believing that the interlocutor is human may 

lead users to demonstrate more socially desirable traits in communicating. Pérez-Marín and Pascual-

Nieto (2013) further suggest that children tend to perceive the chatbot as a human and a friend. This 

believed humanness may lead children to exhibit more prosocial behaviors, reducing their 

aggressiveness toward the chatbot. Lee et al. (2020a) focus instead on intimacy and closeness in a 

laboratory experiment with 64 participants. They discovered that the more users perceive the chatbot 

to have a mind, the stronger a sense of co-presence and closeness they report. Shi et al. (2020) 

conducted an experiment with 790 participants to be persuaded by a chatbot for charity donation, 

exploring whether the perceived identity of the chatbot (human vs. bot) had significant effects on the 

persuasion outcome (i.e., donation) and interpersonal perceptions. They observed higher donation 

probability when the perceived identity was human. Moreover, they found that when participants 

thought they were talking to a human, they thought that the partner was more competent, confident, 

sincere, and warm, and the conversation was also deemed more engaging, natural, and persuasive. 

Interestingly, the authors also discovered that some people still perceived an identified bot as a 

human. 

However, there may be also dark sides in increasing the humanness of chatbots with reference to 

social behaviors. On the basis of Computers Are Social Actors (CASA) theory, which suggests that 

people apply human social rules and expectations when interacting with computers (Lee & Nass, 
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2010), Schuetzler et al. (2019) suggested that design elements that make chatbot interactions more 

human-like may induce undesired strategic behaviors from human deceivers to mask their deception. 

This recommends that for applications in which it is desirable to detect when users are lying, like 

automated screening systems for border crossings and job interviews, the pursuit of human-like 

interactions may be counter-productive. 

 

4.2.5.3 ‘Pretending’ to be human 

The last line of research is represented by three papers and relates to the attempts to design chatbots 

that encompass human-like features. Kim et al. (2020) designed GroupfeedBot, a chatbot that 

facilitates group discussions. A qualitative study revealed that users describe the chatbot using 

personal pronouns (“he” or “she”) and as e.g., a “manager,” “supporter,” or “moderator”. Moreover, 

participants reported that the chatbot served as a group member and “felt really like a human”. 

Seering et al. (2020), instead, created a social chatbot and then studied it in an established online 

community on Twitch. The chatbot was characterized as a child learning how to talk and behave. It 

was also designed to interact with the community members in ways that changed both through 

acquisition of new vocabulary and through ‘aging’ through pre-designed age stages. The chatbot 

triggered parenting behaviors, whereby a number of users attempted to teach BabyBot appropriate 

manners and also created deep relationships with it over time. As time went by, the community as a 

whole welcomed the chatbot as a member of the community, introducing new members to it in a way 

that described it more as an agent than an artificial entity. Finally, Calendar.help (Cranshaw et al., 

2017) is an agent that provides fast scheduling specifically designed to respond like a human: users 

interact with the system via email, delegating their scheduling needs to it as if it were a human 

personal assistant. The tasks that it cannot execute automatically are listed on an in-house online 

platform similar to Amazon Mechanical Turk, in which human workers handle the task for it: for 

instance, if it fails to classify whether a message is related to a certain meeting, a human provides this 

classification. This architecture also entails that the user never knows exactly who – or what – she is 
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communicating with when she emails the agent. The evaluation in the wild conducted with 178 

participants showed that many users thought of Calendar.help as a real person. 

To summarize, the papers presented in this Section show that people may consider different 

dimensions when ascribing humanness to chatbots, as well as rely on different cues to infer whether 

their interlocutors are humans or machines. Beyond the linguistic level, in which individuals pay 

attention to grammar, typing, plausibility, and language style, they also value certain psychological 

and interactional factors, like capabilities of lying, being humorous, and a high level of message 

interactivity, as well as consciousness, originality, manner, and thoroughness. By and large, these 

studies point out that embodiment is not a precondition for an agent to be perceived as human-like 

(Araujo, 2018), as text-based chatbots can be ascribed with humanness on the basis of their (written) 

linguistic behavior.  

This said, considering chatbots as humans may provide both positive and negative outcomes. On the 

one side, chatbots that appear more human-like may foster users’ prosocial behaviors, like willingness 

to repair of misunderstandings, trust, tolerance, sense of co-presence, closeness, and predisposition to 

donation. On the other side, an increased human-likeness may encourage users to perform deceptive 

behaviors and engender feelings of eeriness, as the theory of uncanny valley suggests. As for this 

point, research presents contrasting results, showing that uncanny valley might be sensitive to 

individuals’ beliefs (Liu & Sundar, 2018). 

Nonetheless, research shows that human-like chatbots also entail emotional aspects that are most 

peculiar to human-human interaction, like empathy and self-disclosure. BabyBot (Seering et al., 2020) 

is designed to behave like a baby human and this elicits feelings of care for the chatbot. In parallel, 

care-receiving Vincent is able to increase self-compassion “most likely through a significant change 

in participants’ sense of common humanity” (Lee et al., 2019: 703). Likewise, believing that the 

chatbot is human (Mou and Xu, 2017), for instance because it is able to self-disclose (Lee et al., 

2020b), may lead users to self-disclose too. In other words, these examples show how specific 

emotions (like empathy and compassion) and emotional processes (like self-disclosure) are strictly 

connected with our sense of humanness. Self-disclosing chatbots and care-receiving chatbots also 
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point to an underserved interaction paradigm: here the chatbot is not merely meant as ‘serving’ 

humans, i.e., as a means or a ‘tool’ for achieving a goal like providing support or executing a task; 

rather, it becomes the ‘subject’ of an intersubjective relation, in which both the parts of the interaction 

have the same dignity and their own ‘needs’ to satisfy. 

 

5 DISCUSSION 

This review highlights the characteristics of empirical studies on human-chatbot interaction conducted 

in the last ten years. Interestingly, most research on users interacting with them is extremely recent 

(more than two thirds of the reviewed papers are published from 2017). This reflects the spreading of 

commercial chatbots in the last few years and signals the growing interest for this technology in the 

academic world. Methodologically, papers tend to study the interaction with chatbots mainly 

quantitatively by conducting experimental studies driven by specific hypotheses. However, only four 

studies (e.g., Ly et al., 2017) conducted a power analysis to determine the sample size: this is a 

limitation of the quantitative work that we reviewed. 

The review also signals a lack of studies that exclusively employ qualitative techniques (such as the 

conversation analysis performed by Li et al., 2020), which could be useful to gain rich insights on the 

interaction with chatbots. We identified five main themes across the papers we reviewed. Based on 

these findings, in the following we emphasize several key challenges and research opportunities that 

could by tackled by the HCI community in the future.  

 

5.1 Developing theories 

Our review highlights that the papers in our corpus both explored theory-inspired research questions 

and produced theoretical knowledge on how people experience the interaction with chatbots. A 

consistent number of papers embrace theoretical perspectives that have been developed for other 

technology domains or that were thought as general theories of technology. For instance, the uncanny 

valley theory, which is employed by several papers in our corpus (e.g., Liu & Sundar, 2018; Ta et al., 
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2020; Skjuve et al., 2019; Ciechanowski et al., 2017), was originally addressed to understand the 

interaction with robots. By contrast, CASA theory, which grounds several reviewed studies (e.g., 

Schuetzler et al., 2019; Mou & Xou, 2017; Lee et al., 2020a), has been thought to be applied to every 

digital technology.  

These studies are certainly useful to explain relevant aspects of human-chatbot interaction. 

Nonetheless, we may identify a main limitation in the theoretical knowledge produced by this 

research. Research often missed to develop theorizations capable of accounting for relevant 

peculiarities of text-based interaction (if any) with artificial agents. This parallels the lack of theories 

for understanding user language choices in speech interface interactions (Clark et al., 2019a). 

Peculiarities of text-based interaction could be likely better identified and explained by research 

designs that compare chatbots with other similar conversational technologies, such as ECAs or 

speech-based agents, and by referring to theories that address the written nature of the mediated 

communication with chatbots. 

Even though several papers explore the differences between human-human communication and 

human-chatbot interaction (Mou & Xou, 2017; Hill et al., 2015; Warwick & Shah, 2015; Corti & 

Gillespie, 2016), there is a shortage of studies that comparatively identify the distinctive traits of 

chatbot technology, which is exclusively text-based, and theoretically account for them. For instance, 

this review signals that text-based chatbots may be capable of eliciting a sense of humanness even 

without providing the user with any ‘sensorial stimuli’. It is sufficient that the chatbot is named as a 

human (Araujo, 2018; Go & Sundar, 2019) or uses emojis (Beattie et al., 2020) to elicit the user’s 

perception of humanness. Moreover, some people still perceive as a human a chatbot that self-

presented itself as a machine (Shi et al., 2020). This contrasts research on speech-based conversational 

agents, which highlights that users define the qualities of speech interfaces differently to humans, 

clearly perceiving differences in e.g., expressiveness and paralinguistic features, as well as in 

emotional and social behavior (Doyle et al., 2019; Lunsford & Oviatt, 2006). However, no research in 

our corpus attempts to explore whether this phenomenon really happens more massively in chatbot 

text-based interaction than in speech-based communication. 
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To theoretically account for this and other supposed peculiarities of chatbot technology, researchers 

could refer to theories that focus on mediated conversations specifically conducted through written 

language, like certain CMC theories (e.g., Joinson, 2001; Tidwell & Walther, 2002; Valkenburg & 

Peter, 2009). CMC research is used by only four papers in our corpus (Beattie et al., 2020; Sundar et 

al., 2016; Hill et al., 2015; Lee et al, 2020a), but could give relevant insights for studying chatbots. 

Going back to our example on humanness, the hyperpersonal theory (Walther, 1996) highlights that 

text-based CMC is limited in the amount of information conveyed. As a consequence, interlocutors 

are likely to fill in the gaps by using their own mental schemas or supposed known information about 

the sender, like shared category membership (Spears & Lea, 1992), confirming their hopes and 

positive expectations (Finkel et al., 2012). We may thus ask ourselves: Are these projections of 

humanness favored by the ‘incomplete’ nature of text-based interaction? Can we explain such 

projections by using CMC theories, or do we need to develop new specific theories when one of the 

actors is a machine? A promising line of future research is to give answers to these and other research 

questions investigating the distinctive traits of interaction with text-based chatbots. 

 

5.2 Using well-defined, grounded, and shared constructs 

A variety of articles we reviewed investigated specific theoretical constructs relevant for the 

interaction, such as social presence (Araujo, 2018; Go & Sundar, 2019) and self-disclosure (Lee et al., 

2020b). Often, this kind of works selectively use constructs from one or more existing theories, rather 

than employing an entire conceptual framework. For instance, Lee et al. (2020b) focus on the 

construct of self-disclosure as understood in social penetration theory, which explains how 

interpersonal relationships unfold, but do not consider in their design the stages of self-disclosure, 

which describe how self-disclosure evolves during interaction, or the barriers of self-disclosure, which 

can slow down the process of opening up (Altman & Taylor, 1973). This likely happens because 

single constructs translate more easily into design features: however, it might also lead to design 

chatbots based on constructs that do not work independently but only when paired with other 

constructs, making designers miss an important part of the picture (Hekler et al., 2013). 
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However, the reviewed research also uses concepts and constructs that are not grounded on specific 

theories, which may lead to additional problems. For instance, as we have seen, a variety of papers 

investigate ‘emotional’ chatbots. These studies seem to carelessly treat what emotions mean, simply 

differentiating chatbots that are able to understand and express emotions from non-emotional 

chatbots. For example, Kuramoto et al. (2018) based the design of a conversational agent on a theory 

for changing human attitude by conversation (i.e., Balance Theory by Heider, 1946) in order to reduce 

users’ anger during the interaction. However, the authors do not refer to any theory or study 

explaining what anger is and why it is experienced. In fact, anger appears to be provoked by different 

triggers, such as other people, psychological and physical distress, and intrapersonal demands 

(Kashdan et al., 2016), and different individuals may experience anger in different ways and for 

different reasons (e.g., Jones et al., 2011; Pease et al., 2015). All these factors are not accounted in the 

user study reported in the article. This might produce a partial picture of how users truly react to the 

chatbot. 

This said, the surveyed articles often also disagree on the exact definitions of the constructs that they 

utilize. For instance, research investigating trust either does not define trust, somehow relying on 

‘common sense’ (Jin et al., 2019; Zamora, 2017), or proposes new explanations of trust based on 

novel findings (Følstad et al., 2018), or refers to already established definitions of trust: these 

definitions often come from different disciplines and operationalize the construct differently, which 

may lead to different ‘measures’. For instance, Zhou et al. combine three trust measures (integrity, 

competence, and benevolence) based on a model developed by Mayer et al. (1995) to create an index 

measure called “trust”; while Chattaraman et al. (2019) assessed trust using an 8-item trust scale 

defined by Klein (2007). As a result, it becomes difficult to compare the outcomes of different studies. 

A lack of consistency in the concepts being measured across different studies has been also found by 

Clark et al. (2019a) with reference to speech-based interaction: the authors highlighted difficulties for 

the domain in building robust measures and a body of knowledge around specific concepts. 

Text-based chatbot research would thus benefit from greater consensus on the employed constructs: 

researchers should better define and ground them in theories considered relevant by the research 
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community. This effort may eventually lead to a shared ‘vocabulary’ mapping how specific constructs 

have been used in chatbot research and what definitions and measures are most useful for the 

understanding of the human-chatbot interaction experience. 

 

5.3 Building on previous work to further existing theory 

The review makes apparent that the field lacks unified models and theories that may give explanation 

of fundamental aspects of the interaction experience with chatbots. Reviewed research frequently 

leads to contrasting or scattered results, and even though these differences are retraced to individual 

and contextual factors (included the goal of the chatbot), the authors often miss to meaningfully build 

on previous work. This may be also due to the lack of consensus on fundamental constructs that are 

relevant for the chatbot domain, which we have pointed out in the previous sub-section. For instance, 

many reviewed papers stress the role of expectations in shaping the user’s perceptions of the chatbot 

during the interaction (Schumaker & Chen, 2010; Akhtar et al., 2019; Følstad & Skjuve, 2019; Jain et 

al., 2018; Zamora, 2017), even influencing her level of engagement (Portela and Granell-Canut, 

2018), reactions to the chatbot’s emotional expressions (Urakami et al., 2019), and attitudes toward 

the chatbot itself (Go & Sundar, 2019). However, no research attempts to categorize the different 

kinds of expectations that users may have, in which contexts they are more likely to be activated, how 

they are formed, and what diversified effects they may produce on the interaction. This shows how 

the research within the chatbot domain is fragmented, emphasizing a need for connecting findings and 

providing order across different studies. Future research needs to better build on previous work and 

contribute to develop coherence and cohesion in the current body of knowledge. The current lack of 

papers attempting to provide unified theoretical frameworks for human-chatbot interaction signals that 

there is room for HCI to develop novel theories of human-chatbot interaction. 
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5.4 Widening the notion of ‘context’ 

The papers reviewed in this article reveal a tendency to conduct laboratory experiments to study text-

based chatbot interaction. This approach often employs WoZ systems or controlled prototypes. Even 

though this research is paramount for developing knowledge on chatbot interaction, more effort is 

needed to understand how people interact with this technology in real situations of use and how 

findings gained in lab may transfer to real world. Nonetheless, albeit not predominant, studies ‘in the 

wild’ are present in our corpus. This research analyzes either the interaction of users with already 

existing chatbots (e.g., Li et al., 2020), or develop new prototypes and deploy them in ‘real-world 

contexts’ (e.g., Seering et al., 2020; Liao et al., 2018). 

What is worth to notice here, nonetheless, is the narrow notion of context that even these studies 

embrace, as well as the lack of research exploring wider implications of chatbot use. Field studies on 

chatbots in our corpus take place in e.g., organizational (Cranshaw et al., 2017; Kimani et al., 2019), 

physical (Chaix et al., 2019) and mental (Fitzpatrick et al., 2017) health, customer support (Li et al., 

2020) and entertainment (Seering et al., 2020) contexts. In these works, the horizon in which the 

technology is studied is limited to the context of immediate use of the technology.  

For instance, Calendar.help (Cranshaw et al., 2017) is evaluated mainly with reference to the 

improvements in productivity that it can bring in a multinational technology corporation. A chatbot 

adopted within an organization, however, commonly does not impact only on workers who use it: 

rather, it may change organizational processes and structures, affect customer experience and other 

partner organizations, and so on. Calendar.help’s architecture, in fact, involves a human-in-the-loop 

mechanism, in which humans intervene when the chatbot is not able to handle the user’s requests. 

There are no mentions in the article, however, that these latter workers could be negatively affected by 

the chatbot, being used as humbots, i.e., humans that do bots’ work (Grudin & Jacques, 2019). If users 

are not aware that these chatbots are humans (like Calendar.help’s users), they could use them as AI 

servants, requiring services around the clock and somehow constraining those workers to align to 

machine’s rhythms. This might lead to negatively organizational changes, increasing inequalities 
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among employees and incrementing the number of minimum-wage workers in charge of executing 

machine-like tasks. 

Likewise, chatbots in the health domain may have wider implications than the immediate benefits 

brought to the user. Beyond the effectiveness of the target intervention (e.g., alleviating symptoms of 

depression and anxiety like in Fitzpatrick et al., 2017), deploying a health chatbot may involve issues 

as diverse as the role of the human doctor and how the chatbot mediates or substitutes the relationship 

of the patient with her, who will have access to and handle the health data collected by the chatbot, 

how such data should be interpreted, how the chatbot will be integrated into a certain healthcare 

system and so on. At present, such issues appear to be mostly ignored by literature and by the ongoing 

debate about chatbots. However, uncertainty about e.g., privacy and ‘substitution of humans’ issues 

may play a relevant role in preventing users from using chatbot technology (De Barcelos Silva et al., 

2020; Völkel et al., 2020; Følstad et al., 2018; Portela and Granell-Canut, 2018; Nadarzynski et al., 

2019). 

This is to say that studies on chatbots need to be situated in wider horizons than the limited context in 

which the technology is deployed. We have to notice that a narrow perspective on context is quite 

common in technology research. For instance, it has been emphasized that technologies aimed at 

changing behaviors focus on the target behavior to be changed, while ignoring the other aspects of the 

user’s life which may be relevant for the process of change (Rapp et al., 2019). Considering a wider 

notion of context is even more important when technology is an agent, which can autonomously 

undertake actions, behaving as and even substituting a real person, because of the social and 

organizational impacts it may have. A research challenge for HCI that should be tackled in the future, 

therefore, is to account for such implications and even side-effects, encouraging us to rethink our 

notion of ‘context of use’ of chatbot technology. 
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5.5 Promoting design research 

This review shows that there is a considerable interest in evaluating the chatbot design with reference 

to its user experience. However, it also makes evident that literature lacks design related research. 

There are no papers that seriously tackle design issues. This absence parallels the lack of design 

studies in speech interface domain (Clark et al., 2019a). Methods traditionally employed in interaction 

design, such as participatory design (Schuler & Namioka, 1993), cultural probes (DeHaemer & 

Wallace, 1992), and research through design (Zimmerman & Forlizzi, 2008) are not even mentioned 

in our corpus. Even though several papers formulate some ‘implications for design’ as a consequence 

of user studies on specific chatbots (e.g., Jain et al., 2018; Lee et al., 2020b; Xiao et al., 2020; Li et 

al., 2020; Chattaraman et al., 2019; Candello et al., 2019; Lee et al., 2019; Liao et al., 2018), the lack 

of design research shows that there is still not a clear understanding of what are the more pressing 

design challenges that need to be solved in the chatbot domain. The fragmented nature of chatbot 

research is apparent even with reference to design issues, since the ‘implications for design’ provided 

in the articles are rarely discussed against previous design guidelines. As a result, there is no wide 

consensus on grounded strategies on which build novel design work. With the chatbot tsunami, 

nonetheless, the need for design knowledge is becoming more pressing. In particular, research 

through design, which applies design practice to explore problems in order to create new knowledge, 

even through the creation of ‘critical’ (Bardzell & Bardzell, 2013) or ‘fictional prototypes’ (Blythe et 

al., 2014), could bring interesting insights for the future evolution of chatbots1. This said, HCI 

research should find those design research techniques that could work better with chatbots, a 

technology that mainly relies on written texts and thus requires the design of the ‘language itself’. 

 

 

 
1 Critical design is a research through design methodology that foregrounds the ethics of design practice and explores 
alternative design values through the creation of provocative prototypes (Bardzell & Bardzell, 2013). Design fictions are 
fictional prototypes that do not exist but can be used to explore the long-term and systemic consequences of a certain 
technology (Rapp, 2019, 2020). 
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5.6 Be human or machine? Tackling ethical issues 

Previous research on voice-based intelligent personal assistants found that incongruences between 

expectations about humanness and real interaction may hinder the user experience (Luger & Sellen, 

2016; Leahu et al., 2013). As we have seen, humanness can lead to contrasting outcomes in text-based 

chatbots as well, seemingly depending on the user’s beliefs on how a chatbot should be (Liu & 

Sundar, 2018), how the ongoing conversation is perceived against her expectations (Go & Sundar, 

2019) and the context in which the chatbot is used (Svenningsson & Faraon, 2019). For many users, 

however, perceiving the chatbot as endowed with human-like aspects (like empathy, and self-

disclosure) improves their conversational experience, primarily encouraging them to feel more 

‘favorable’ (in terms of trust, openness, tolerance, etc.) toward the chatbot itself.  

Given these positive outcomes, it comes as no surprise that much research we reviewed is struggling 

to design chatbots endowed with human-like qualities. Designers may rely on the users’ tendency in 

projecting humanity into the chatbot (e.g., Araujo, 2018; Go & Sundar, 2019; Beattie et al., 2020) to 

make them ‘believe’ that they are interacting with a human. However, it is quite remarkable that a 

critical debate tackling the ethical issues arising from this ‘subtle deception’, be either intentionally 

cueing perceptions of humanness, or blurring the distinction between humans and machines in 

human-in-the-loop systems, or simply letting the user free to believe what she wants, is completely 

absent in our corpus. 

Discussing chatbot design only with reference to its effectiveness, usefulness, and capability of 

satisfying and engaging people seems not to be sufficient. There could be cases in which making the 

user experience more engaging might not be a valuable outcome or encouraging a favorable 

disposition toward the chatbot might be questionable. Some scenarios may clarify this point.  

For example, a chatbot designed to collect health data may exploit its human-like qualities in order to 

gain information that a user may not have otherwise disclosed to a machine. In turn, this data may be 

mined and transmitted to other machines, further confounding this problem. Likewise, a user could 

easily become emotionally attached to an artificial agent only because it is endowed with cues that 
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continuously activate cognitive heuristic about characteristics of humanness and not because she 

purposefully attempts to develop a human-like relationship with an artificial entity. In the same vein, 

the user could recruit artificial alter egos in charge of maintaining relationship with friends and 

significant others, making them believe that they are interacting with a human, while actually their 

interlocutor is a chatbot.  

In sum, what are the impacts that a pervasive employment of human-like chatbots design could 

produce on interpersonal relationships? Are there domains in which human-like chatbots should not 

be used? What if novel, effective human-like chatbots will be successfully deployed and become so 

pervasive that most of our computer-mediated social interactions will be with an artificial partner? 

These questions did not receive an answer in the articles reviewed here, and we think that HCI 

researchers should start investigating them in the next years. 

 

5.7 Limitations 

The goal of this review was to identify the main topics discussed across human-chatbot interaction 

research, focusing on the human side of such interaction. This entailed the exclusion of works 

primarily focused on technology. Moreover, we decided to narrow our analysis to papers published in 

journals and main conference proceedings, ignoring research appeared in workshops, posters and 

adjunct proceedings. Even though these venues go beyond the scope of this review, similar themes are 

present in works published in there. Finally, we chose to pay attention to studies focusing on chatbot 

communicating through written language. Future reviews could go in depth in comparing our findings 

with those pointed out by other reviews that focused on speech interfaces and embodied 

conversational agents. 

 

 

 



 54 

6 CONCLUSION 

This literature review points to five main research themes that are recurrent across the 83 papers we 

analyzed and identifies the main methodological approaches adopted in research. It highlights that 

researchers explore users’ experiences, attitudes and behaviors towards chatbots through a variety of 

commercial, WoZ, and fully developed prototype systems, primarily using an experimental approach. 

The review also points out that research particularly focused on the exploration of whether and why 

users accept the chatbot technology and how trust, engagement and satisfaction may be relevant 

aspects of their interaction experience. Then, we emphasize research investigating how conversational 

issues may hinder the progress of the interaction and the role that emotions may play during the 

conversations with chatbots. Finally, we notice that reviewed research paid particular attention to how 

people ascribe humanness to chatbots, also identifying the effects that humanness produces on the 

interaction experience and highlighting papers proposing prototypes in which humanness is a pivotal 

design element. Based on these findings, we identified several lines of future research that could be 

interesting to explore for the HCI community, stressing that scholars should develop theory 

addressing the peculiarity of human-chatbot interaction, use well-defined and shared constructs, better 

build on previous work, widen the notion of context when exploring the implications of technology, 

conduct research focused on design, and tackle relevant ethical issues mainly arising from the users’ 

tendency to ascribe humanness to chatbots.
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Appendix 

Table 7. Articles included in the review. 

 Article Goal Sample  Method Main findings 

Akhtar et al. 
(2019) 

To analyze whether human-chatbot 
interactions are informative in determining 
users' topic of interests and user satisfaction.  

215,859 different 
sessions of human-
chatbot interaction 

Quantitative, conversation log analysis.  

The majority of users showed a low degree of 
satisfaction: they expected to receive an answer 
to the stated question quickly, otherwise they left 
the conversation soon.  

Araujo (2018) 
To explore the extent to which human-like 
cues can influence perceptions about social 
presence and anthropomorphism. 

175 participants Quantitative, between-subjects 
experiment, questionnaire. 

The usage of human-like language or name are 
sufficient to increase perception of the agent as 
being human-like. 

Ashktorab et 
al. (2019) 

To investigate user's repair strategies for 
conversational breakdowns with chatbots. 203 participants Mixed-methods, pairwise comparison 

experiment, survey. 

Participants preferred strategies providing 
options and explanations, as they manifested 
chatbot’s initiative. 

Avula et al. 
(2018) 

To investigate the effects of a searchbot on 
participants' collaborative experience and 
engagement.  

27 pairs of participants 
(n=54)  

Quantitative, Wizard of Oz within-subjects 
experiment, questionnaire. 

The searchbot improved participants' 
collaborative experience. Time of intervention is 
the key for engagement 

Beattie et al. 
(2020) 

To analyze the effects of emojis on the user's 
perception of a chatbot. 96 participants  Quantitative, between-subjects 

experiment, questionnaire.  

Participants prefer emoji-featuring messages 
and evaluated chatbots using emojis similarly to 
humans.  

Beriault-Poirier 
et al. (2019) 

To compare user experience between 
chatbots and websites.  10 participants  Mixed methods, usability test, interviews, 

observation, questionnaire.  
Users preferred using websites rather than 
chatbots, which had a higher abandon rate.  

Brandtzaeg & 
Følstad (2017) 

To investigate users’ motivation for using 
chatbots.  146 participants Mixed-methods, survey with questionnaire 

and open-ended answers. 

The most frequently reported motivational factor 
is "productivity", as chatbots help users obtain 
efficient assistance or information. 

Candello et al. 
(2017) 

To study the influence of chatbot’s visual 
aspects on the perception of humanness. 

199 participants 
(90+109) 

Mixed-methods, Turing Test-inspired 
between-subjects experiment, 
questionnaire, observational notes. 

Machine-like typefaces are judged by humans as 
"robotic", whilst handwritten-like typefaces are 
not perceived as more human. 

Candello et al. 
(2019) 

To investigate the effect of a social audience 
on human-chatbot interaction.  

More than 5,000 
conversation logs and 
video recordings 

Mixed-methods, self-report questionnaire, 
semi-structured interviews and 
conversation log analysis. 

The presence of audience has a significant 
effect on interaction with chatbots in public 
spaces.  

Cervone et al 
(2018) 

To investigate the feasibility of learning 
evaluation models only relying on 
conversation-level human ratings.  

4,967 human-chatbot 
conversations 

Quantitative, conversation log analysis, 
users' rating.  

The length of conversation appeared to be 
positively correlated with user enjoyment. 
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Chaix et al. 
(2019) 

To analyze the user experience of patients 
with breast cancer while conversating with a 
chatbot. 

4737 (conversation log 
analysis) + 958 
participants (survey) 

Mixed-methods, conversation log analysis, 
survey, focus group.  

The experience with the chatbot was 
appreciated and increased patients' compliance 
with the treatment.  

Chattaraman et 
al. (2019) 

To investigate task-oriented and social-
oriented chatbots' benefits on older users in 
an online shopping task.  

121 participants Quantitative, between-subjects 
experiment, questionnaire. 

Users with low Internet experience prefer using 
task-oriented chatbots, whilst users with high 
Internet experience find more trustworthy the 
social-oriented chatbot. 

Chung et al. 
(2018) 

To analyze user satisfaction with a luxury 
brand e-commerce chatbot. 161 participants Quantitative, survey.  Perceived communication accuracy and 

credibility positively influence satisfaction 

Ciechanowski 
et al. (2017) 

To investigate if chatbots with and without a 
human-like avatar image may engender 
uncanny feelings. 

31 participants in two 
phases of the research 
(quantitative and 
qualitative) 

Mixed-methods, between-subjects 
experiment, psychophysiological signals, 
questionnaire, debriefing sessions. 

Users prefer the text-based chatbot, rather than 
the avatar-embedded chatbot, which 
engendered the uncanny valley effect. 

Corti & 
Gillespie 
(2016) 

To investigate the differences in initiating 
repairs of misunderstandings with non-human 
and human-like chatbot. 

108 participants Quantitative, between-subjects 
experiment, conversation log analysis. 

Users prefer to repair the misunderstandings 
with human-like agents, rather than with text-
based chatbots.  

Cranshaw et 
al. (2017) 

To analyze and evaluate a scheduling 
conversational agent. 

11 (study 1) + 24 (study 
2) + 178 participants 
(study 3) 

Mixed-methods, Wizard of Oz study, 
usability test, field study, interaction log 
analysis, email analysis, interviews.  

The chatbot provided a good user experience 
and high engagement by helping people in their 
productivity, and it was often perceived as 
humanlike. 

de Kleijn et al. 
(2019) 

To investigate the linguistic cues that users 
use to understand whether their interlocutor is 
a human or a chatbot.  

53 participants 

Quantitative, Turing Test-inspired 
experiment, within-subjects (first task) and 
between-subjects (second and third tasks) 
experiment, ratings. 

Center-embedded sentences are perceived as 
less humanlike than right-branching sentences.  

de Medeiros et 
al. (2019) 

To analyze and evaluate a tutoring 
conversational agent capable of enunciating 
"small talk" segments.  

48 participants, 1732 
phrases, 491 excerpts of 
small talk 

Mixed-methods, survey, open-ended 
questions. 

The small talk feature plays a role in making the 
tool more approachable and has beneficial 
effects on the students’ performances. 

Denecke et al. 
(2018) 

To evaluate the user experience of a self-
anamnesis chatbot prototype.  22 participants Mixed-methods, usability test, 

questionnaire, qualitative feedback. 

The chatbot is a practical way for collecting 
anamnesis data. Users felt engaged in 
answering its questions.  

Denecke et al. 
(2020) 

To evaluate the user experience of a chatbot 
addressed to patients with emotion regulation 
problems. 

21 participants Mixed-methods, usability test, 
questionnaire, qualitative feedback. 

The chatbot is able to encourage patients 
elaborate on their emotions 

Fadhil et al. 
(2018) 

To analyze the effects of different chatbots’ 
dialogue styles. 58 participants Quantitative, mixed design experiment, 

questionnaire. 

Emojis-enriched texts are preferred in mental 
health situations, whilst plain-text is preferred in 
physical health contexts. 
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Fiore et al. 
(2019) 

To study the user acceptance and experience 
of a task-oriented chatbot. 12 participants Quantitative, usability test, questionnaire. 

Participants were positive about the chatbot 
prototype and appreciated its simplicity, and pro-
active guidance. 

Fitzpatrick et 
al. (2017) 

To determine the effects of a chatbot based 
on cognitive-behavioral therapy on users' 
symptomatology. 

70 participants 
Mixed-methods, between-subjects 
experiment, questionnaire, open-ended 
questions. 

Participants significantly reduced their symptoms 
of depression while using the chatbot.  

Følstad & 
Skjuve (2019) 

To investigate users' perceptions and 
attitudes toward chatbots for customer 
service. 

24 participants Qualitative, semi-structured interviews. 
Participants had realistic expectations about 
chatbots and human likeness of chatbots for 
customer service has minor importance.  

Følstad et al. 
(2018) 

To investigate the factors affecting trust 
toward chatbots for customer service.  13 participants Qualitative, semi-structured interviews. 

Chatbots’ ability to correctly interpret the users’ 
requests and to provide helpful responses are 
key factors that impact on trust. 

Galko et al. 
(2018) 

To evaluate a chatbot for submitting university 
applications.  5 participants Mixed-methods, usability test, post-

session rating, time on task, error rate. 

Participants identified several issues related to 
the chatbot (informality, inconsistency of options, 
negative language). 

Go & Sundar 
(2019) 

To analyze the effect of anthropomorphic 
cues on user engagement. 141 participants Quantitative, between-subjects 

experiment, questionnaire. 

A high level of conversation contingency 
compensates for low anthropomorphic visual 
cues. 

Greer et al. 
(2019) 

To examine the effects of a healthcare 
chatbot on key well-being outcomes in adults 
treated for cancer.  

45 participants 
Mixed-methods, between-subjects 
experiment, questionnaire, open-ended 
questions. 

The chatbot provides a useful and acceptable 
format for young adults to connect with a positive 
psychology intervention. 

Hill et al. 
(2015) 

To analyze the differences between human-
human and human-chatbot communication. 100+100 conversations Quantitative, conversation analysis.  

There are notable differences between human-
human and human-chatbot communication in the 
content and quality of the conversations. 

Holmes et al. 
(2019) 

To evaluate the usability of a healthcare 
chatbot.  26 participants 

Mixed-methods, usability test, 
questionnaire, observation, thinking aloud 
protocol. 

Conventional methods for assessing usability 
and user experience are not sufficient and 
accurate when applied to chatbots. 

Huang et al. 
(2019) 

To analyze acceptance and resistance 
towards AI in customer service. 411 participants Quantitative, survey.  Perceived value affects behavioral intention to 

accept chatbots for customer care. 

Jain et al. 
(2018) 

To understand how the actual perceptions of 
chatbots' users are shaped by their 
expectations.  

16 participants, 10,000 
messages human-
chatbot.  

Mixed-methods, conversation log analysis, 
semi-structured interviews.  

Participants' expectations were not met by the 
chatbots, which turned into a very unsatisfactory 
experience.  

Jin et al. (2019) To evaluate a chatbot for music 
recommendations.  45 participants Quantitative, within-subjects experiment, 

questionnaire, interaction log analysis. 
Musical sophistication seems to increase users’ 
acceptance and trust toward the chatbot.   
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Kim et al. 
(2020) 

To evaluate of a chatbot that facilitates group 
discussion.  

65 (study 1) 25 (study 2) 
+ 20 (study 3) 

Mixed-methods, survey, mixed design 
experiment, focus group, semi-structured 
interviews, questionnaire, conversation log 
analysis.  

The chatbot served as a group member, 
promoting members' participation and 
discussion. 

Kimani et al. 
(2019) 

To evaluate a chatbot that promotes 
productivity and well-being at work. 29 participants  

Mixed-methods, field study, questionnaire, 
interaction log analysis, experience 
sampling responses, qualitative feedback.  

The chatbot improved productivity at workplace 
and participants were more mindful about their 
work practices. 

Kuramoto et al. 
(2018) 

To evaluate a chatbot aimed at regulating 
workers' anger in a customer support working 
environment.  

18 participants Mixed-methods, within-subjects 
experiment, questionnaire, interviews 

Participants' anger can be suppressed by using 
the chatbot, but the anger itself is at a higher 
level when the agent is present.  

Lee et al.  
(2019) 

To examine how people can care for another 
being (chatbot) as a way to care for 
themselves. 

12 (pilot) + 67 
(experiment) participants 

Mixed-methods, between-subjects 
experiment, questionnaire, open-ended 
responses. 

Participants treated the chatbot as a human 
social agent and their self-compassion increased 
when they were compassionate towards the 
chatbot.  

Lee et al. 
(2020a) 

To investigate whether users' perception of a 
mind within a chatbot is associated with 
feelings of co-presence, closeness and 
intention to use.  

64 participants Quantitative, Wizard of Oz between-
subjects experiment, questionnaire. 

User's perception of a mind within a chatbot 
leads to stronger sense of co-presence and 
closeness.  

Lee et al 
(2020b) 

To evaluate a chatbot that has self-disclosure 
features when it performs small talk with 
people. 

47 participants 
Mixed-methods, between-subjects 
experiment, conversation log analysis, 
semi-structured interviews, questionnaire  

Computer agents’ self-disclosure may facilitate 
the users’ self-disclosure and have positive 
impact on perceived intimacy and enjoyment 
with the chatbot. 

Li et al. (2020) 
To analyze non-progressing conversations 
and users’ coping strategies to deal with 
them. 

19,451 exchanges 
involving 1,837 users Qualitative, conversation log analysis. 

Non-progresses mainly occurred when the users 
requested information and the chatbot did not 
recognized users' intent. 

Liao et al. 
(2018) 

To analyze the conversations that users have 
in the wild with a chatbot.  

115 (survey) + 337 
participants, 6004 
messages analyzed 

Quantitative, field study, survey, 
conversation log analysis. 

Chitchat, frequent occurrences of second-person 
pronouns, and casual texting are positive signals 
of playful satisfaction. 

Liu & Dong 
(2019) 

To evaluate the user experience of a question 
answering chatbot. 30 participants 

Mixed-methods, usability test, 
questionnaire, conversation log analysis, 
observation. 

Users satisfaction increased using the chatbot in 
route navigation task. 

Liu & Sundar 
(2018) 

To investigate whether a chatbot for advice 
about a personal problem should refrain from 
offering emotional support. 

158 (study 1) + 88 
(study 2) 

Quantitative, between-subjects 
experiment, questionnaire.  

Expression of sympathy and affective empathy is 
perceived as more supportive than advice-only. 
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Ly et al. (2017) To investigate the effectiveness of a fully 
automated self-help intervention. 28 participants 

Mixed-methods, mixed design experiment, 
questionnaire, semi-structured interviews 
(sub-sample of 9 participants). 

Participants show high engagement during the 
2-week long intervention. The chatbot is 
perceived somewhat as a real person.  

Medeiros et al. 
(2019) 

To evaluate a chatbot designed to give 
emotional support.  6 participants  Qualitative, focus group. Participants generally appreciated the chatbot, 

but they reported limitations. 

Mendez et al. 
(2019) 

To explore explores the potential use of 
chatbots in future faculty mentoring 10 participants  Qualitative, focus group 

Chatbots may be effectively employed for 
mentoring for students, yet a more sophisticated 
chatbots are needed.  

Michaud 
(2018) 

To analyze users’ interaction with a 
healthcare chatbot.  

1,023 texts sent by 491 
distinct accounts Mixed-methods, conversation log analysis.  A chatbot should be able to respond to “purely 

dialogue” interactions. 

Mori et al. 
(2019) 

To study how humans identify human-
likeness in Q&A online communication.  30 participants  Quantitative, Turing Test-inspired 

experiment, questionnaire. 

The chatbot-created texts left negative 
impressions (e.g. questions and answers don't 
match up).  

Morrissey & 
Kirakowski 
(2013) 

To identify dimensions on which users might 
judge the naturalness of a chatbot.  

14 (study 1) + 20 (study 
2) participants 

Mixed-methods, Critical Incident 
Technique experiment, open ended 
questions, questionnaire. 

Users judge the naturalness of a chatbot by 
relying on conscientiousness, originality, 
manner, and thoroughness.  

Mou & Xu 
(2017) 

To investigate whether humans would reveal 
their personality traits differently in interacting 
with a chatbot and a human.  

245 participants Quantitative, within-subjects experiment, 
questionnaire. 

Users were more open, agreeable, extroverted, 
conscientious and self-disclosing when they 
interacted with humans than with a chatbot. 

Nadarzynski et 
al. (2019) 

To explore participants' willingness to engage 
with health chatbots. 

216 (survey) + 29 
(interviews) participants  

Mixed-methods, survey, semi-structured 
interviews.  

The curiosity about new health technologies was 
a strong predictor of acceptability. 

Park et al. 
(2018) 

To evaluate how well two chatbots emulate 
human conversation. 58 participants Quantitative, questionnaire, conversation 

log analysis.  

Participants used fairly simple language and 
made a variety of spelling and grammatical 
errors during interaction. 

Pérez-Marín & 
Pascual-Nieto 
(2013) 

To investigate the effect of a pedagogic 
conversational agent (PCA) on students. 22 participants 

Mixed methods, within-subjects 
experiment, observation, questionnaire, 
interviews. 

Children perceived the chatbot as a human and 
a friend. This believed humanness led them to 
exhibit prosocial behaviors. 

Portela & 
Granell-Canut 
(2017) 

To understand the possibilities of 
engagement and affection in the use of 
chatbots 

13 participants 
Mixed-methods, Wizard of Oz, usability 
test, questionnaire, semi-structured 
interviews.  

Users were strongly engaged when the chatbot 
showed empathic behaviors, which provoked the 
same empathic feeling. 

Procter et al. 
(2018) 

To improve the communication between 
students and chatbot-based intelligent 
tutoring systems. 

56 participants Quantitative, survey, conversation log 
analysis. 

The quality of agent-based interventions 
influenced whether students find the chatbot 
useful.  
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Ruan et al.  
(2019) 

To evaluate the effects on learning of a 
chatbot and to compare it with a traditional 
learning system. 

47 (study 1) + 76 (study 
2) 

Mixed methods, within-subjects 
experiments, questionnaire, conversation 
log analysis, qualitative feedback.  

Participants were more engaged in learning with 
the chatbot than with traditional instruments, but 
did not spend all the time in learning. 

Sanny et al. 
(2020) 

To analyze the customer satisfaction factors 
that influence chatbot acceptance in 
Indonesia. 

119 participants Quantitative, survey.  Usefulness, brand image, personality, and ease 
of use influence user acceptance.   

Schuetzler et 
al. (2019) 

To analyze the effect of the ability of the 
chatbot to mimic human conversations on 
behavioral indicators of deception.  

103 participants Quantitative, deception experiment, 
conversation log analysis. 

Increased conversational skills encourage 
strategic deception behavior.  

Schumaker & 
Chen (2010) 

To analyze the quality of interaction and user 
satisfaction of six ALICE chatbots.  

347 participants, 33,446 
interactions Quantitative, conversation log analysis. 

The responses to interrogatives beginning with 
“Are” and “Where” resulted in higher response 
satisfaction levels. 

Seering et al. 
(2020) 

To analyze human-chatbot interaction with a 
chatbot that grows up and evolves in an 
online community. 

46 participants, 5716 
messages 

Qualitative, field study, conversation log 
analysis. 

BabyBot was able to interact with everyone in 
the community. User interaction changed as the 
chatbot grew up. 

Sensuse et al. 
(2019) 

To evaluate the benefits of a customer 
service chatbot in a company.  43 participants  Quantitative, survey.  Information quality, service quality and intention 

to use influenced users’ satisfaction. 

Shi et al.  
(2020) 

To analyze the effect of perceived identity and 
inquiry strategies of the chatbot on 
persuasion.  

790 participants Quantitative, between-subjects 
experiment, questionnaire. 

Perceived identity of the chatbot had significant 
effects on the persuasion outcome and 
interpersonal perceptions. 

Skjuve et al. 
(2019) 

To analyze the uncanny valley effect of a text-
based chatbot. 28 participants 

Mixed-methods, between-subjects 
experiment, questionnaire, qualitative 
feedback. 

The lack of transparency does not lead to 
uncanny valley effect, even when there is 
uncertainty related to chatbot’s true nature.  

Smestad & 
Volden (2018) 

To investigate the impact of personality 
matching between chatbots and users. 16 participants Quantitative, between-subjects 

experiment, questionnaire. 
Personality has significant positive impact on the 
user experience of chatbots 

Sundar et al. 
(2016) 

To investigate the relationships between 
contingency, message interactivity and 
engagement. 

110 participants Quantitative, between-subjects 
experiment, questionnaire.  

The presence of a chatbot in a website boosts 
the level of message interactivity, which may 
lead to engagement 

Svenningson & 
Faraon (2019) 

To analyze the factors that are related to the 
perception of humanness. 69 participants Quantitative, survey.  Conversations with human-like chatbots are not 

always welcomed by users.  

Ta et al. (2020) To investigate the user experience of a 
chatbot designed to provide social support. 

4434 reviews (study 1) + 
66 participants (study 2) 

Qualitative, qualitative text analysis, 
survey with open-ended questions.  

The chatbot appeared to be a promising source 
of companionship, providing emotional support. 
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Tärning & 
Silvervarg 
(2019) 

To analyze the effects of a pedagogical agent 
on learning outcomes. 89 participants. 

Quantitative, between-subjects 
experiment, questionnaire, conversation 
and interaction log analysis.  

it is more beneficial to design a digital tutee with 
low self-efficacy than one with high self-efficacy. 

Trivedi (2019) To assess the customer experience of using 
banking chatbots. 258 participants Quantitative, survey.  

Information quality, system quality and service 
quality have a significant impact on customer 
experience of banking chatbots.  

Urakami et al.  
(2019) 

To examine user’s perceptions of expressions 
of empathy by a chatbot. 150 participants Quantitative, survey.  

Statements expressing help or showing interest 
are evaluated as highest in regard to empathy by 
participants 

Van den 
Broeck et al. 
(2019) 

To analyze whether and how perceived 
helpfulness and usefulness of a chatbot 
affects perceived instrusiveness of advertising 
in a later stage.  

245 participants Quantitative, survey, conversation log 
analysis.  

Perceived intrusiveness of chatbot advertising 
was found to be dependent on perceived 
helpfulness and perceived usefulness of the 
chatbot 

Völkel et al.  
(2020) 

To study the users' attitudes towards chatbots 
able to automatically assess users' 
personality during interaction.  

21 participants Mixed-methods, within-subjects 
experiment, questionnaire, interviews.  

Participants regarded personality as very 
sensitive data. 

Wang & 
Nakatsu (2013) 

To analyze the interaction with a 
conversational agent which mimics 
Confucius.  

1029 interactions (115 
users) Qualitative, conversation log analysis. 

Bad emotions, like unhappiness or frustration, 
may be elicited by irrelevant responses provided 
by the chatbot. 

Warwick & 
Shah (2015) 

To analyze how humans identify machines in 
a Turing test. 30 participants Qualitative, Turing Test, conversation log 

analysis. 

Participants based their own judgments on the 
interlocutor’s capabilities of lying and being 
humorous. 

Westerman et 
al. (2019) 

To analyze the perceptions of humanness of 
chatbots. 83 participants 

Quantitative, Wizard-of-Oz between-
subjects experiment, questionnaire, 
conversation log analysis. 

Capitalized words do not influence perceived 
humanness, whereas typos make the chatbot 
much less human-like. 

Xiao et al. 
(2020) 

To evaluate the user experience and 
effectiveness of an interview chatbot with 
active listening skills. 

206 participants 
Quantitative, conversation log analysis, 
between-subjects experiment, 
questionnaire. 

Chatbots with active listening skills are more 
effective at engaging users and eliciting quality 
user responses. 

Xu et al. (2017) 
To evaluate a chatbot designed to 
automatically generate responses for users’ 
requests on social media.  

600 participants (survey) 
+ 200 requests 

Mixed-methods, survey, qualitative 
conversation log analysis.  

Over 40% of the users’ requests were not 
informational but emotional.  

Yen and 
Chiang (2020) 

To investigate factors that influence 
customers’ trust in chatbots.  

204 (study 1) + 30 
(study 2) participants 

Quantitative, survey, EEG within-subjects 
experiment.  

Credibility, competence, anthropomorphism, 
social presence, and informativness influence 
customers’ trust. 
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Zamora (2017) To understand user's perceptions and 
expectations of chatbots. 54 participants Mixed methods, survey (with also open-

ended questions), interaction log analysis. 

Participants had undefined expectations. They 
compared the experience to services with which 
they were familiar.  

Zarouali et al. 
(2018) 

To identify the determinants that influence the 
likelihood to use and recommend the chatbot. 245 participants Quantitative, survey. Attitude toward the brand influences the 

likelihood to use and recommend the chatbot.  

Zaroukian et al.  
(2017) 

To investigate automation bias for confirming 
erroneous information with a chatbot. 

161 participants, 2482 
reports 

Quantitative, between-subjects 
experiment, task performance measures. 

Automation bias occurs when users trust the 
agent too much.  

Zhou et al. 
(2019) 

To investigate how the personality of a 
chatbot interviewer and user's personality 
influence the user’s trust in the chatbot. 

1280 participants Quantitative, field study, users' ratings.  
Users’ personality traits influence users’ 
perception of and their willingness to confide in 
and listen to a chatbot interviewer 

Zumstein & 
Hundertmark 
(2017) 

To analyze chatbot acceptance in a public 
transportation company. 134 participants Quantitative, survey. Users showed high acceptance of the chatbot, 

albeit only 40% said that they would reuse it.  
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