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ABSTRACT 

Traditionally, congestion control in packet networks is performed by reducing the transmission rate 

when congestion is detected, in order to cut down the traffic that overwhelms the capacity of the 

network. However, if the bottleneck is a wireless link, congestion is often accumulated because of 

retransmissions derived from bit errors. In this case, it might be beneficial to allow delivery of partly 

corrupted packets up to the application layer instead of reducing the transmission rate. This would 

decrease the number of retransmissions in the link layer and therefore relieve congestion, but at the 

cost of bit errors appearing in the packet payload. In this paper, we study a congestion control 

* Corresponding author. 
† “Centre for Quantifiable Quality of Service in Communication Systems, Centre of Excellence”, appointed by The Research Council 
of Norway, funded by the Research Council, NTNU and UNINETT. http://www.ntnu.no/Q2S/ 

                                                 



 
 

 
 

mechanism for streaming applications that combines traditional congestion control with selective 

link layer partial checksumming allowing bit errors in the less sensitive parts of data. We have 

compared the performance of the proposed mechanism against traditional congestion control with a 

simulation study. The results show that the proposed approach can improve the overall performance 

both by increasing the throughput over the wireless and improving the video quality in terms of peak 

signal-to-noise ratio (PSNR) by up to 8 dB, depending on the error conditions and the content. 

Keywords: Multimedia communication, Video streaming, Rate control, Cross-layer optimization, 

UDP Lite 

1. INTRODUCTION 

Traditionally, congestion control in packet-switched networks is performed by reducing the 

transmission rate when congestion is detected. This kind of congestion control mechanism is 

included in transport control protocol (TCP), the most commonly used transport protocol carrying 

data reliably over internet protocol (IP) networks. In order to avoid buffer overflows and underflows 

in multimedia streaming applications, the transmission rate must match with the bitrate of the 

encoded media. This is why media coding rate and transmission rate should be adjusted jointly [1]. 

When prerecorded content is streamed, the most straightforward method is to store several versions 

of the content at the streaming server, each encoded with different rates and quality levels. Then, the 

server can choose the version that fits the channel bandwidth restrictions. This technique is referred 

to as bitstream switching [2]. A more advanced approach is to use scalable coding. In this scheme, 

the encoded bitstream can be split into several layers, one base layer and one or more enhancement 



 
 

 
 

layers. The base layer alone is sufficient to produce a basic quality and the enhancement layers can 

be inserted in the transport stream if the bandwidth constraints allow so [1]. 

Rate control is the only option to combat congestion, if the amount of traffic is exceeding the 

absolute capacity of the network. However, wireless technologies, such as wireless local area 

networks (WLANs), are gaining more and more relevance in multimedia communications, and in 

wireless networks congestion can also be related to physical transmission errors. This is because a 

radio link is typically much more prone to physical transmission errors than fixed cables, and 

corrupted packets are discarded and retransmitted. For this reason, the actual throughput of a 

wireless link is in many scenarios much lower than the theoretical maximum throughput [3,4]. 

Nevertheless, it is sometimes better to receive partly corrupted data packets than lose them entirely. 

This was the motivation for developing a lightweight version of the user datagram protocol (UDP), 

denominated as UDP Lite [5]. UDP Lite uses a partial checksum covering only the protocol headers 

and the most vulnerable parts of the packet payload. When bit errors occur in the unprotected part of 

the packet, it is delivered to the application in spite of errors [5,6]. Evidently, the throughput 

observed at the application layer (goodput) can be substantially increased using UDP LITE in the 

presence of bit errors [7,8,9]. However, when partial checksums are used, the application must be 

capable of handling bit errors in the media stream. Several different schemes and mechanisms have 

been proposed in the literature to increase bit error resilience in multimedia coding and compression 

[10,11,12]. There are also different proposals for combining UDP Lite with forward error correction 

(FEC) to cope with errors [7,13].  

In practice, all standards for wireless networking with commercial products employ some kind of bit 

error detection and correction mechanisms at the link or medium access control (MAC) layer 



 
 

 
 

already. Typically, some level of FEC is employed to correct individual bit errors and short error 

bursts, whereas more extensive clusters of errors not correctable by FEC are recovered by 

retransmitting the damaged packets. Usually, retransmissions at the lower layers hide efficiently all 

the errors in the physical transmission channel from the upper layers, even without introducing very 

large observable retransmission delay [14]. This is one of the main reasons why UDP Lite has 

gained little popularity in practical systems [15]. 

Even though MAC layer retransmission works well when the channel utilization is reasonable, it 

may be beneficial to use partial checksums to complement traditional rate control when the radio 

link is highly congested, since retransmissions consume link capacity and reduce the goodput. With 

partial checksums, higher goodput can be obtained, but at the cost of corrupted bits in the received 

data. Basically, the choice between conventional rate control and delivery of corrupted packets is 

therefore a choice between high source distortion (i.e. distortion derived from lossy compression 

with low bitrate) and low source distortion with additional channel distortion (i.e. the distortion 

derived from the bit errors). By intuition, it is not obvious which of these two approaches results in 

the lowest possible total distortion level. The related research has mostly focused on studying 

different combinations of FEC and UDP Lite [7,13], as well as comparing the perceptual impact of 

packet losses (traditional UDP) and bit errors (UDP Lite) [8,9]. To our knowledge, studies 

comparing the quality distortions derived from conventional rate control and bit errors due to partial 

checksumming have been largely omitted in related research, and our goal in this study is to improve 

the general understanding of this aspect. 

In our earlier work, we have compared traditional rate control and rate control performed jointly 

with partial checksums with a network simulation. The results showed that the proposed system 



 
 

 
 

using partial checksums improves both the throughput and the measured video quality in terms of 

PSNR, when compared against traditional rate control [16]. In this paper, we present further 

simulation results with more realistic video bitstreams and larger network configurations. We also 

discuss the limitations and scope of validity of our results with more details.   

The paper is organized as follows. In Section 2, an overview of congestion control for streaming 

applications is given. In Section 3, we review the potential benefits and problems with delivering 

corrupted datagrams to the application. In Section 4, we present and discuss simulation results, 

comparing the performance of conventional congestion control and the proposed technique based on 

delivery of corrupted datagrams. A more general discussion is included in Section 5. Finally, the 

concluding remarks are given in Section 6. 

2. TRADITIONAL CONGESTION CONTROL 

The dominating transport protocols used in today’s Internet are strongly based on the idea of dumb 

routers and intelligent end systems. Therefore, congestion control is typically performed on an end-

to-end basis. In the traditional TCP, packet losses are used as a criterion for rate adjustment, since a 

packet loss is assumed to indicate congestion. TCP reduces its transmission rate aggressively when a 

packet loss is observed. This kind of behavior is not acceptable when smoother variations in 

transport rate are desired, which is typically the case with streaming applications. This is why 

equation-based TCP-friendly rate control (TFRC) has been adopted as a commonly accepted 

alternative to TCP for real-time applications. With TFRC, the receiver estimates the available 

bandwidth continuously from the packet loss rate and adjusts the transmission rate accordingly [17]. 



 
 

 
 

It is worth noting that the range of different possible transmission rates for streaming applications is 

restricted by the used media format and it is usually much more limited than in traditional TCP 

applications. Most of the practical media coding and compression standards do not support fine 

grain scalability (FGS). When the number of available levels of transmission rates is limited, smooth 

rate adjustment is not viable as such and the full benefit of the TFRC scheme cannot be obtained. 

However, the basic principles of traditional congestion control would still be valid: whenever 

congestion is detected, a lower transmission rate must be used. 

In streaming applications, timely delivery is more critical than reliability. This is why streaming 

applications typically employ unreliable UDP as a transport protocol instead of reliable TCP, and 

TFRC is implemented on top of UDP on the application layer. An interesting alternative for UDP is 

datagram congestion control protocol (DCCP). DCCP is an unreliable transport protocol that offers 

congestion control and many other useful features for streaming applications, including partial 

checksums [18]. Unfortunately, DCCP has not gained wide popularity yet, and it is not supported by 

most of the currently available IP protocol stack implementations. Nevertheless, even though we 

focus on UDP Lite in this paper, the cross-layer approach we have taken is not strictly bound to UDP 

Lite. The same ideas could be implemented using DCCP as transport protocol as well. 

The assumption of congestion derived losses is valid in wireline networks, in which the number of 

physical transmission errors is very low. However, in wireless networks this assumption is 

challenged, since physical errors play a bigger role and may also cause packet losses. Optimally, the 

rate control mechanism would be able to distinguish between packet losses caused by bit errors and 

those caused by congestion in order to choose the optimal behavior accordingly. This is why several 

end-to-end packet loss differentiation techniques have been developed to be employed together with 



 
 

 
 

rate control. Performance comparisons for such techniques are available in [19,20]. According to the 

performance studies, the use of packet loss differentiation generally improves the performance of 

TFRC, but the reliability of the algorithms depends on the network topology, competing media 

flows, and even the used queuing schemes. More reliable information about bit errors conditions in 

the wireless link can be obtained by detecting the errors in the link layer and conveying this 

information up to the congestion control protocol using some kind of cross-layer notification 

mechanism. However, real life experiments have shown little success with cross-layer notifications 

to enhance performance of TCP over IEEE 802.11 WLAN [21]. Pack et al. have proposed an 

enhanced TFRC with awareness of link layer retransmissions based on cross-layer notifications [22], 

but this proposal has been validated by simulations only. Apparently, the practical advantage of 

cross-layer notifications for multimedia streaming is still an issue to be explored more 

comprehensively. 

As discussed in Section 1, most of the practical wireless systems use MAC layer retransmissions. 

This is why packet loss differentiation has little relevance in practice. When MAC layer 

retransmissions are employed, bit errors do not appear as packet losses but reduced goodput, since 

part of the total link capacity is used for retransmissions, which can easily lead to congestion in the 

wireless access point (AP). Congestion caused by bit errors is not easily differentiated from 

“normal” congestion, since they are, in fact, conceptually the same thing. This is why most packet 

loss differentiation mechanisms described in literature do not consider wireless systems using link 

layer retransmissions. Link layer retransmissions have been taken into consideration in [22], but the 

major difference to our work is that the use of erroneous packets at the application layer has not been 

addressed. In this paper, the question of packet loss differentiation is largely omitted since we 



 
 

 
 

operate in a simulation environment, where the wireless channel is known to be the performance 

bottleneck. In the real life, this assumption is not necessarily valid, and packet loss differentiation 

could be useful to complement the rate control approach studied in this paper. 

3. DELIVERY OF CORRUPTED DATAGRAMS 

Several independent studies show that in the presence of bit errors, data goodput can be significantly 

increased in different kinds of network configurations and scenarios by using UDP Lite [7,8,9]. 

However, the improved link capacity usage comes at the cost of bit errors occurring in the media 

stream. This is why the advantage of using UDP Lite depends highly on how the bit errors are 

handled in the application layer. Regarding the video quality, different studies concerning UDP Lite 

have led to different conclusions, depending on the error resilience of the video codec and the bit 

error characteristics in the studied scenario. For example, Khayam et al. [7] concluded that in spite 

of improved throughput, video quality does not improve with UDP Lite, unless additional FEC is 

employed. On the other hand, according to Singh et al. [8], as well as Vehkaperä et al. [9], some 

video quality improvement can be gained with UDP Lite together with an error resilient codec, but 

the results are highly dependent on the bit error characteristics. 

Obviously, UDP Lite requires either a bit error resilient media codec or a relatively strong FEC. The 

use of FEC leads to less efficient utilization of the link capacity, due to required redundancy 

overhead. On the other hand, bit error resilience comes practically always more or less as a trade-off 

for compression efficiency. This is why bit-error resilience is omitted in many state-of-the-art media 

compression standards. In this paper, we focus on the H.264/AVC video codec, which does not 

support bit error resilience on the syntax level. It is, however, possible to achieve some degree of 



 
 

 
 

error robustness by detecting syntax violations during decoding and using traditional error 

concealment to recover the remaining macroblocks in a slice [23,24]. 

In practice, the proportion of impacted frames depends on both bit error rate and media coding rate, 

as illustrated in Figure 1. When the bitrate of the encoded video gets higher, more bits are required 

for each frame and the likelihood that an encoded frame is hit by bit errors is higher. Self-contained 

intra frames (I-frames) usually require more bits than predicted inter frames (P- and B-frames), and 

they are therefore more likely to be impacted. Unfortunately, errors in I-frames are propagated to the 

predicted frames. Nevertheless, spatial error propagation can be restricted by splitting each frame in 

smaller slices and interleaving macroblocks among slices using tools such as flexible macroblock 

ordering (FMO) in H.264/AVC [24,25,26]. In our earlier work, we have achieved a reasonable level 

of bit error resilience for H.264/AVC video by using small slices and a modified reference decoder 

capable of detecting decoded data elements with illegal values [16,24]. In some cases, mutated 

values are legal but corrupted, causing annoying visual artifacts. Some of these artifacts can be 

detected and concealed using appropriate post processing algorithms [16]. 
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Figure 1. Impact of bit errors on two video streams encoded with different bitrates. Arrows show the 

positions of bit errors in the transmission channels and grey color denotes impacted frames. 

Obviously, the benefits of UDP Lite cannot be achieved if link layer retransmissions are hiding the 

bit errors from upper layers. When UDP Lite was originally proposed in [6], the authors suggested 

two alternative solutions for this problem. First, link layer protocols could be modified so that they 

peek at the partial checksum coverage field of UDP Lite packets and perform partial checksum 

computation at the link layer already. Second, link layer protocols could detect UDP Lite packets 

and omit error detection for these packets altogether. Both of the proposed approaches require 

support from the link layer implementations. In fact, UDP Lite is today often considered irrelevant, 

since there seems to be little motivation for developers of low level protocols to allow delivery of 

erroneous packets [15]. 

Even if UDP Lite is used and link layer error detection omitted, bit errors located in the protected 

area would still cause packet drops. Some kind of mechanism would be useful to recover the lost 

packets in this case. Of course, FEC or retransmissions can be implemented at the transport or 

application layer, but link layer error control is much more efficient in terms of delay and overall 

network capacity utilization than end-to-end FEC or retransmissions. This is why the use of UDP 

Lite in parallel with link layer retransmissions is an option that deserves serious consideration. This 

is also the approach we have taken in our study. 



 
 

 
 

4. SIMULATIONS 

4.1 Setting  

In our earlier work, we have proposed a concept system that combines conventional rate control with 

MAC layer partial checksums. In our system, UDP Lite datagrams with partial checksum coverage 

are identified by the MAC layer, and the actual checksum computation and bit error detection are 

performed at the MAC layer already. This is why we refer to the partial checksum mode as MAC 

Lite mode. In brief, the system works as follows: if congestion is detected in the AP of the wireless 

local area network (WLAN), the sender first switches into partial checksum mode with minimum 

coverage (only the protocol and media headers will be covered). We have adopted an intelligent 

packetization strategy to suit partial checksumming: several small H.264/AVC network adaptation 

layer units (NALUs) are allocated in each packet, but the most sensitive part in the beginning of 

each NALU is extracted and packet separately in the beginning of the payload, in the area that is 

protected by the partial checksum. More details of the packetization scheme can be found in [24,25]. 

On top of MAC Lite, conventional rate control is performed: if congestion is not sufficiently relieved 

by delivering partly corrupted datagrams, the transmission rate will be reduced. If the congestion is 

relieved later, the transmission rate is increased, and when the full rate is achieved again, the system 

starts to increase the proportion of the protected part of the media packets, until full protection is 

regained. The flowchart in Figure 2 illustrates the functionality of the joint MAC Lite and rate 

control mechanism. 
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Figure 2. Flowchart for the proposed congestion control mechanism. 

It is worth noting that since the number of transmission rates is limited by the number of bitstreams 

to switch between, our test configuration does not even allow much flexibility to experiment 

different rate control mechanisms. The used thresholds for bottleneck link utilization (buffer 

fullness) as well as the steps for increasing UDP Lite partial checksum coverage have been defined 

specifically for the used simulation environment, and optimization of the protocol for real-life 

environments would require more work. However, the concept of using UDP Lite in conjunction 

with congestion control is not linked to any specific rate control mechanism, and it could be replaced 

by any other relevant scheme, such as TFRC. In practice, this would require larger number of 

bitstreams or the use of scalable coding with fine grain scalability. 

To study the proposed system, we have implemented a test application in the ns-2 network simulator 

environment [27]. Rate adjustment is performed via bitstream switching: the test server application 



 
 

 
 

uses ten different content files, each corresponding to the same content with different quality and 

bitrate. In this study, we do not want packet losses to occur, since losses would also contribute to 

quality distortion and our intention is to compare the distortions caused by low coding rate and bit 

errors only. This is why buffer fullness in the wireless AP is used as a congestion indicator, instead 

of packet losses. For this purpose, we have defined a specific field in the media packet header that 

carries the number of packets enqueued at the AP. If the number of packets exceeds a predefined 

threshold, it is taken as an indicator of high utilization (congestion). This kind of cross-layer 

communication mechanism may not be easily implemented in real-life network devices, but it is 

considered appropriate for the concept study, since the rate control mechanism is not strictly bound 

to a certain type of congestion indicator. 

In our earlier work [16], we have studied the proposed scheme with a minimalistic network 

configuration with two senders and receivers only, both sending H.264/AVC streams encoded in 

intra mode. In this paper, we have extended our study by using a larger number of senders and 

receivers, as well as more realistic video streams with temporal prediction (i.e. P- and B-frames are 

also enabled). The network topology is depicted in Figure 3. There are n independent streaming 

servers (S1-Sn) in the wired part of the network, sending data to the respective mobile receivers (R1-

Rn) located in the same WLAN cell. In our study, the main focus is on the performance of the 

wireless radio link. This is why such a simple topology in the wired part was considered appropriate 

for our purposes. 



 
 

 
 

AP

S2

Sn

S1

... R2

Rn

R1

...

 

Fig. 3. The network configuration used for the simulations. Arrows indicate the direction of the 

streamed media flow. 

A bitstream switching strategy has been adopted to implement rate control. Ten different encoded 

sequences were generated from two video content files (‘Akiyo’ and ‘Football’ both in CIF format, 

i.e. 352x288 pixels), each with different quantization parameter (QP). Group of picture (GOP) 

structure IBBPBBPBBP (10 frames per GOP) was used. ‘Akiyo’ represents content with very little 

temporal activity, and it can be compressed efficiently with low bitrate using temporal prediction. In 

contrast, ‘Football’ sequence contains high levels of spatial and temporal activity. Due to the 

different characteristics of the test sequences, the resulting ranges for bitrates and PSNR values are 

different for both sequences, as summarized in Table 1. 

Table 1. Quantization parameters, bitrates, and PSNR values for the test video sequences. 

QP PSNR (Akiyo) Bitrate (Akiyo) PSNR (Football) Bitrate (Football) 

51 30.69 76 kbit/s 24.37 82 kbit/s 

48 31.90 85 kbit/s 25.89 118 kbit/s 

45 33.38 96 kbit/s 27.53 179 kbit/s 

43 34.38 109 kbit/s  28.74 242 kbit/s 

41 35.40 122 kbit/s 29.86 312 kbit/s 



 
 

 
 

39 36.55 138 kbit/s 31.10 416 kbit/s 

37 37.57 154 kbit/s 32.35 548 kbit/s 

35 38.41 173 kbit/s 33.43 689 kbit/s 

33 39.32 194 kbit/s 34.63 883 kbit/s 

30 41.16 240 kbit/s 36.70 1.23 Mbit/s 

 

For simulation purposes, the offset and length of each NALU within each video file has been stored 

in a configuration file so that there is no need to handle the actual video content during the 

simulation, but only dummy data is transmitted. Bitstream switching is implemented in the test 

server application by using the bitstream indices in configuration files. The test client collects the 

NALU offsets and bitstream indices and saves them in an output file. The information in the output 

file is used to generate the resulting mixed video bitstream offline after the network simulation. Bit 

errors were generated using a two-state Gilbert-Elliot (GE) model and the resulting bit errors were 

collected in an error pattern file. Then, bit errors are applied to the constructed video streams offline 

after network simulation in parallel of generating the resulting mixed video stream. Practical 

measurements have shown that in spite of some statistical inaccuracies of the GE model, it is 

anyway a useful tool to simulate bit error characteristics in a real wireless link [28], and considered 

appropriate for this study. The components of the simulation environment are shown in Figure 4. 



 
 

 
 

Video 
encoding

Video 
information

Video 
content files

Streaming 
server 

application

Ns-2 protocols + 
channel

(802.11WLAN)

Bit error model

Streaming 
client 

application

Collected 
data

Resulting 
video 

synthesis

Ns-2 
framework

Video 
decoding

Analysis

Media data flow

Control 
information flow

 

Figure 4. The main components and data flows of the simulation environment depicted. 

 

4.2 Results 

In the first set of experiments, we have used a fixed number of streaming servers and clients. To 

avoid unrealistic traffic burst, servers do not start transmission concurrently, but with short intervals. 

Different GE model parameters have been used to produce different bit error rates. In the model, 

there are two states: ‘Good’ and ‘Bad’. In ‘Good’ state, all the bits are transmitted correctly, whereas 

in ‘Bad’ state, a bit is inversed with the probability PErr. In the ‘Good’ state, the transition probability 

to ‘Bad’ state is PGood->Bad, and in the ‘Bad’ state, the transition probability to ‘Good’ state is PBad-

>Good. With a complex bitstream syntax with flags and variable length codes, one single bit error can 

cause error propagation that can be as harmful as a longer bit error burst [29]. This is why the length 

of the error burst is less relevant a parameter as the frequency of bursts, and we have therefore varied 

only PGood->Bad. PBad->Good is kept constant (0.05), as well as PErr (0.5). With these parameters, the 

average burst length is 20 bits, and each burst contains on average 10 erroneous bits.  Parameters for 



 
 

 
 

the model are given in Table 2. Different practical measurement studies show a relatively wide range 

of BERs in real wireless channels from as low as 10-4 up to 10-1, depending on the used technical 

characteristics of the system and environmental factors [30,31]. The parameters used in our study fit 

well to the appropriate parameter space.  

Table 2. Gilbert-Elliot model parameters. 

PGood->Bad Bit error rate 

5.0∙10-5 5.0∙10-4 

1.0∙10-4 1.0∙10-3 

1.5∙10-4 1.5∙10-3 

2.0∙10-4 2.0∙10-3 

2.5∙10-4 2.5∙10-3 

 

In the first experiment, we have studied the dynamics of the proposed scheme. Figure 5 shows how 

the goodputs measured at three receiver nodes evolve in an example scenario, where two of the 

streams are transported using MAC Lite mode and one is using the plain bitstream switching without 

partial checksums. The content is ‘Akiyo’ and BER=2∙10-3. The results show that after the 

convergence phase goodput is very similar for the two streams using MAC Lite. Traditional 

congestion control gains somewhat lower goodput, since it reduces transmission rate in the first 

place without trying partial checksumming first. 
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Figure 5. Evolution of goodput measured at the receivers in a scenario with three competing streams. 

However, the issue of fairness is more complex in practice, since the utility of the streams 

transported with MAC Lite may be impacted by bit errors and it is therefore not directly comparable 

to fully protected streams with equal transmission rate. In Figure 6, the respective curves for wireless 

link utilization are shown, and the situation looks very different. We can notice a drastic decrease in 

the channel utilization curve for the first stream at around 5 seconds, as the sender switches from 

conventional mode to MAC Lite mode. In fact, the MAC Lite streams consume significantly smaller 

proportion of the bottleneck channel capacity than the conventional stream after the convergence 

phase, since they can avoid most of the MAC layer retransmissions. Readers interested in more 

detailed analysis of the relationship between checksum coverage and the amount of derived 

retransmission traffic may refer to studies about packet size optimization [32,33].  
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Figure 6. Evolution of wireless link utilization in a scenario with three competing streams. 

In Figure 7, the average goodput is shown in different cases, when n=5. As BER increases, at some 

point packet losses cannot be avoided any more. We have omitted the results influenced by packet 

losses, and this is why some curves are terminated earlier than others. The results for goodput and 

video quality have been measured in the area where all the servers are transmitting and the 

transmission rates have converged. When MAC Lite is used for all streams, goodput remains 

approximately the same, even though the bit error rate (BER) increases. In this example scenario, the 

maximum bitrate for ‘Akiyo’ sequence is 240 kbit/s, and for ‘Football’ sequence 1.23 Mbit/s (see 

Table 1). The ‘Akiyo’ sequence reaches the maximum bitrate when BER is low (below 0.5∙10-3), and 

in this case there is no difference between traditional rate control and MAC Lite. When BER 

increases, traditional rate control starts to decrease the goodput, whereas with MAC Lite it remains 

approximately the same. For the ‘Football’ sequence the situation is different, since the radio link 

capacity is not sufficient to reach the maximum bitrate even in error free conditions. When BER=0, 



 
 

 
 

the goodput with traditional rate control is actually slightly higher than with MAC Lite. This is 

because the attempt to adjust the partial checksum coverage before traditional rate control causes 

additional delay before the transmission rate is adjusted, leading to larger rate fluctuation and lower 

average goodput when congestion occurs without bit errors. This problem could be alleviated by 

providing the system with more intelligence to omit partial checksumming entirely when there are 

no bit errors present. If there were less active nodes, the shape of the curves for ‘Football’ would 

resemble that for ‘Akiyo’, except that the maximum goodput would be higher. When traditional rate 

control is used and BER is high, the resulting goodput is nearly the same for both sequences in any 

case. 
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Figure 7. Goodput measured at one of the receivers with different bit error rates in the radio channel. 



 
 

 
 

The throughput analysis curves clearly show that in the presence of bit errors, the received bitrate 

can be increased significantly by using the MAC Lite scheme. However, the more interesting 

question is, if the video quality is also improved. In order to study the resulting video quality, we 

have applied the collected bit error traces gained in simulations to the resulting video bitstreams and 

decoded them using the H.264/AVC reference codec, modified to support bit error resilience as 

reported in [16,24]. Since we have applied temporal prediction in the encoded video sequences, we 

have also replaced spatial error concealment used in [16] with temporal error concealment, i.e. 

missing or damaged macroblocks are copied from the preceding frame. 

The quality of the resulting decoded video sequences has been evaluated by measuring PSNR for the 

received sequence in each test case. In spite of the limitations and criticism of PSNR, it is still the 

most commonly used objective metric to estimate the observed subjective quality of video streams, 

and the correlation between relative subjective quality and PSNR has been found to be high when 

the content and distortion type are fixed [34]. This is why we have used it as a quality metric in our 

study as well. The validity of the PSNR results for a subjective quality assessment is discussed in 

more details in Section 4.3. 

The respective PSNR curves for the experiments explained above are shown in Figure 8. As a 

comparison to Figure 7 shows, the relationship between goodput and PSNR is not straightforward. 

However, the use of partial checksums seems to improve the performance of the system also in 

terms of video quality. The higher the BER, the more beneficial the MAC Lite mode gets. Partial 

checksumming also increases the range of bit error levels for which the system still works. Figure 9 

shows the PSNR curves for the case that the BER is kept constant, but the number of active nodes 

transmitting video streams is altered. In this scenario, BER=1.0∙10-3. The results show that when the 



 
 

 
 

number of streams increases, traditional rate control performs worse compared to the partial 

checksumming. For higher BER, the benefit of MAC Lite would be even larger than in this example. 
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Figure 8. PSNR of the resulting video with different bit error rates in the radio channel. 
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Figure 9. PSNR values compared against the number of active streams with fixed BER=1.0∙10-3. 

 

4.3 Subjective video quality 

According to both goodput and PSNR results, the benefits of MAC Lite mode seem to be obvious. 

However, it must be noted that PSNR is not a perfect metric for perceived video quality. For 

example, there is evidence that a video with strongly fluctuating quality from frame to frame is 

perceived as more annoying than a more stable video with lower average PSNR value [35]. The 

quality impairment caused by a decreased coding rate is substantially different from the quality 



 
 

 
 

distortion due to bit errors: a low coding rate impacts the general quality of the whole frame, 

whereas bit errors appear seemingly randomly in temporally and spatially limited areas. The 

difference between source distortion and channel distortion is illustrated with example frames in 

Figure 10. Due to the qualitative difference of these distortion types, PSNR cannot be considered as 

a fully reliable metric for comparing the perceptual impact of source and channel distortion.  

             

a) Source distortion                                                b) Channel distortion 

Figure 10. Example frames with source distortion caused by lossy compression (a) and channel 

distortion caused by bit errors (b). 

In our other work, we have performed subjective tests to compare the subjective experience of 

source and channel distortion [29,36]. Our results suggest that in relatively static video sequences, 

such as ‘Akiyo’, PSNR tends to overestimate the quality, when channel errors are present and the 

source distortion level is low. On the other hand, for sequences with intensive spatial and temporal 

activity, such as ‘Football’, the difference is diminished or even turned into the opposite: PSNR may 

even underestimate the perceived quality level in the presence of channel errors. As the source 



 
 

 
 

distortion level increases, the perceived impact of channel distortion becomes less dominating, and 

the bias in PSNR (towards favoring channel distortion) disappears. This applies to both static and 

intense video contents. These results suggest that the perceived subjective quality difference in the 

‘Akiyo’ sequence favoring MAC Lite may not be as significant as the PSNR results show (see 

Figures 8 and 9). On the other hand, the subjective quality difference in the ‘Football’ sequence 

favoring MAC Lite may be even more significant than the results indicate. However, especially at 

high BER the difference in PSNR is so large (over 8 dB at largest) that there is no doubt about the 

general quality difference: partial checksum mode provides a favorable effect on subjective video 

quality, especially when BER is high and there is a lot of contending traffic (several video streams at 

the same time). 

5. DISCUSSION 

This study is continuation of our previous work published in [16]. Many of the open issues discussed 

in the earlier work have been addressed in this paper. In particular, we have used temporal prediction 

in our encoded video sequences (i.e. P- and B-frames have been enabled), temporal error 

concealment for missing or damaged macroblocks instead of spatial concealment, and we have 

examined network configurations with a larger number of active sending and receiving nodes. We 

have also included two different types of content to show that our conclusions are valid independent 

of content. The validity of PSNR in our work has been discussed and we referred to the subjective 

quality assessment experiments published in [29,36]. Whereas it is widely accepted that PSNR is not 

a good metric for comparing source and channel distortion, we have noted that PSNR can still be 

used for rough estimation of subjective quality. The bias favoring towards either channel or source 

distortion is not so large that it would compromise the general conclusions.   



 
 

 
 

However, there are still some issues that remain open and provide opportunities for future research. 

In our study, we have used the standard error resilience and concealment mechanisms implemented 

in the H.264/AVC codec, such as flexible macroblock ordering (FMO), and copying the missing or 

damaged macroblocks from the preceding frame. Some further improvement could be achieved with 

more advanced error concealment mechanisms that take both spatial and temporal correlations into 

account [37]. Occasionally, there are bit errors that cannot be detected during the decoding process, 

since they do not violate the syntax, but they can still cause significant visible defects in the video. 

We have used a primitive post-processing algorithm to reveal damaged macroblocks by computing 

the gradients at the edges of each macroblock. This method improves the quality to some extent, but 

there are still opportunities to develop more efficient and reliable error detection and concealment 

schemes designed specifically for bit errors. 

The results in [29] show that intra-only coding mode is more robust against bit errors than coding 

with temporal prediction. However, the shape of the curve for quality degradation versus bit error 

rate is similar in both coding modes, when scaled to different applicable ranges of bit error rates. The 

cost of higher robustness is lower compression rate, and we can assume that similar or even higher 

improvement in robustness could be gained by using FEC to decrease the amount of residual bit 

errors. Therefore, FEC and selective delivery of packets with bit errors are not actually rival 

technologies, but they could be used to complement each other. It is not trivial to define the optimal 

trade-off between channel efficiency and overhead for more robust coding or FEC, and this would be 

an interesting topic for future research. 

The most significant open issue in the proposed system is its applicability to real life network 

devices and infrastructures. We have studied the proposed system concept in a network simulation 



 
 

 
 

environment, where it is relatively easy to modify the networking protocols and implement ad hoc 

mechanisms for cross-layer signaling. In real networks, such modifications would be more difficult 

to implement, due to the standardized network protocols and devices that do not intrinsically support 

cross-layer information exchange. In addition, the proposed scheme is useful only in situations 

where a wireless link is the bottleneck. This is not always the case in realistic networking scenarios. 

Therefore, a real system would require sophisticated mechanisms for cross-layer signaling and for 

choosing between traditional rate control and MAC Lite mode dynamically. These considerations 

have been mainly left out of the scope of this paper. However, it is noteworthy that most of the 

proposals in the related literature have been validated with simulation studies only, and the few 

studies with results from practical experiments have some elements that are essentially different 

from our work, such as focus on reliable transport [21] or entirely disabled link layer retransmissions 

[38]. We acknowledge the importance of real world experimental results, and our intention is to 

perform practical studies with real wireless network devices in the future. We also hope that our 

results motivate developers of future networking devices and protocols to provide appropriate cross-

layer control mechanisms that could be used to implement schemes such as the one proposed in this 

paper. 

6. CONCLUSIONS 

Traditionally, congestion control in multimedia streaming is performed by reducing the end-to-end 

transmission rate. This approach may not perform optimally if the bottleneck is a wireless link with 

high rate of physical transmission errors. In this paper, we have extended our previous study 

regarding a scheme that uses MAC layer partial checksums to allow delivery of partly damaged 

packets in order to reduce the number of link layer retransmissions when the radio link appears to 



 
 

 
 

get congested due to bit errors. By simulations, we have shown that this method can improve the 

throughput significantly, compared to traditional rate control, especially when a high bit error rate is 

combined with a large amount of contending traffic. Naturally, bit errors in the media data cause 

channel distortion, but we have shown that by using appropriate mechanisms for bit error control, it 

is possible to achieve improved perceived quality, when compared against conventional rate control. 
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