
Lossless Intra Coding in HEVC with 3-tap Filters

Saeed R. Alvara, Fatih Kamislia

aDepartment of Electrical and Electronics Engineering, Middle East Technical University, Turkey

Abstract

This paper presents a pixel-by-pixel spatial prediction method for lossless intra coding within High Efficiency Video Coding
(HEVC). A well-known previous pixel-by-pixel spatial prediction method uses only two neighboring pixels for prediction, based
on the angular projection idea borrowed from block-based intra prediction in lossy coding. This paper explores a method which
uses three neighboring pixels for prediction according to a two-dimensional correlation model, and the used neighbor pixels and
prediction weights change depending on intra mode. To find the best prediction weights for each intra mode, a two-stage offline
optimization algorithm is used and a number of implementation aspects are discussed to simplify the proposed prediction method.
The proposed method is implemented in the HEVC reference software and experimental results show that the explored 3-tap filter-
ing method can achieve an average 11.34% bitrate reduction over the default lossless intra coding in HEVC. The proposed method
also decreases average decoding time by 12.7% while it increases average encoding time by 9.7%.

Keywords: Image coding, Video coding, Lossless coding, Intra prediction

1. Introduction

Image1 and video compression is performed either lossless
or lossy. In lossless compression, the visual data is preserved
perfectly. In lossy compression, some amount of degradation
in the visual data is tolerated to achieve better compression.
Lossless and lossy compression are used in different applica-
tions. For example, in many multimedia applications such as
TV broadcast or videoconferencing, lossy compression is used.
In applications where perfect preservation of visual data is more
important than bandwidth, such as film archiving or some med-
ical applications, lossless compression is used.

Recently developed HEVC [1] or widely used H.264/AVC
[2] video coding standards support both lossy and lossless com-
pression. Both lossy and lossless compression in these stan-
dards is achieved with a block-based approach. In lossy com-
pression, a block of pixels are first predicted using pixels from
a previously coded frame (inter prediction) or using pixels from
previously coded regions of the current frame (intra prediction).
The prediction is in many cases not accurate and as the next
step, the block of prediction errors are computed and trans-
formed to remove any remaining spatial redundancy. Finally,
the transform coefficients are quantized and entropy coded to-
gether with other relevant side information such as prediction
modes.

In lossless compression, the transform and quantization steps
are skipped and the prediction error block is directly entropy
coded. However, the same block-based prediction methods are
used. In the case of intra prediction, the block-based prediction
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approach becomes less efficient if the transform step is skipped.
Therefore, a large number of research papers have proposed to
modify the block-based intra prediction approach used in loss-
less coding within H.264/AVC or HEVC.

There are two major approaches to improve the block-based
intra prediction in lossless intra coding. In the first group of
approaches, first the block-based intra prediction is performed
and then the prediction error block is further processed with a
second pixel-by-pixel prediction step [3, 4, 5, 6, 7]. In the sec-
ond group of approaches, the block-based prediction approach
is replaced directly with a pixel-by-pixel prediction approach
[8, 9, 10, 11]. These approaches are discussed in more detail in
the next section.

This paper explores an approach for lossless intra coding
within HEVC which falls into the second group of approaches.
In this approach, spatial prediction is performed in a pixel-by-
pixel manner, however, the prediction equations are changed to
improve the prediction performance and increase the compres-
sion efficiency. In particular, while many methods in the liter-
ature use two neighbor pixels for predicting the current pixel
from a particular direction [8] based on the angular projec-
tion idea borrowed from block-based intra prediction, this paper
uses three pixels for prediction according to a two-dimensional
correlation model. This can improve coding gains while merely
increasing computational complexity. The used neighbor pix-
els and weights change depending on intra mode. To find the
best weights for each intra mode, a two-stage offline optimiza-
tion algorithm is utilized and a number of implementation as-
pects are discussed to simplify the proposed prediction method.
Experimental results with the HEVC reference software show
improved coding gains with respect to the default block-based
prediction approach or other improved approaches in the litera-
ture.
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The remainder of the paper is organized as follows. Section
2 discusses related previous research, in particular, the default
intra prediction method in HEVC and some major approaches
for improving lossless intra coding. Section 3 presents the pro-
posed spatial prediction approach for lossless intra coding in
HEVC, and discusses a number of related issues. Next, Section
4 provides experimental results to compare the compression
performance and computational complexity of the proposed ap-
proach with the default lossless intra coding in HEVC and other
improved approaches. Finally Section 5 concludes the paper.

2. Previous Research

This section discusses previous research closely related to
this paper. First, a brief overview the block-based lossless intra
coding in HEVC is given. Next, major approaches for improv-
ing the default lossless intra coding in HEVC are discussed, by
categorizing them into three groups.

2.1. Lossless intra coding in HEVC

Lossless intra coding in HEVC is achieved by retaining pre-
diction and entropy coding and skipping transform, quantiza-
tion, and in-loop filters [1].To exploit spatial redundancy ef-
ficiently, block-based intra prediction in HEVC supports 35
modes for all Prediction Units (PU) with different sizes ranging
from 4x4 to 64x64. Prediction modes 0 and 1 are called pla-
nar and DC modes, respectively and the remaining 33 modes
are angular modes. While the planar and DC modes provide
methods for effectively predicting image blocks with smooth or
gradually changing content, the angular modes can effectively
predict image blocks with directional structure.

In DC mode, each block pixel is predicted with the same
value, which is obtained by averaging the neighbor pixels im-
mediately to left and to the above of the block to be pre-
dicted. In planar mode, the block is predicted according to a
plane model, which can provide a gradually changing predic-
tion block (see [12] for details).

In the angular modes, the location of a block pixel to be pre-
dicted is projected to the reference samples (i.e. neighbor pixels
of the block) along an angle, as shown in Figure 1. Each of the
33 angular prediction modes uses a different projection angle,
as shown in Figure 2. The two closest pixels to the projected
location in the reference samples are used to linearly interpolate
(at 1/32 pixel accuracy) a prediction value as follows :

p = ((32 − w) · a + w · b + 16) >> 5. (1)

Here ”>>” indicates a bit shift operator, a and b represent the
reference samples, and 32 − w and w represent 5-bit integer in-
terpolation weights, which are determined by the angle or pre-
diction mode [12] (See Figure 1).

2.2. Spatial prediction methods based on residual differential
pulse code modulation (RDPCM)

Since the transform is skipped in losless intra coding, the
block-based spatial prediction alone can not efficiently reduce

a b

p

w 32-w

Figure 1: Block-based angular prediction in HEVC. Block pixel to be predicted
is projected on the block neighbor pixels (reference samples) along an angular
direction. Prediction p is obtained from linear interpolation of two closest ref-
erence samples a and b.

the spatial correlation. Therefore, spatial prediction methods
based on residual differential pulse code modulation (RDPCM)
first perform the default block-based intra prediction and then
process the prediction error block further with a second pixel-
by-pixel prediction step.

There are many methods proposed in the literature based on
this approach. One of the earliest of such methods was pro-
posed in [3] for lossless intra coding in H.264/AVC. Here, first
the block-based spatial prediction is performed, and then a sim-
ple pixel-by-pixel differencing operation is applied on the resid-
ual pixels in only horizontal and vertical intra prediction modes.
In horizontal mode, from each residual pixel, its left neighbor
is subtracted and the result is the RDPCM pixel of the block.
Similar differencing is performed along the vertical direction in
the vertical intra mode. Note that the residuals of other angular
modes are not processed in [3]. This method was later accepted
into H.264/AVC extension profile due to its simplicity, good in-
terplay with block-based prediction and its good performance
[13]. Note also that this method is sometimes referred to as the
RDPCM method in the lossless intra coding literature although
it is one possible RDPCM approach.

Another method based on RDPCM is proposed for HEVC in
[4] and is termed cross RDPCM (CRDPCM). The first part of
this method is the same as in the above RDPCM method. In
other words, first block-based spatial prediction is performed,
and then for only horizontal and vertical modes, the prediction
residual block is further processed with vertical pixel-by-pixel
differencing in the vertical mode and horizontal pixel-by-pixel
differencing in the horizontal mode. In the second part of CRD-
PCM method, another pixel-by-pixel differencing is applied on
the obtained RDPCM pixels along the cross direction. In other
words, in the horizontal intra mode, the RDPCM pixels are sub-
tracted from their upper neighbors along the vertical direction,
and in the vertical mode, the RDPCM pixels are subtracted from
their left neighbors along the horizontal direction. Note how-
ever that this second part is not always applied, but only in the
blocks where it provides further compression, which is deter-
mined at the encoder with rate-distortion (RD) optimized deci-
sion and signaled to the decoder with a flag in the bitstream.

Another proposed method similar to CRDPCM is secondary
RDPCM (SRDPCM) [5]. This method applies the second and
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Figure 2: HEVC angular intra prediction modes numbered from 2 to 34 and
the associated displacement parameters. H and V indicate the horizontal and
vertical directionality, respectively, and the numeric part of the parameter refers
to the pixels displacement as 1/32 pixel fractions. (picture reproduced from
[12])

optional differencing operation on the RDPCM pixels not along
the cross direction, but along the same direction. Another
method similar to CRDPCM and SRDPCM is proposed in [6].
This method applies the second and optional differencing oper-
ation on the RDPCM pixels not along the cross or same direc-
tion but along both directions by subtracting from the RDPCM
pixel the average of its left and upper neighbors. Yet another
similar method is proposed in [7]. Here, instead of processing
the block-based prediction residual with a pixel-by-pixel differ-
encing along horizontal or vertical directions, a general linear
prediction is applied using three neighbor residual pixels. The
method is applied to all intra modes of HEVC and the linear
prediction weights are updated at the encoder/decoder during
encoding/decoding from previously encoded/decoded pixels.

While the simple RDPCM method [3] provides modest im-
provements in coding gain with respect to only block-based pre-
diction, more complicated methods such as CRDPCM [4] can
require additional RD-optimized decisions at the encoder and
syntax change to signal decision.

2.3. Spatial prediction methods based on pixel-by-pixel predic-
tion

When the transform step is skipped in lossless intra coding,
the block-based spatial prediction becomes less effective since
some block pixels are predicted from distant reference samples
and there is no transform step that can compensate for this in-
efficient prediction. However, since the transform is skipped
in lossless coding, a pixel-by-pixel spatial prediction approach

p
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Figure 3: Sample-based Angular Prediction (SAP) proposed for HEVC in [8].
Block pixel to be predicted is projected on the immediately above row (or col-
umn, depending on mode) pixels (reference samples) along an angular direc-
tion. Prediction p is obtained from linear interpolation of two closest reference
samples a and b.

can now be used instead of a block-based approach for more
efficient prediction.

Many lossless intra coding methods based on pixel-by-pixel
prediction approach appeared in the literature [8, 9, 10, 11].
One such method applied in HEVC is provided in [8] and is
called Sample-based Angular Prediction (SAP). In the SAP
method, the planar and DC modes are not modified. In the an-
gular modes, the same angular projection directions and linear
interpolation equations of HEVC are used, and only the used
reference samples are modified. Instead of the the block neigh-
bor pixels, the immediate neighbor pixels are used as reference
pixels, as shown in Figure 3, resulting in a pixel-by-pixel pre-
diction version of the HEVC block-based spatial prediction ap-
proach.

Another pixel-by-pixel prediction approach is given in [9],
where it is applied to only the DC prediction mode. In this
method, called piecewise DC prediction (PWDC), each block
pixel is predicted by the average of its left and upper neighbors
in the DC mode. The authors of [9] also combine their approach
with the RDPCM and CRDPCM methods discussed in Section
2.2 and report improved coding gains.

Another pixel-by-pixel prediction approach is given in [10],
where it is applied to only the planar prediction mode. Each
block pixel is predicted by a weighted average of its four neigh-
bors (left, upper-left, upper, upper-right) and the weights are de-
termined during encoding/decoding using a table look-up [10].

A more recent pixel-by-pixel prediction approach is given in
[11], and is called adaptive directional SAP (AD-SAP). This
method is similar to the SAP method discussed above, in the
sense that the same prediction equations are used in a pixel-by-
pixel manner. However, unlike the SAP method which uses the
same prediction direction inside a single prediction block, the
AD-SAP method may adaptively change the prediction direc-
tion for each pixel inside a prediction block, by checking how
well the neighbor pixels can be predicted from their respective
neighbor pixels [11].

While the pixel-by-pixel prediction methods discussed here
provide improved coding gains, [8] applies the method to only
angular modes, [9] applies it to only DC mode, [10] applies
it to only planar mode with a complex algorithm and [11] re-
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quires complex calculations to change prediction direction for
each pixel. As will be discussed in Section 3, this paper pro-
vides a unified treatment of pixel-by-pixel prediction applied to
all modes with optimized prediction weights and can provide
better coding gains.

2.4. Methods based on modified entropy coding

In lossy coding, transform coefficients of prediction resid-
uals are entropy coded, while in lossless coding, the predic-
tion residuals are entropy coded. Considering the difference of
the statistics of quantized transform coefficients and prediction
residuals, several modifications in entropy coding were pro-
posed for lossless coding in HEVC [14, 15, 16, 17, 18, 19].
A brief overview is as follows. In [15], the scanning order is
reversed and the binarization used in the entropy coder is mod-
ified. An intra mode dependent scanning order is proposed in
[16]. Coding of the last position flag is modified in [17, 18] and
coding of the levels of the coefficients/residuals is modified in
[19].

3. Lossless Intra Coding with 3-tap Filters

This section presents the spatial prediction method explored
in this paper for lossless intra coding in HEVC. The method
is based on the pixel-by-pixel prediction approach discussed in
Section 2.3.

3.1. 3-tap filtering approach

A simple way to obtain a pixel-by-pixel prediction method
for lossless intra coding in HEVC is to slightly modify its
block-based angular prediction method so that the reference
samples used for prediction are not taken from the distant block
neighbor pixels but from the immediate neighbors in the above
row or left column, depending on mode. This is exactly what is
done in the SAP method proposed in [8], which was discussed
in Section 2.3.

A major reason why the angular projection based spatial
prediction method is commonly used for block-based spatial
prediction is that it is a computationally simple method and
works well together with a transform and adaptive block-sizes
in lossy intra coding. However, the angular projection ap-
proach assumes a strong directional and one-dimensional cor-
relation among pixels, which is a limited model. In particular,
in a pixel-by-pixel neighborhood used in lossless intra coding,
a two-dimensional pixel correlation (although possibly direc-
tional) can be a much better model and does not increase com-
putational complexity of prediction significantly. As a result,
this paper proposes a pixel-by-pixel prediction approach where
each block pixel is predicted from a two-dimensional neighbor-
hood of pixels. An example is shown in Figure 4 where three
neighbor pixels (left, upper, upper-right) are used for predicting
a block pixel. The prediction in Figure 4 can be compared to
the prediction of [8] shown in Figure 3. Note that similar two-
dimensional correlation models were also used for lossy intra
coding with improved results over block-based angular projec-
tion methods [20, 21].

c p

a b

Figure 4: Proposed 3-tap filtering for lossless intra coding in HEVC. Each block
pixel is predicted from a two-dimensional neighborhood of pixels based on a
two-dimensional correlation model. Prediction p is obtained as a linear combi-
nation of neighbor pixels a, b and c.
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Figure 5: Neighbor pixels used for prediction in the 3-tap filtering method ac-
cording to intra modes of HEVC. Intra modes 2-9 use neighbor pixels shown
in (a), planar, DC modes (0,1) as well as intra modes 10-18 use neighbor pix-
els shown in (b), intra modes 19-26 use neighbor pixels shown in (c) and intra
modes 27-34 use neighbor pixels shown in (d).

The pixels in the two-dimensional neighborhood to be used
for prediction must be chosen carefully to reflect various possi-
ble directional correlation in images. In this paper, the neigh-
bor pixels shown in Figure 5 are used for prediction in different
intra modes of HEVC. These neighbor pixels were chosen so
that each intra mode in 3-tap filtering method can reflect sim-
ilar directionality as the same mode in HEVC. The prediction
equation in each mode is the same and is given in Equation (2)
below, however, the location of the neighbor pixels a, b and c as
well as the prediction weights ρ1, ρ2 and ρ3 change according
to intra mode as shown in Figure 5.

p = ρ1 · a + ρ2 · b + ρ3 · c. (2)

Notice that unlike in the SAP method [8], the proposed pixel-
by-pixel prediction approach is used for all angular modes as
well as the DC and planar modes. Notice also that it is possi-
ble to use four or even five neighbors for prediction but due to
the large number of prediction modes in HEVC, the increasing
computations and diminishing coding gains, only three neigh-
bors are used for prediction in all intra modes.

3.2. Prediction weights

While Equation (2) provides the prediction expression, a ma-
jor question is how to find the weights ρ1, ρ2 and ρ3 for each
intra mode of lossless intra coding in HEVC. These weights
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were determined from a training sequence2 using a two-stage
optimization approach. In the first stage, an iterative minimum-
squared-error (MSE) method is used, which finds the weights
that minimize the mean squared prediction error over the train-
ing sequence. These parameters are then further refined in the
second stage by minimizing the bitrate over the training se-
quence. These final weights will then be later used to code the
test sequences of HEVC.

In the first stage of the optimization approach, the weights
ρ1, ρ2 and ρ3 are obtained offline from a training sequence by
minimizing the squared-error, i.e. the sum of squares of predic-
tion errors in the training sequence. A prediction error pixel r in
a block is obtained by subtracting out, from the original block
pixel o, the prediction p given in Equation (2) :

r =o − p

=o − (ρ1 · a + ρ2 · b + ρ3 · c). (3)

The weights ρ1, ρ2 and ρ3 are then found by minimizing the
sum of the squares of prediction error r for all pixels from the
training sequence that were coded with the same intra mode :

argmin
ρ1, ρ2, ρ3

∑
Ik

(o − ρ1 · a − ρ2 · b − ρ3 · c)2. (4)

Note that the above sum is over the set Ik which includes all
pixels in the training sequence coded with the same intra mode.
In other words, the above minimization problem is solved for
each intra mode separately. The solution can be easily obtained
and is given by Equation (5):

ρ̂1
ρ̂2
ρ̂3

 =



∑
Ik

a2 ∑
Ik

a · b
∑
Ik

a · c∑
Ik

b · a
∑
Ik

b2 ∑
Ik

b · c∑
Ik

c · a
∑
Ik

c · b
∑
Ik

c2



−1 

∑
Ik

o · a∑
Ik

o · b∑
Ik

o · c


(5)

Finally, to obtain the weights for all intra modes collectively,
an iterative approach is used. In each iteration, the training se-
quence are encoded using the weights from the previous itera-
tion, and Equation (5) is solved at the end for each intra mode
to obtain the new weights for the next iteration. The initial iter-
ations uses the SAP method [8], and the iterations are stopped
when the estimated weights don’t change significantly and the
coding gain stabilizes, which typically takes about five to ten
iterations.

In the second stage of the optimization approach, the pre-
diction weights from the first stage are further refined by mini-
mizing the bitrate over the training sequence. While MSE and
bitrate are in general coherent, the ultimate performance metric
of a lossless codec is the bitrate, and therefore a second-stage
optimization is performed to further fine-tune the weights to
achieve minimum bitrate instead of MSE over the training se-
quence. The exact optimization method used here will be dis-
cussed in Section 4.3.

2A training sequence was formed from several images in the JPEG-XR im-
age test set [22].

3.3. Implementation aspects

While Sections 3.1 and 3.2 discuss the proposed pixel-by-
pixel prediction approach and the determination of the predic-
tion weights, a number of other aspects related to the imple-
mentation and simplification of the proposed prediction method
need to be carefully considered. These aspects are the bit-depth
of the weights ρ1, ρ2 and ρ3, whether the weights in each intra
mode should be changed depending on the block-sizes avail-
able in HEVC, and whether the same weights can be used for
symmetric modes such as horizontal and vertical modes. Note
that the analysis presented here uses only the MSE method to
determine the prediction weights. The second-stage optimiza-
tion method will be used in Section 4.3 based upon the results
provided here.

3.3.1. Weights in different block-sizes
While the default block-based spatial prediction in HEVC

and the pixel-by-pixel SAP method in [8] use the same interpo-
lation weights at all block-sizes in each intra mode, it needs
to be examined how the compression performance changes
in the proposed prediction method with different weights in
each block-size. To examine this, mode-dependent weights are
obtained for each PU block-size available in HEVC (4x4 to
32x32) separately and together. To obtain separate weights in
each block-size, the set of training sequence pixels Ik in Equa-
tions (3) and (4) is formed separately for each intra mode and
each block-size, resulting in a total of 35 × 4 = 140 different
mode and block-size dependent weights. To use same weights
in each block-size, the set of training sequence pixels Ik in
Equations (3) and (4) is formed for each intra mode using all
available block-sizes, resulting in a total of 35 different and only
mode-dependent weights. The experimental results provided in
Section 4 show that only mode dependent weights are sufficient
and allowing the weights to change across the block-size does
not bring significant coding gains.

3.3.2. Bit-depth of weights
While the default block-based spatial prediction in HEVC

and the pixel-by-pixel SAP method in [8] use 5-bits for the
prediction weights (in interpolation at 1/32 pixel fractions), it
needs to be examined how varying the bit-depth of the weights
affects the compression performance in the proposed prediction
method. To examine this, the weights obtained as discussed in
Section 3.2 are quantized to 10-bits and 5-bits, and obtainable
coding gains with both bit-depths are compared in the experi-
mental results in Section 4. These results show that using 5-bits
for the weights is sufficient and the coding gain drop from using
10-bit weights is insignificant.

3.3.3. Weights in symmetric modes
While the default block-based spatial prediction in HEVC

and the pixel-by-pixel SAP method in [8] use the same interpo-
lation weights for symmetric modes such as modes 17 and 19
(see Figure 2), it needs to be examined how using different or
same weights in the symmetric modes affects the compression
performance in the proposed prediction method. To examine
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this, 5-bit and only mode-dependent weights are obtained sep-
arately and together for each symmetric mode. To obtain sep-
arate weights in each mode, the set of training sequence pixels
Ik in Equations (3) and (4) is formed separately for each in-
tra mode, resulting in a total of 35 different mode dependent
weights. To use same weights in symmetric modes, the set of
training sequence pixels Ik in Equations (3) and (4) is formed
for each pair of symmetric intra modes using pixels coded from
both modes, resulting in a total of 1 + 1 + 1 + 16 = 19 different
weights. (Note that DC, planar and mode 18 do not have sym-
metric pairs and only the remaining 16 modes have symmetric
pairs.) The experimental results provided in Section 4 show that
symmetric weights are sufficient and allowing different weights
for symmetric modes does not bring significant coding gains.

4. Experimental Results

This section provides experimental results to compare the
proposed pixel-by-pixel prediction approach based on 3-tap fil-
tering against other approaches, in terms of achievable com-
pression efficiency and incurred computational complexity.
First, Section 4.1 presents the experimental settings used in all
provided experimental results. Next, Section 4.2 presents ex-
perimental results to analyze the implementation aspects of the
proposed 3-tap filtering method discussed in Section 3.3. Then,
Section 4.3 discusses fine-tuning the 3-tap filter weights by op-
timizing for bitrate and presents improved results. Next, Sec-
tion 4.4 compares the compression efficiency and some statis-
tical analysis results of the 3-tap filtering method with default
HEVC and SAP methods. Finally, Section 4.5 provides a com-
plexity analysis of the compared methods.

4.1. Experimental settings

The proposed pixel-by-pixel prediction approach based on 3-
tap filtering is implemented into the HEVC reference software
HM12.0 [23]. For the provided experimental results, the com-
mon test conditions and the AI-Main reference configuration (in
which all frames are coded as intra frames) in [24] are followed.
All test sequences in class A to F are used in the experiments.

Notice that in all the experimental results presented below,
the used prediction weights were obtained offline as discussed
in Section 3.2 from a training sequence that does not include
any of the experiment sequences.

4.2. Analysis of implementation aspects of the proposed 3-tap
filtering method

This section presents experimental results to analyze the im-
plementation aspects of the proposed 3-tap filtering method dis-
cussed in Section 3.3. In particular, the analyzed aspects are
the bit-depth of the prediction weights, whether the weights in
each intra mode should be changed depending on the block-
sizes available in HEVC, and whether the same weights can be
used for symmetric modes.

First, prediction weights are obtained in the most general
case from the training sequences. In this case, the weights were

allowed to change in different PU block-sizes, have a large bit-
depth (10-bits), and were not required to be same in symmetric
modes. In this most general case, a total of 35 × 4 = 140 dif-
ferent mode and block-size dependent 10-bit weights were ob-
tained from the training sequence and used in the experiments.
The compression results are shown in the first column of Table
1 as percentage bit-rate reduction over the default block-based
lossless intra coding in HEVC. It can be seen that significant
bitrate savings can be achieved with an average of 10.84%.

Next, to analyze how varying the weights in different block-
sizes affects the compression performance in the proposed pre-
diction method, the weights at different block-sizes were forced
to be same in each intra mode, resulting in a total of 35 only
mode-dependent 10-bit weights. The compression results of
this case are shown in the second column of Table 1. It can
be seen that the compression results hardly change. In fact, the
average bitrate reduction goes up by 0.02% to 10.86%.

Next, to analyze the effect of the bit-depth of the predic-
tion weights, the obtained 35 mode-dependent weights were
quantized to 5-bits to be congruent with HEVC interpolation
weights. The compression results of this case are shown in the
third column of Table 1. It can be seen that the average bitrate
reduction drops slightly to 10.70%.

Finally, to analyze the effect of using same weights in sym-
metric modes, the weights for symmetric modes were forced
to be the same, resulting in a total of 19 mode-dependent 5-bit
weights. The compression results of this final case are shown
in the final column of Table 1. It can be seen that the average
bitrate reduction drops slightly to 10.54%.

To summarize, the presented experimental results indicate
that the discussed implementation aspects do not affect the com-
pression performance in a significantly unfavorable way, and
the simplest and most implementation friendly case, where only
19 mode-dependent 5-bit weights are used, achieves a compet-
itive 10.54% bitrate reduction over block-based HEVC lossless
intra coding.

Table 1: Average percentage bitrate reduction of proposed 3-tap filtering
method with different implementation settings over HEVC lossless intra cod-
ing.

General Block-size + Bit-depth + Symmetry
case dependency reduced to enforced

removed 5-bits
Class A 15.52 15.42 15.30 15.28
Class B 7.71 7.83 7.63 7.21
Class C 8.62 8.61 8.48 8.40
Class D 10.65 10.72 10.58 10.47
Class E 13.02 13.00 12.82 12.70
Average 10.84 10.86 10.70 10.54

4.3. Fine-tuning of weights of 3-tap filtering method by opti-
mizing for bitrate

While prediction MSE and coding bitrate are in general
coherent, in the sense that smaller squared prediction error
generally leads to smaller coding bitrate, obtaining prediction
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weights by minimizing squared prediction error is mismatched
with the ultimate bitrate that lossless coders optimize. In other
words, the prediction weights which minimize squared pre-
diction error may not necessarily produce minimum bitrate.
Hence, a second-stage optimization is performed to further fine-
tune the weights from the MSE optimization stage to achieve
minimum bitrate instead of MSE over the training sequence.

Based on the results presented in the previous section (Sec-
tion 4.2), only the simplest and most implementation friendly
case with only 19 mode-dependent 5-bit weights is further re-
fined by optimizing for bitrate. A simple optimization algo-
rithm is used to fine-tune the prediction weights.

First, the HEVC coder is run with the prediction weights ob-
tained from first stage (MSE) optimization and the resulting bi-
trate is Bopt. Let ρ1,k, ρ2,k and ρ3,k be the prediction weights of
mode k and its symmetric mode if it exists. Then, the optimiza-
tion approach consists of applying the following steps :

1. Let k = 0 and Bbest = Bopt.
2. Generate 6 candidates for prediction weights of mode k

(ρ1,k,i , ρ2,k,i and ρ3,k,i), run HEVC coder by replacing
mode k’s weights with the candidates and record the re-
sulting bitrates Bi. Find candidate with smallest bitrate,

Table 2: Candidate prediction weights

(Candidate) i ρ1,k,i ρ2,k,i ρ3,k,i Bitrate Bi

1 ρ1,k + 1 ρ2,k − 1 ρ3,k B1

2 ρ1,k − 1 ρ2,k + 1 ρ3,k B2

3 ρ1,k + 1 ρ2,k ρ3,k − 1 B3

4 ρ1,k − 1 ρ2,k ρ3,k + 1 B4

5 ρ1,k ρ2,k + 1 ρ3,k − 1 B5

6 ρ1,k ρ2,k − 1 ρ3,k + 1 B6

i∗ = argmini Bi. If Bi∗ < Bopt, update bitrate Bopt = Bi∗

and prediction weights for mode k and its symmetric mode
ρ1,k = ρ1,k,i∗ , ρ2,k = ρ2,k,i∗ and ρ3,k = ρ3,k,i∗ .

3. If k < 18, (i.e. not the last mode without a symmetric
pair), increment k by one and go to step 2. If k = 18, check
if this iteration over all intra modes improved bitrate, i.e.
Bopt < Bbest. If so, go to step 1, otherwise finish.

The prediction weights obtained from this algorithm increase
the bitrate reduction over HEVC further as shown in Table 3.
Table 4 lists the 19 mode-dependent 5-bit weights of the final
obtained 3-tap filters.

4.4. Comparison to HEVC, SAP and other methods

The compression efficiency of the proposed 3-tap filtering
method is compared against HEVC, the SAP method [8], and
several other methods from the literature. Table 5 shows the
results. It can be seen from the table that the proposed 3-tap
filtering method achieves the best average coding gain result;
an average 11.34% bitrate reduction over HEVC. Notice that we
implemented only the SAP method in addition to our proposed
3-tap filtering method, while the results of the other methods
are taken from the respective papers.

Table 3: Average percentage bitrate reduction of the proposed 3-tap filtering
method over HEVC lossless intra coding after first (for MSE) and second stage
(for bitrate) of optimizations.

After optimization After optimization
for MSE for bitrate

Class A 15.28 15.67
Class B 7.21 7.81
Class C 8.40 8.88
Class D 10.47 11.10
Class E 12.70 14.38
Average 10.54 11.24

Table 4: 3-tap filter weights

Modes ρ1 ρ2 ρ3

0 22 -11 21
1 19 -1 14

2,34 -11 29 14
3,33 0 22 10
4,32 10 22 0
5,31 10 14 8
6,30 25 12 -5
7,29 19 4 9
8,28 29 5 -2
9,27 31 -2 3

10,26 30 -25 27
11,25 32 -11 11
12,24 27 -16 21
13,23 23 0 9
14,24 15 6 11
15,21 22 14 -4
16,20 14 22 -4
17,19 5 29 -2

18 7 14 11

The frequency of selection for each intra mode with different
prediction methods (averaged over all experiment sequences)
are provided in Figure 6 for HEVC, SAP and 3-tap filtering
methods. It can be seen that in HEVC, planar, DC, horizon-
tal and vertical (0,1,10,26) modes are most frequently selected.
In the SAP method, planar and DC are not the most frequently
selected modes anymore due to their block-based prediction.
In the 3-tap filtering method, planar and DC modes are again
amongst the most frequently selected modes together with hor-
izontal and vertical modes. The frequency of selection for hor-
izontal and vertical modes are twice as large as those of planar
or DC modes.

The frequency of selection for each PU block-size with dif-
ferent prediction methods (averaged over all experiments in
each class of sequences) are provided in Figure 7. It can be seen
that in HEVC, 4x4 is by far the most frequently selected block-
size with around 80%, and 8x8 is the next most frequently se-
lected block-size taking almost all of the remaining percentage,
and 16x16 and 32x32 block-sizes are almost not selected. This
is due to the block-based prediction in HEVC, which is most
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Table 5: Average percentage bitrate reduction of multiple methods from the literature and the proposed 3-tap filtering method over HEVC lossless intra coding.

RDPCM CRDPCM PWDC SAP AD-SAP Proposed
[4] [4] [9] [8] [11] 3-tap filtering

Class A 7.19 11.3 10.06 8.7 11.11 15.67
Class B 3.54 3.91 5.29 5.11 5.45 7.81
Class C 4.46 4.76 4.29 6.99 6.47 8.88
Class D 6.3 6.91 4.89 8.65 8.85 11.1
Class E 8.32 9.72 6.74 10.54 10.84 14.38
Class F 9.82 10.11 4.77 12.44 13.75 11.81
Average 6.12 8.43 5.95 8.51 9.41 11.34

accurate in the smallest 4x4 block-size. In the SAP [8] and 3-
tap filtering methods, due to the more accurate pixel-by-pixel
prediction methods, 16x16 and 32x32 block-sizes are also se-
lected with significant frequency. Notice that the frequency of
selection for the 16x16 and 32x32 block-sizes are largest with
the 3-tap filtering method, which can be and indication of its
more effective spatial prediction performance.

4.5. Complexity analysis
This section presents a complexity analysis based on the en-

coding and decoding time of HEVC reference software with
different spatial prediction methods. The results are normal-
ized with respect to the HEVC encoding/decoding times and
are given in Table 6. These results were obtained by averaging
encoding and decoding times of all frames in all experiment
sequences.

Notice that, even though more computations are required to
predict each block pixel in the SAP and 3-tap filtering meth-
ods than in HEVC methods, the average decoding times with
SAP and 3-tap filtering methods decrease to 94.4% and 87.3%
of the average HEVC decoding time. This is due to the bi-
trate reductions in the SAP and 3-tap filtering methods which
allow the computationally complex entropy decoding process
to finish faster. In the encoder, the faster entropy encoder is not
sufficient to compensate for the increased computations of the
predictions due to the repetitive rate-distortion optimized intra
mode selection process, where a large number of intra modes
must be computed in each block. Hence, the encoding times
with SAP and 3-tap filtering methods increase to 101.8% and
109.7% of the average HEVC encoding time.

In addition to encoding and decoding times obtained from
HEVC reference software, the following observations can be
also beneficial for some implementation platforms, such as
hardware implementations. First, decoder implementation is
discussed. In the block-based HEVC method, all block pix-
els can be predicted in parallel because all depend on only the
block-neighbor pixels. In the SAP method, however, there is
a dependency between rows (in vertical modes) or columns (in
horizontal modes) of pixels because each row/column of pix-
els are predicted from the reconstructed pixels in the above
row/column. Hence to predict each row/column, the recon-
struction (i.e. adding prediction and residual to get original
pixel values) of pixels in the previous row/column must be com-
pleted first. A stronger dependency exist in the 3-tap filtering

method. Each pixel is predicted from the reconstructed left and
above pixels. Hence to predict each block pixel, the reconstruc-
tion of immediately previous pixel and pixels in the previous
row/column must be completed first. Thus it seems that each
pixel must be processed sequentially, however, an approach
similar to the wavefront parallel processing [1] of coding tree
units in HEVC can be used here also to reduce the sequential
processing dependencies. In encoder implementations, all of
the dependency issues can be overcome since all original pixels
in a block are readily available.

Table 6: Normalized average encoding and decoding times

Encoding Time Decoding Time
HEVC method 100.0% 100.0%
SAP method [8] 101.8% 94.4%
3-tap filtering 109.7% 87.3%

5. Conclusions

This paper proposed a pixel-by-pixel spatial prediction
method for lossless intra coding in HEVC. The proposed
method uses three neighboring pixels for prediction according
to a two-dimensional correlation model. The used neighbor
pixels and weights change depending on intra mode. To find
the best weights for each intra mode, a two-stage offline op-
timization algorithm was used and a number of implementa-
tion aspects were analyzed to simplify the proposed prediction
method.

Experimental results within HEVC reference software
showed that when all HEVC intra modes are replaced with the
proposed 3-tap filtering method, an average 11.34% bitrate re-
duction was achieved over the default lossless intra coding in
HEVC. The proposed method also decreases average decod-
ing time by 12.7% while it increases average encoding time by
9.7%.
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