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Trieste 63, 35121 Padova, Italy

Abstract

Human ability to foresee the near future plays a key role in everyone’s life to pre-

vent potentially dangerous situations. To be able to make predictions is crucial

when people have to interact with the surrounding environment. Modeling such

capability can lead to the design of automated warning systems and provide

moving robots with an intelligent way of interaction with changing situation.

In this work we focus on a typical urban human-scene where we aim at predict-

ing an agent’s behavior using a stochastic model. In this approach we fuse the

various factors that would contribute to a human motion in different contexts.

Our method uses previously observed trajectories to build point-wise circular

distributions that after combination, provide a statistical smooth prediction to-

wards the most likely areas. More specifically, a ray-launching procedure, based

on a semantic segmentation, gives a coarse scene representation for collision

avoidance; a nearly-constant velocity dynamic model smooths the acceleration

progression and knowledge of the agent’s destination may further steer the path
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prediction.

Experimental results in structured scenes, validate the effectiveness of the

method in predicting paths in comparison to actual trajectories.

Keywords: Long-term path prediction, circular distribution, human-scene

interaction, stochastic model

1. Introduction

Path prediction is a central problem in many applications of computer vision,

robotics and decision systems. To be able to forecast possible actions that a

moving agent such as a pedestrian, or a car, may undertake, it is crucial to

add intelligence to systems that monitor critical areas. Single agent prediction

is a first step to analyse more complex scenarios where we have to deal with

crowded contexts [1, 2]. A plethora of dynamic models have been proposed

in applications like robot path-planning [3, 4, 5], target tracking [6, 7] and

risk prevention [8, 9]. Nevertheless, the capability to predict the path of a

human agent in unstructured environments appears more challenging because

it depends not only on his dynamics, but also on his understanding of the scene

and how he perceives it. For example, a human motion is generally influenced

by a variety of elements such as: obstacles, space perception, group interaction,

cars, traffic lights, etc. Some of them may be quite challenging for models and

algorithms.

The scientific community has shown a great deal of attention to both short-

term and long-term path prediction [10, 11]. The main reason is represented by

the wide range of real-world applications, such as semi-automated cars, human-

like robots, that could benefit from the merging of probabilistic prediction and

data acquired by the numerous sensors that are nowadays available both on-

board and on the scene. Path prediction is also an important part of action

planning for future objectives, or destinations. For example, robots that interact

with humans may gain advantage by predicting motion intentionality to improve

their social tasks for everyday situations. Anomaly situations could be managed
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in advance by unveiling uncommon or non-standard actions. The prediction of

human patterns in streets, or in urban spaces in general, that are crossed by

various users with different behaviors, would be the ultimate goal to improve

the quality of street life.

Recent advances in modeling human behavior using machine learning tech-

niques have allowed us to reach relatively accurate results for the short-term

horizon [12, 13]. Unfortunately, many of the above-mentioned applications re-

quire long-term prediction. The task appears quite challenging for long time

intervals such as predicting what will happen within minutes rather than sec-

onds. The current techniques still need much refinements for robust perfor-

mances. The main challenges are represented by the difficulty of modeling the

human-space interactions and predicting the final destination. In fact, when a

human crosses urban spaces, he/she typically unconsciously takes into account

the surrounding space, the presence of other dynamic objects (cars, bicycles,

other people, etc.) and the goal. In [14], the former problem is addressed by

mimicking the capability of the human vision perception by using both spatial

and temporal information for multi-person target tracking. Furthermore, the

agent’s experience gained in similar contexts influences the dynamics and should

be somewhat considered in the design of the prediction algorithms.

The stochastic model herein set forth aims at predicting the future path of

human agents in static urban scenarios given only their initial position. Posi-

tion estimates can be obtained, for example, through the aid of simple sensors

(photoelectric or infrared beam) located on the roadside, or on cars. In this

paper, path predictions are formulated in probabilistic fashion with plausible

paths driven by circular distributions. The prediction pdf at each time frame

is the result of the combination of various factors that account for dynamics,

environmental constraints and goal.

The main contributions of this paper are: i) a stochastic model to forecast

the behavior of human agents by predicting the most likely areas through the

use of past observed patterns and semantic scene segmentation; ii) a point-wise

analysis that defines static aspects which are independent from the target’s dy-
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namic; iii) fusion of static and dynamic aspects to predict the target’s velocities.

This paper is an extended version of a previous shorter report[15]. Here,

we present also the stochastic framework with an estimation procedure to com-

pute the free parameters of the model. We conducted the experiments for two

significant human target classes which are usually the most difficult ones to

predict.

The remainder of the paper is organized as follows. In Section 2, we provide

a brief overview of the previous literature related to this work. In Section 3

we elaborate details of the proposed path prediction model. In Sections 4.1

and 4.2 we illustrate our experimental scenario and our experimental results,

respectively. Finally, in Section 5 we provide our conclusion and some directions

for future work.

2. Related Work

The modeling of human behavior, merging social and environmental aspects,

has been extensively studied both for tracking and prediction tasks.

In the well-known Social Force Model (SFM) ([16]) behavioral changes are

modeled by means of social fields determined by repulsive and attractive ele-

ments. However, multiple semantic classes along with a different crossing de-

sirabilities allow our model a more detailed description of the human motion.

The SFM has been used to detect anomaly events in crowded contexts [17] and

has also been extended to simultaneously track pedestrians as in [18] where an

IMCMC (Interactive Markov Chain Monte Carlo) framework combines multiple

tracker hypotheses, each based on a specific social interaction. A similar method

to our approach is presented in [19] where an energy function is used to forecast

human trajectories by leveraging geometric features which represent distances

from surrounding objects. However, in urban scenarios more complex patterns

could emerge due to multiple factors, e.g. desire to reach a destination as fast

as possible or walking comfortably keeping a fixed distance from other people.

Another line of research is represented by the modeling of the navigation in
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crowded scenarios especially for robot platforms. For example, [20] uses an MDP

(Markov Decision Process)-based approach with a set of features to describe the

robot’s context. [21] makes also use of an IRL (Inverse Reinforcement Learning)

approach to capture the navigation behaviors which is applicable to large scale

domains using a graph-based structure. The discretization of the state space and

the difficulty in adapting to contexts different than ones used for the learning

phase are, however, problems affecting such kind of approaches. Such problems

have been successfully addressed by [10] and [19] for fixed camera positions.

Our work leverages past observed data. Multiple data-driven approaches

have been proposed, especially for patterns classification task. For example,

[22] defines a graph-based procedure for anomaly path detection. Typical pat-

terns are learned clustering trajectories considering both spatial and non-spatial

features. In [23], the authors detect motion patterns using a fuzzy SOM (Self-

Organizing Neural Network) for activity prediction and anomaly pattern detec-

tion. Nevertheless, new patterns could arise due to traffic deviations or new

building entries, just to name a few. To overcome the problem of learning new

patterns, [24] uses an on-line procedure to learn and predict motion patterns

by means of a HMM (Hidden Markov Model) whose structure and parameters

are updated exploiting new observations. In [25] classified motion patterns are

used to match the observed behaviors to the learned patterns and to measure

their credibility.

Motion dynamic and destination information are relevant elements in many

works as in [26, 27] where the prediction is basically treated as a planning prob-

lem. [28] proposes a LSTM (Long-Short Term Memory)-based model to jointly

predict multiple paths for all the people in a scene exploiting a social pooling

layer for information sharing, while in [29] a Bayesian predictor estimates the

final destination of people walking in an outdoor environment with a geometric

approach. [30] proposes an energy minimization approach which includes social

and environmental aspects to select the next action, while [31] provides a par-

ticle filter-based model for both goal and target’s position estimation with an

IMM (Interactive Multiple Model) scheme. [32] demonstrates the importance of
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the prior knowledge to predict future movements, especially for unseen scenes,

making use of matching descriptors. Nevertheless, the aforementioned frame-

works show some limitations, such as the necessity to use large datasets for

the training phase to attain good performance or scarcely generalizable feature

descriptors.

Some recent work [33, 34] has focused on predicting unobserved future ac-

tions. Nevertheless, activity prediction (or forecasting) may not rely on com-

plete observations of the targets as it happens for activity recognition. In [35], a

large collection of videos is used to build a model which predicts the most likely

future of generic agents (e.g., a car) in the scene. This approach also yields a

visual “hallucination” of future likely events on top of the scene. The major

drawback or their approach is that they strongly focus on predicting the future

appearance and shape of the target and their results are mostly related to a

single car-road scenario.

3. Proposed Approach

From an initial position, our aim is to predict the behavior of a human

agent, considering a bird’s-eye view of an urban context, until he/she leaves the

scene. Since human motions are typically determined by intentions, patterns

and velocities, the proposed model incorporates both static and dynamic fea-

tures. Static aspects include factors related to the environment, such as scene

semantics and prior knowledge about the scene. Dynamic aspects rather ac-

count for previously observed velocities and directions. The main assumption

is that the latter strongly depends on the specific target: pedestrians’ patterns

are certainly different from cars’ patterns, or other types of vehicles.

3.1. The Prediction Model

The agent dynamics at time k are represented by the state vector Xk =

[pk,vk]T where pk = [pxk
, pyk ]T and vk = [vxk

, vyk ]T are 2D position and veloc-

ity vectors. The evolution is modeled as a Markov random process with position
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Figure 1: Graphical representation of the dynamic motion model.

and velocity distributed according to the following conditional distributions

pk ∼N (pk;AXk−1,Σw);

vk ∼ Φ(vk|vk−1,pk,pgoal),
(1)

where N (pk;AXk−1,Σw) denotes a 2D Gaussian distribution with meanAXk−1

and covariance matrix Σw. The evolution for position is a standard near-

constant velocity model with

A =

 1 0 T 0

0 1 0 T

 , (2)

where T is the time-frame interval. Position evolution follows the additive model

[36]

pk = pk−1 + Tvk−1 +wk, (3)

where wk is a 2D Gaussian random sequence with zero mean and covariance

matrix Σw. A typical assumption is Σw = σ2
wI2, i.e. circular uncertainty on

the position.

Velocity evolution is more complex as it has to account for four independent
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factors

Φ(vk|vk−1,pk,pgoal) ∝

S(vk|pk) ·O(vk|pk) ·NCV (vk|vk−1) ·D(vk|pk,pgoal),
(4)

The various factors: S Semantics, O Observations, NCV Nearly-Constant

Velocity, D Destination, will be more specifically described in the following.

The model graph is depicted in Figure 1 and does not include any control vari-

able. The velocity conditional distribution and its factors are more conveniently

described in polar coordinated as circular distribution (CDs)

Φ(ρk, θk|vk−1,pk,pgoal) ∝

S(ρk, θk|pk) ·O(ρk, θk|pk) ·NCV (ρk, θk|vk−1) ·D(ρk, θk|pk,pgoal),
(5)

where ρk =
√
v2
xk

+ v2
yk

and θk = atan2(vyk , vxk
). The polar coordinates can

be discretized with (ρik, θ
j
k) = (∆ρ (i − 1), 2π

M (j − 1)), i = 1, ..., N, j = 1, ...,M

and ∆ρ = ρmax

N to obtain a factorization in term of circular histograms (CHs)

Φ(ρik, θ
j
k|vk−1,pk,pgoal) ∝

S(ρik, θ
j
k|pk) ·O(ρik, θ

j
k|pk) ·NCV (ρik, θ

j
k|vk−1) ·D(ρik, θ

j
k|pk,pgoal).

(6)

An example of circular histograms is depicted in Fig. 2 for (N,M) = (5, 8).

Note that the discretized model we consider allows for a target to have null

speed, i.e., to remain in a fixed position until a non-null velocity is picked from

the Φ distribution. Note also that the first two factors depend on the current

position and are to be considered static. Vice versa the third and the fourth

terms depend on the velocity and from the relative position with respect to the

goal and are to be considered dynamic. In the next sections we will analyse in

detail each velocity distribution factor.

3.2. Semantic Factor (static)

Environmental constraints are certainly the most important elements which

drive an agent’s motion. The presence of obstacles, sidewalks and streets, typi-

cally determines deviations from an hypothetical straight line that may point in

the direction of a desired destination. Collisions with objects or other humans
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Figure 2: Example of the circular distributions of our framework. Each distribution takes into

account a model factor. From left to the right: Semantics, Observations, Constant Velocity

and Destination. The distributions are quantized in range and direction. The final pdf is the

normalized product of the four contributions.

also must be avoided. Main structural constraints clearly forbid trajectories

that cross building walls or other barriers, but certain areas may be more likely

to be crossed than others for various reasons. For example, pedestrians are more

likely to walk on sidewalks, while bicycles and cars are more likely to move on

streets or traced lanes. The Semantic Factor S(vk|pk) for path prediction aims

at accounting for how velocity vk is distributed at position pk as a consequence

of structural constraints.

The first step to get the Semantic CD is to assign a semantic class label

ci to each pixel location p. In this work we focus on a street scenario and

use the alphabet C = {background, road, roundabout, sidewalk, grass, tree,

bench, building, bike rack, parking lot} albeit different alphabets could be de-

fined in different contexts. To each semantic class we associate a desirability

value di, 0 ≤ di ≤ 1, which measures how the semantic classes have been

crossed by the training trajectories. The values are collected in a set D =

{dbac, droa, drou, dsid, dgra, dtre, dben, dbui, dbik, dpar}. For example, dbui = 0 (or

dbui ≈ 0 considering noisy trajectories) because no trajectory can go through

a building; or droa > dsid > dgra for a bicycle, since bicycles of our scenarios

typically prefer to ride on roads rather than on sidewalks or on grass. We use

these values to define a Desirability Map D(p), which is different for each target

class of the dataset, and represents a weight for each pixel of the scene.

We assume that the maps we use are already annotated with a semantic
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Desirability map

Bicycle Pedestrian

Semantic scene segmentation

Bicycle Pedestrian

Desirability map

Bicycle Pedestrian

Figure 3: Two maps from the dataset with the semantic segmentation and the desir-

ability maps for the classes Bicycle and Pedestrian respectively (lighter colors indicate

greater desirability). An example of the desirability values for the scenario on the left

are the following: Dbic = {0.0053, 0.8644, 0.0104, 0.1041, 0, 0.0064, 0, 0, 0.0094, 0} and Dped

= {0.0088, 0.2626, 0.0033, 0.6256, 0.0122, 0.0540, 0, 0, 0.0336, 0}. Although obtained by noisy

trajectories, such values demonstrate how bicycles prefer to move on roads as opposed to

pedestrians which tend to move mainly on sidewalks. Contrariwise, the desirability maps for

the scenario on the right point out how both target classes show the same propensity to prefer

the road rather than other semantic elements.

segmentation. Annotation is not the object of this paper as there are many

algorithms and tools for this task [37, 38]. We use the semantic segmentation to

compute the desirability values di simply by counting the number of trajectories

that cross each semantic object for a given target class in the training set. Hence,

to each pixel image p we associate such normalized values, di/
∑
k dk, obtaining

the desirability map for each target class. Examples of desirability maps are

shown in Fig. 3 for two scenarios drawn from the dataset.

For the definition of the Semantic factor S(vk|pk), the bare knowledge of
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the desirability map for an agent in position pk, may not be sufficient because

next velocity is also conditioned by the types of objects in the surroundings.

Therefore, we consider a ray-launching procedure whereby, from a pixel position

pk, we imagine to launch a beam in each direction θi to measure cumulatively

the difficulty to cross the traversed area exploiting the above defined desirability

map. To limit the search around the selected pixel, we firstly compute the

maximum speed vmax which is extracted from the statistics of a given target

class. Then we define the maximum reachable radius ρmax = vmaxT . The ray-

launching procedure is depicted in Fig. 4. Defining a Resistivity map as R(p) =

1 - D(p), we estimate the corresponding integral from the position p up radially

to ρ

z(ρ, θ;p) = min(1,

∫ ρ

0

R(r, θ;ρ)dr), 0 < ρ < ρmax. (7)

The integration path for a fixed direction θi ∈ [0, 2π] could be obtained as

Γ(ρ, θi) = [ρ cos θi, ρ sin θi]
T with 0 ≤ ρ ≤ ρmax. The map R(r, θ;p) is expressed

in polar coordinates with the origin in p. The min(1, ·) notation expresses a

saturation effect obtained when the ray hits obstacles, or when it goes through

undesirable areas for a given target class. In fact, when z(ρ, θ;p) is equals to 1

means that the ray finds an obstacle; similarly, when z(ρ, θ;p) ' 0 means that

the path is relatively free. This procedure is translated in the Semantic circular

distribution as

S(ρ, θ|p) ∝ 1− z(ρ, θ;p) (8)

The distribution is computed for a finite number of directions θ and values ρ

and normalizing the result. An example of such a distribution is shown in Fig.

5.

3.3. Observation Factor (static)

Velocity distributions at a given location are determined not only by struc-

tural constraints, but also by how agents are used to cross that areas. For

example, the velocity of a car on a street cannot be determined only on the ba-

sis of obstacles, because it depends also on where the street is located, what the
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Figure 4: Illustration of the ray-launching procedure. From the pixel location pk, a ray is

launched in various directions according to the quantization defined for the model. The rays

stop when either obstacles or the maximum displacement from the initial position are reached.

This procedure represents the tendency of a human agent to reach free areas rather than non-

free areas due to the presence of obstacles. The procedure is repeated for each pixel of the

scene.

Bicycle Pedestrian

Ray-launching 
procedure

N

S

W E

N

S

W E

Figure 5: The figure shows the distribution S(ρ, θ|p) for a specific location p highlighted with

a red rectangle along with its magnification for two target classes. To simplify, we considered

four directions for the ray-launching procedure (N, S, E, W). The distribution for the bicycle

class shows increasing values up to the maximum velocity vmax for directions (N, E, S),

while the presence of a sidewalk in the W direction determines a low likely to be taken since

such class tends to prefer the street. To the contrary, the pedestrian class shows an opposed

behavior since pedestrians typically move on sidewalks.
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speed limits are, etc. A pedestrian is likely to proceeds at a certain speed in a

path according to many factors that range from pavement status to distracting

objects. Therefore, to fuse this very complex information into a unique dis-

tribution, we have included an Observation Factor O(vk|pk) that carries prior

knowledge of motion from previously observed trajectories. More specifically,

from the training set, at each pixel location p, we compute the output velocity

vectors vi = pnexti − p, i = 1, ..., Nt, where Nt is the number of trajectories

that cross the pixel p and pnexti is the next crossed pixel. A circular histogram

of such vectors vi is created by counting the number of vectors in the sectors

([ρm, ρm+1], [θn, θn+1]) according to the quantization described in Sec. 3.1.

In order to better condition the statistics, such distribution is then enhanced

considering the weighted sum of the statistics of the adjacent pixels as follows:

O(vk|pk) =

N∑
i=1

wDi
O(vk|pki) wDi

= (1− r)D8(pk,pki
) (9)

where the decimation factor r is arbitrary chosen and fixed to 0.8 to avoid

high values for the weights wDi , N is the number of considered pixels and

D8(pk,pki) is the D8 distance, or chessboard distance, between pk and pki .

For our simulations we fix D8(pk,pki) = 1 which means that we only consider

the 8 adjacent pixels around the position pk. Moreover, we assume a uniform

distribution for every region where no statistics are present.

3.4. Nearly-Constant Velocity Factor (dynamic)

The mean tendency of an agent to maintain the previous velocity is en-

closed into the Nearly-constant velocity factor, NCV (vk|vk−1). This distribu-

tion models the possibility for the target to slightly change from its previous

velocity. In fact, sudden changes in route and mainly in velocity are uncom-

mon for the motion dynamic and could happen in abnormal situations. For this

reason, we model such inertia to quickly change the previous velocity making

both a markovian and a gaussian assumption. More specifically we assume that

NCV (vk|vk−1, ...,v1) = NCV (vk|vk−1) and that

NCV (vk|vk−1) ∼ N2(vk;µ,Σ) (10)
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with µ = vk−1 and the second moment Σ ∈ S2
++. In this work, we assume the

variables |vk−1| and ∠vk−1 to be independent. The velocity CD is evaluated

(numerically) computing the following integral

NCV (vk|vk−1) =

∫∫
Ωi,j

Nx,y→(ρ,θ)(vk;µ,Σ)dρdθ (11)

where Ωi,j = (ρ, θ) : ρi ≤ ρ ≤ ρi+1, θj ≤ θ ≤ θj+1, i = 1, ..., N, j = 1, ...,M .

The notation Nx,y→(ρ,θ) stands for the transformation from rectangular (x, y)

to polar coordinates (ρ, θ). In particular, NP,Θ(ρ, θ) = ρ NX,Y (ρ cos θ, ρ sin θ).

The covariance matrix Σ, which is different for each scenario, is evaluated using

the trajectories in the training set. We compute the error velocity vectors ek =

vk − vk−1 of each trajectory in the training set and evaluate the Σ matrix as

Σ =
1

Ntraj − 1

∑
Ntraj

∑
k

E[eke
T
k ] (12)

In other words, the covariance matrix could be seen as the sample covariance

matrix of the training paths of the selected scenario. We report some examples

of the computed covariance matrices in the Table 1.

3.5. Destination Factor (dynamic)

The agent motion is usually steered by an intended final destination. Des-

tination Factor D(vk|pk,pgoal) is the distribution that models the attraction

towards the direction of the goal. To simulate the goal’s attraction in the direc-

tion that connects pk and pgoal, we consider the von Mises distribution which

essentially wraps circularly the normal distribution around a circle. The pdf and

the discretized version used to generate the corresponding circular distribution

are

f(θ|µ, κ) =
eκ cos(θ−µ)

2πI0(κ)
D(θi|µ, κ) =

∫ θi+∆θ

θi−∆θ

f(θ|µ, κ)dθ, i = 1, ...,M. (13)

I0(κ) is the modified Bessel function of zero order and the mean µ =

∠(pk,pgoal) represents the angle described by the position vector of the target

at the discrete time k and the position vector of the goal for the corresponding

ground-truth.
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Figure 6: Example of the Destination CD for two different values of the concentration param-

eter. The blue dot represents the current position while the green one the goal. The arrow

points toward the goal direction. The higher the value κ, the more the goal attracts the target.

Similarly to the covariance matrix Σ, the concentration parameter κ is ap-

proximated by computing the variance of the variable θ, which has the same

role as the mean µ reported above, and then resolving the following expression:

1

Ntraj − 1

∑
Ntraj

∑
k

(θ[k]− θn)2 = var(θ) ≈ 1/κ. (14)

where θ[k] = ∠(pk,pgoal) and θn = E[θ] for the n-th trajectory. The latter

approximation is based on the fact that the value 1/κ could be treated as the

variance (σ2) of a normal distribution, even though the greater the value κ, the

better the approximation.

Fig. 6 shows the effect of concentration parameter κ on the Destination

factor while Fig.7 shows the estimated values of κ for the overall dataset and a

von Mises pdf using its mean value.

3.6. Factor Combination

Figure 8 shows an example of the obtained final distributions for a fixed time

instant k and position p.

It is worth noting that the human path can be typically represented by mul-

tiple nodes, or sub-goals, each one connected to others by “preferred” segments.
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Bicycle

[
0.66 -0.04

-0.04 0.51

] [
0.82 0.22

0.22 0.96

] [
0.54 0.04

0.04 0.55

] [
1.46 -0.30

-0.30 0.56

]

Pedestrian

[
0.67 0.06

0.06 0.46

] [
0.88 -0.06

-0.06 1.12

] [
0.43 0.05

0.05 0.33

] [
0.49 -0.17

-0.17 0.66

]

Table 1: This table shows the estimated parameter Σ for four different scenarios. The variance

matrices are close to be diagonal due to noisy trajectories.

0 2 4 6 8 10 12 14 16 18 20 22
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Pedestrian

Mean value

(a)

0 1 2 3 4 5 6
0
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(b)

Figure 7: The figure (a) shows the estimated values of the parameter κ for the overall dataset.

The mean value shows how the goal has a minimal effect to steer the predicted velocity vector

towards the destination as confirmed in (b) where a vonMises pdf is reported for µ = π and

κ equals to the computed mean value.
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Figure 8: The figure shows: (a) a ground-truth trajectory (in green) and a predicted path (in

red); (b) the corresponding circular distributions and the resulting probability distribution

for (N,M) = (5,16) for a given pixel location pk (highlighted in yellow). In this case: the

Semantic CD shows increasing probability values due to the free space around the location

pk; the Observation CD shows that the most of the training trajectories continues in the

N-W direction from the position pk; the Nearly-constant velocity CD takes into account the

information regarding the previous velocity of the target; the Destination CD points towards

the goal direction. The resulting vector vk is picked as the most likely value from the Φ

distribution depicted on the right.

In our model, such short-term behavior is partially captured by past observa-

tions, O, and nearly-constant velocity dynamics, NCV , which provide to an

agent an immediate feedback on how to approach the proximal space. Con-

versely, the destination, D, and the semantics, S, can be intended as long-term

factors which enhance the prediction to reach distant locations.

4. Experiments

4.1. Dataset and Experimental Protocol

Dataset. To test the proposed approach, we use a subset of the new Stan-

ford Drone Dataset (SDD) [39] which collects crowded urban scenarios referring

to different intersections of a university campus with a wide variety of motion

behaviors that include pedestrians, bicycles, skateboarders, etc.. In particular,

we focus on two types of targets, bicycle and pedestrian, since they typically
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show the most complex pattern to analyse compared to other types of targets.

We select 21 scenarios which contain in total more than 5,300 tracked targets

divided into 2,400 pedestrians and 2,900 bicycles. The semantic classes reported

in Section 3.2 are manually annotated and are used for the ray-launching pro-

cedure. It is also worth pointing out that the provided trajectories are noisy

but we assume they have no process noise. The 80% of the data for each sce-

nario represents the training set while the remaining data is used for the model

validation. Furthermore, we decimate the training trajectories by a factor of 4

since, due to the high frame-rate, the observation factor could have zero values

being based on rate of change of the targets’ position.

Metrics. As a measure of similarity between the generated paths and the

ground-truths we use the modified Hausdorff distance (MHD) [40] in order

to evaluate the physical distance between the generated trajectories and the

ground-truths. Furthermore, to quantify the likelihood of real paths with re-

spect to the distribution of generated trajectories, we use the NLL (Negative

Log Likelihood) following the procedure reported in [19].

Experimental Protocol. The path generation process is stopped when the

target reaches an area of 3 × 3 pixels around the goal or when it reaches the

edges of the scene. The total error value is obtained firstly considering the MHD

error between each trajectory in the k -th scenario Sk, say ti, and the nearest

generated trajectory in term of the final point tgi , i.e. the generated trajectory

whose final point is closest to the goal and then averaging over all the obtained

values

E =
1

NS

NS∑
k=1

1

NtSk

NtSk∑
i=1

MHD(ti, tgi). (15)

Moreover, we make two assumptions: 1) we know the initial target’s position

and its class, i.e. pedestrian or bicycle; 2) we do not know the initial target’s

velocity, so the NCV distribution, at the first step, is assumed to be a uniform
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13.26 8.8179 6.61566.97976.5707

15.917 12.746 12.08 13.39 13.432

N. of directions 4 8 12 16 32

Bicycle

Figure 9: The figure shows the error E for different values of the number of directions to get

the circular distributions. The lowest values is obtained with 12 directions for both classes.

distribution. Namely

NCV (p1|p0) =


1

πv2max
p2

0x
+ p2

0y
≤ v2

max,

0 otherwise

(16)

hence
Φ(v1|v0,p1,pgoal) = Φ(v1|p1,pgoal) ∝

S(v1|p1) ·O(v1|p1) ·D(v1|p1,pgoal).
(17)

The two above assumptions are reasonable since the target’s class could

be easily determined estimating their velocities for a short time interval since

pedestrians typically move more slowly than bicycles. The second assumption

is derived from the fact that the initial velocity could not be available or might

be uncertain.

Baselines. Our approach is compared to the Constant Velocity (CV) model,

described by the equation pk+1 = pk+v∆t, where the constant velocity param-

eter v is picked from the distribution Φ as reported in Eq. 17. Furthermore,

we consider the Social Force Model ([16]) which combines attractive and repul-

sive forces, based on the distance between the target and other objects, such as

walls or window displays, to define a preferred velocity and to guide the tar-

get towards his/her destination. As fluctuation term, i.e. random behaviors to

solve ambiguous situations, we use a zero-mean Gaussian random variable with

a standard deviation experimentally fixed.

19



4.2. Experimental Section

Before presenting the experimental results we focus on the number of direc-

tions used to quantize the motion. In particular, to determine the optimal value

of the resolution parameter R, i.e., the number of directions to get the circular

distributions, we randomly select a scenario of our dataset and then we compute

the error E of the test set for a number of values of R. As shown in Fig. 9 we get

the minimum error with R = 12 for the both considered target’s classes, even

though higher resolutions provide almost the same error. Therefore, also for

computationally reasons, we fix the number of directions to 12 for the following

experiments.

Quantitative experiments. Table 2 shows the quantitative results of the path

prediction for both target classes including the final destination. We also report

the error considering two different approaches for the path selection phase, i.e.

the selection of the most likely path among all the ones simultaneously generated

by our model: (1) CFP and (2) MPP. (1) CFP (Closest Final Point) refers to

the path whose final point is closest to the goal, as described in Section 4.1,

while (2) MPP (Most Popular Path) firstly defines a Popularity map which is

simply obtained by counting the number of trajectories that cross each pixel,

then, it selects the generated path which crosses the most populated areas. In

MPP the generated path is chosen among the ones with the highest popularity

value computed summing the popularity values of each crossed pixel. The table

shows how the first approach is much more suitable for urban scenarios. We also

easily verify that our model outperforms the baselines and notice that the error

for the target pedestrian is greater than the bicycle class for our approach. The

results are also confirmed in Table 3 which reports the Negative Log Likelihood

for the three analysed approaches.

To analyse the impact of each factor of the model on the prediction task,

we report in Fig. 10 the errors obtained by switching off one or more elements,

i.e. by replacing such factors with a uniform distribution (see Eq. 16). We

can clearly observe the importance of the Observation factor O for the bicycle
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target, while the elimination of the Destination D implies a slightly increase

of the mean MHD error for the two classes. As expected, the greatest error is

obtained with three elements off, as reported in the third row. Finally, we also

notice that, when two or three factors are removed from the framework, the

pedestrian target dynamic appears easier to predict. The reason might be the

reduced length of the trajectories of such target (see also Fig. 11b).

Qualitative experiments. The Fig. 11 shows the trajectories generated by our

model for different urban scenarios eliminating one factor at once with the

approaches CFP and MPP. An important element is surely represented by the

Observation factor O since the generated trajectories, without such factor, show

more irregular patterns despite the inclusion of the Constant velocity factor

NCV . The Destination factor D confirms its weak effect within the model

due to the low value of the concentration parameter κ. In fact, even if the

destination is known, the paths selected mainly with the MPP approach are

sometimes different from the ground-truths. The worst case is reported in the

second row for the pedestrian target, where the lack of the goal does not allow

the target to reach the destination following the opposite direction. Hence, we

can affirm that the most important element of our model is surely represented

by the past observations of the scene.

Other qualitative experiments are reported in Fig.12a where the generated

trajectories are very close to the actual ones, but more importantly they are

able to capture the dynamic of the human motion. Compared to the baselines,

the model exploits the prior knowledge which leads to a better prediction even

when more possibilities could be considered to reach the final destination as

shown in the middle, where the target should have crossed the grass to reach

the goal. Figure 12b shows instead the heat maps obtained when the goal is

not known. The model provides the more likely areas which contain most of the

ground-truths starting from the same area.
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Bicycle Pedestrian Mean

CV 29.86 30.76 30.31

SFM 27.85 17.86 22.86

Ours (MPP) 22.43 24.98 23.71

Ours (CFP) 12.24 16.18 14.21

Table 2: Mean Modified Hausdorff Distance for both the baselines and our model using two

different approaches for the path selection phase: CFP (Closest Final Point) and MPP (Most

Popular Path).

Bicycle Pedestrian Mean

CV 4.36 2.94 3.65

SFM 3.74 2.24 2.99

Ours 2.53 2.10 2.32

Table 3: Negative log likelihood (NLL) of our approach compared to the two baselines: Con-

stant Velocity and Social Force Model.
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Figure 10: The figure shows the error obtained varying the number of active elements. The

rows refers to the elimination of one, two and three components from the model, respectively.

We also report the error obtained with the two approaches for the most likely path selection,

CFP on the left and MPP on the right.
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{S, O, NCV, D} {S, O, NCV, D} {S, O, NCV, D} {S, O, NCV, D} {S, O, NCV, D}

(a)

{S, O, NCV, D} {S, O, NCV, D} {S, O, NCV, D} {S, O, NCV, D} {S, O, NCV, D}

(b)

Figure 11: Output of the generation path process for several scenarios of the dataset for the

two target classes (a)Bicycle and (b)Pedestrian. The green path represents the ground-truth

while the red and the yellow paths represent the selected paths with the two above defined

approaches, CFP and MPP respectively. The yellow circle is the starting point. The first

column shows the paths obtained with all the factors activated while in the subsequent columns

we eliminate one factor from the model at once: Semantic S, Observation O, Constant

Velocity NCV and Destination D, respectively.
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(a)

(b)

Figure 12: (a) Qualitative results for several scenarios using the CFP approach. The color

code of the trajectories is the following: green = ground-truth; red = our model; blue = CV;

yellow = SFM. The yellow circle represents the initial position. (b) Heat maps obtained using

a uniform distribution for the Destination CD, i.e., ignoring the final destination. We select

the ground-truths, in green, as the trajectories starting from the same region highlighted with

a yellow rectangle.
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5. Conclusion

We have presented a probabilistic method to predict complex navigation

patterns related to human targets. We have included in the model the main

elements that typically contribute to human motion including past observations

and semantic elements. Different urban scenarios and two target classes have

been tested. The proposed approach is able to reproduce human motion behav-

iors quite well showing a significant improvement in comparison to the constant

velocity and the social force models. The model is suitable for real-time appli-

cations since all its parts are amenable to parallelization.

Future work will be towards the upgrade of this models to include the im-

portant human-human interaction. Such element will contribute updating dy-

namically the semantic factor affecting the overall velocity estimation process.
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