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Abstract
 The fuzzy linguistic approach is frequently considered as a solution for qualitative decision making. In the traditional framework of linguistic decision making, the representation of linguistic information is quite limited because the information has to be expressed by one predefined term. Hesitant fuzzy linguistic term sets (HFLTSs), which can be elicited by comparative linguistic expressions, are proposed recently for the convenience of thinking of several consecutive terms at the same time. Since was introduced, a large number of publications have been devoted to develop the theory, method and application of HFLTSs. In this paper, the concept and characteristics of HFLTSs are revisited at first and then the recent developments are reviewed and classified according to their computational strategies. Based on which, a comparable analysis of some similar techniques is presented to recognize the role of HFLTSs in qualitative decision making. Finally, some existing issues and current challenges are summarized to guide the prospective research of HFLTSs towards a high-quality progress.    
 Keyword: Hesitant fuzzy linguistic term set; Fuzzy linguistic approach; Complex linguistic expression; Linguistic term set; Uncertain linguistic term.
1. Introduction

Qualitative decision making (QDM) is a quite common process to manipulate real-world decision-making problems under uncertainties. The required decision information is often not quantifiable because: (1) its nature is qualitative; (2) it’s too expensive to obtain accurate and quantitative information; or (3) the knowledge and expertise are not sufficient. Frequently, the uncertainties involved in the collected information are not probabilistic but imperfect, imprecise, incomplete and vague. Although fuzzy set theory 76[]
 has been proven to be effective to handle uncertain information, it suffers some limitations such as: (1) it fails if vagueness appears simultaneously from two or more sources; and (2) it’s not a straightforward manner to operate qualitative information. The fuzzy linguistic approach 77[]
 is much more suitable for QDM problems under various kinds of uncertainties.

Linguistic decision making has been systematically investigated to operate qualitative information, especially linguistic information, based on the fuzzy linguistic approach. In the common framework of linguistic decision making 20[]
, a set of linguistic terms is defined on a reference domain to model and cope with the inherent uncertainty and vagueness. A discrete linguistic term set (LTS) is ready if the syntax and semantics of the terms are well-defined. And then experts are encouraged to express their opinions and preferences by selecting the matching terms from the LTS. In the classical linguistic decision making models, such as the model based on extension principle 7[]
, the model based on ordinal scales 73[]
 and the model based on convex combination 22[]
, an approximation process is usually included to make the computational results fall into the predefined range. The approximation brings interpretability to the results, which meet the requirement of computing with words 21[, 78]
. However, it also causes the loss of information. To overcome this drawback, the linguistic 2-tuple model 23[]
 and the virtual linguistic model 
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 are proposed. 
However, these models are still limited because they provide simple terms which might be difficult to express experts’ opinions in a proper and adequate manner 44[]
. In many complex decision situations, more elaborated and complicated linguistic expressions are required to express preferences under a high degree of uncertainty. Take the evaluation of the capability of big data analysis for example. If the LTS S={
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= perfect } is considered, the following linguistic expressions are quite natural: (1) between medium and very high; (2) low or medium; (3) at least very high; (4) roughly medium. It would be very helpful if these kinds of (but not limited to) complex linguistic expressions can be manipulated and operated properly by some linguistic decision making tools. Till now, there are several techniques for modelling various kinds of complex linguistic expressions, such as uncertain linguistic terms (ULTs) 70[]
, hesitant fuzzy linguistic term sets (HFLTSs) 46[]
, extended hesitant fuzzy linguistic term sets (EHFLTSs) 55[]
, fuzzy relation-based linguistic expressions 51[]
 and etc. Among which, HFLTSs are the most popular one.
 HFLTSs are a very effective and flexible technique which focuses on one specific type of complex linguistic expressions, i.e., comparable linguistic terms. An HFLTS is a consecutive, ordered and finite subset of a given LTS. The concept is quite straightforward and thus is easy to use. The context-free grammar 46[]
 which elicits HFLTSs from comparable linguistic terms makes sure that any HFLTS-based linguistic decision making approach starts with real linguistic expressions. Since were introduced, HFLTSs have fascinated much attention and have been developed quickly. There are nearly one hundred of journal and proceeding papers focus on either the variations of HFLTSs or QDM with HFLTSs. The variations include EHFLTS, distribution-based assessments 80[]
, possibility distribution-based HFLTSs 66[]
, discrete fuzzy numbers 54[]
, probabilistic linguistic term sets 
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 and etc. The theoretical development involves with basic operations, comparison laws and orders, aggregation functions, similarity and distance measures and so on. The development of employing HFLTSs in QDM contains a series of novel multi-criteria decision making (MCDM) and/or group decision making (GDM) approaches, QDM approaches based on hesitant fuzzy linguistic preference relations (HFLPRs) and etc. These decision making approaches have been applied in engineering, economic and management area. However, current development suffers some issues and limitations though many exciting results have been published. Some contributions do not follow the idea of HFLTSs. Moreover, the focus of some papers is not HFLTSs at all though the term HFLTS is used.
This paper tends to analyze the current development of HFLTSs and discuss some existing issues and challenges. We will revisit the idea and characteristic of HFLTSs at first. Based on specific linguistic representational and computational models, we will analyze the connections with similar techniques, such as ULTs and EHFLTSs. A comprehensive and brief overview will be presented as well to summarize the current development regarding theoretical, methodological and applied aspects. Most significantly, we will discuss the existing issues and current challenges of developing HFLTSs. 
The rest of this paper is organized as follows. Section 2 recall some linguistic representational and computational models employed in the HFLTS-related literature. The concept and characteristic of HFLTSs are reviewed and analyzed in Section 3. Then the current development of HFLTSs is summarized in Section 4. After the comparable analysis presented in Section 5, some existing issues and current challenges are discussed in Section 6 and Section 7, respectively. Finally, Section 8 concludes the paper. 
2. Linguistic representational and computational models
To clearly understand the current development of HFLTSs, we recall the main idea of several linguistic representational and computational models, i.e., two classical models, the linguistic 2-tuple model and the virtual linguistic model. We begin with a concise summary of the fuzzy linguistic approach and linguistic variables.

Based on fuzzy set theory, the fuzzy linguistic approach manages uncertainties and model imperfect information by means of linguistic variables. Generally, a linguistic variable is a variable whose values are words or sentences in a natural or artificial language rather than precise numbers 77[]
. Although it is less precise than a number, a linguistic value is much closer to the human cognition of dealing with uncertainty. A linguistic variable can be defined by its name, a collection of values (linguistic terms), a universe of discourse, a syntactic rule and a semantic rule. Specifically, the syntactic rule generates each value of the linguistic variable by defining a grammar; and the semantic rule computes the meaning of each value.
To make decisions based on linguistic information, a scheme constructed by four steps is frequently considered 20[]
: (1) choose the LTS with its semantics; (2) choose the linguistic aggregation operator; (3) aggregate the linguistic information; and (4) exploit the rank of alternatives.  
2.1. The classical models

The so-called classical models include two initial linguistic models which are the linguistic model based on extension principle 7[]
 and the symbolic linguistic model 8[, 73]
.
The linguistic model based on extension principle 12[]
 computes linguistic terms by operating on their semantics (membership functions) directly. As linguistic terms are represented by fuzzy numbers, the computational results are fuzzy numbers as well. And the resultant fuzzy numbers do not always match the semantics of any linguistic term. Therefore, if precise results are required or the rank of alternatives can be exploited by fuzzy numbers, then fuzzy numbers can be considered as the output of the model; if the results should be interpretable, then an approximation function is needed to obtain an approximate result which can be represented by a linguistic term. The process is denoted as:
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The symbolic linguistic model has been widely applied in linguistic decision making. The ordered structure of an LTS is assumed as the base of the model. Specifically, the LTS, denoted by 
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(1) The set is ordered: if 
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(3) The negation operator is defined: 
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The framework of decision making with the symbolic linguistic model can be depicted as:
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where 
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 is a linguistic aggregation operator, the approximation function 
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 is employed to provide interpretable computational results.
The LTS 
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 has been rewritten as a subscript-symmetric form 71[]
:
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2.2.  The linguistic 2-tuple model
The linguistic 2-tuple model 23[]
, which is developed based on the symbolic model, is the first accurate linguistic model to avoid the loss of information. The linguistic domain of this model can be considered as continuous, which is totally different from the discrete form in the classical model. The interpretability of the model is implemented by a linguistic term in the discrete LTS and a symbolic translation.
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To enable the flexibility of computing with 2-tuples, an inverse function of 
[image: image32.wmf]D

, denoted by 
[image: image33.wmf]1

-

D

, is also defined such that 
[image: image34.wmf]1

(,)

i

si

aab

-

D=+=

. 

The following aspects serve as the computational basis of the linguistic 2-tuple model (given two 2-tuples 
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(3) The negation operator: 
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The linguistic 2-tuple model has been widely used in linguistic decision making. See 37[]
 for a detailed review.
2.3. The virtual linguistic model
The virtual linguistic model 
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[69, 72]
 is another accurate linguistic model which presents a more straightforward way to use the indices of terms. Similar to the linguistic 2-tuple model, this model extends the discrete LTS to a continuous version. Mathematically, the computational process and results of this model are equivalent to those of the linguistic 2-tuple model 9[]
. Formally, the model computes the indices of term directly. This fact makes the model much easier than the linguistic 2-tuple model. However, it also brings obstacles to interpret the semantics of virtual terms.
Given LTS 
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 with semantics defined on a domain, the virtual linguistic model extends the set to a continuous form:
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Then for any 
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, then it is an original term or atomic term; otherwise, it is a virtual term. From the view of computing with words, a virtual term can be generated by an atomic term and a real number. Moreover, based on the semantics of atomic terms, the semantics of a virtual term is defined by means of a linguistic modifier. See 72[]
 for details about this issue.

The computational model of virtual terms consists of the following aspects (given two virtual terms 
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(3) The negation operator: 
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3. Hesitant fuzzy linguistic term sets and their variations

In some complex decision making situations, a certain linguistic term may be not suitable to express experts’ linguistic opinion under uncertainty. The use of complex linguistic expressions is a direct and precise manner to represent uncertain linguistic information. In the hesitant cases, if linguistic information takes the form of comparative linguistic expressions, the concept of HFLTSs is an effective solution.
Based on the symbolic linguistic model, the following context-free grammar is defined to represent comparative linguistic expressions. 
Definition 148[]
. Let 
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The set of linguistic expressions generated by the context-free grammar 
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. To compute with these comparative linguistic expressions in linguistic decision making, the concept of HFLTSs is defined as follows.
Definition 2 46[]
. Given LTS 
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Formally, given LTS 
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Definition 3 46[]
. The transformation function, denoted by 
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Definitions 1-3 clearly reveal the obvious and marked characteristics of HFLTSs, which can be summarized as below.

(1) HFLTSs are elicited by several natural linguistic expressions. The context-free grammar and the transformation function make the use of HFLTSs quite straightforward. The considered forms of comparative linguistic expressions are very natural in linguistic circumstance. HFLTSs extend the range of values that can be assigned to a linguistic variable.
(2) HFLTSs are proposed based on the symbolic linguistic model. As shown hereinabove, the involved LTS is a discrete set rather than a continuous set in the linguistic 2-tuple model or the virtual linguistic model. Based upon this condition, the finite and consecutive subset is then meaningful. Rodríguez et al. 49[]
 stated that the definition of such a finite and consecutive subset is because of a cognitive point of view. In fact, the number of terms in an LTS is usually no more than 9, it makes no sense to hesitate among arbitrary and total different terms, nor to hesitate in their middle terms. 

(3) Except for the possible terms, no other information is involved in HFLTSs. As are elicited by the linguistic expression listed in Definition 1, HFLTSs does not implies any other information such as the priority of possible terms (as in the computation of fuzzy envelope), the probabilistic distribution of these terms (as in the distribution-based assessments 80[]
, possibility distribution-based HFLTSs 66[]
 and probabilistic linguistic term sets 
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), or the membership degree of the terms (as in discrete fuzzy numbers 54[]
). Maybe these kinds of additional information are available and should be taken into account in some special situations. But this information is not the inherent property of HFLTSs because it cannot be derived from comparative linguistic expressions.
These characteristics distinguish HFLTSs from other similar techniques that deal with complex linguistic information. Among which, some characteristics make HFLTSs be an outstanding tool; whilst some limit the development of HFLTSs; some others even did not strictly obeyed in literature.  
Handling HFLTSs is not easy because they are a subset of terms rather than one term. To operate HFLTSs, the following basic operations are initially defined.

Definition 4 46[]
. Let 
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The definition follows the traditional operations in the set theory. However, the union of two HFLTSs may be not an HFLTS. This limits the application of the operations. To compare two HFLTSs, the concept of envelopes is defined as follows.
Definition 5 46[]
. Given an HFLTS 
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The concept of envelopes has been frequently employed as the computational strategy. Utilizing the ordered weighted averaging (OWA) operator 74[]
, the fuzzy envelope of an HFLTS is defined to present a fuzzy representation of the HFLTS.
Definition 6 35[]
. Given an HFLTS 
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The basic idea of the fuzzy envelope is that, taking the case of “between 
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” for example, the possible terms in the middle position of an HFLTS are more important than those approaching the boundaries of the HFLTS. It is clear that this concept extends the major characteristic of HFLTSs.
Example 1. Given LTS S={
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} which is elicited by the linguistic expression between low and high. The HFLTS, its envelope and fuzzy envelope are shown in (a), (b) and (c) of Fig. 1, respectively. 
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(b) the envelope                            (c) the fuzzy envelope
Fig. 1. The interpretations of comparative linguistic expression between low and high
4. Recent development of HFLTSs
Since were introduced, the theory and application of HFLTSs have been developed very quickly. Generally, for computing with HFLTSs in decision making, the following two distinct strategies are both popular:
(1) Computing with envelopes (or fuzzy envelopes). This strategy strictly follows the idea of Definition 2 and treats an HFLTS as an indivisible entirety. In this kind of processes, HFLTSs are transformed into their envelopes (or fuzzy envelopes) at first. Then the rest part of this kind of processes is somewhat like the linguistic decision making based on ULTs (or semantics).
(2) Computing with possible terms. Bearing in mind the major idea of hesitant fuzzy sets, this strategy tries to consider all possible terms included in the HFLTS. The linguistic 2-tuple model and the virtual linguistic model are frequently employed to implement the strategy. This strategy requires novel approaches to deal with multiple linguistic terms at the same time. For example, an additional normalization step is usually included if the numbers of terms in the HFLTSs are distinct.
The framework of the two strategies is illustrated in Fig. 2 as well. Till now, a number of contributions based on either of the two strategies have been published, focusing on basic operations, information aggregation, orders, information measures, preference relations, decision making approaches and other applications. The rest of this section is devoted to review the recent developments. 
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Fig. 2. The two computational strategies of operating HFLTSs
4.1. Dealing with HFLTSs by computing with envelopes
4.1.1. Developments of the computational model of HFLTSs
The initial computational model proposed by Rodríguez et al. 46[]
 is based on the basic operations in Definition 4 and the envelope in Definition 5. Two symbolic aggregation operators corresponding to the pessimistic and optimistic points of view were developed to fuse the set of envelopes of HFLTSs. The min_upper operator obtains the worst of the maximum linguistic term, whereas the max_lower operator finds the best of the minimum linguistic term. In their next paper 48[]
, Rodríguez et al. improve the operators by means of the linguistic 2-tuple model. Operators for aggregating 2-tuples are employed to combine the boundary terms of HFLTSs. The aggregation idea of Chen and Hong 5[]
 is based on the semantics of envelopes. In Lee and Chen 27[]
, a series of aggregation operators were developed based on the likelihood of each HFLTS being greater than the LTS 
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Ordering any two HFLTSs can also be implemented by their envelopes. The partial order on 
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 defined in Rodríguez et al. 46[]
 is based on the idea of the preference degree of two intervals derived by the envelopes. Similarly, the order relation in Lee and Chen 
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 is based on the likelihood-based relation of intervals. A simple linear order can be found in Falcó et al. 14[]
, where a binary relation is defined to order the set of intervals.
4.1.2. Developments of fuzzy information measures of HFLTSs
Fuzzy measures, such as similarity, distance and entropy measures, serve as the foundation of several decision making processes. Based on the envelopes of HFLTSs, a collection of distance measures have been developed. The distance measure proposed by Beg and Rashid 2[]
 is defined by the indices of terms of the envelopes. After representing all the HFLTSs in 
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 by a graph 50[]
, Falcó et al. 14[]
 suggested defining the distance of the linguistic intervals by the geodesic distance in the graph. The idea of graph representation has been extended in Montserrat-Adell et al. 40[]
 by providing a lattice structure. Based on the lattice, two types of distances were defined. One is defined by the difference between the cardinality of union and the cardinality of intersection. The same idea can also be found in Dong et al. 10[]
. The other is equivalent to the geodesic distance between non-empty HFLTSs.
4.1.3. Developments of hesitant fuzzy linguistic preference relations
By introducing comparative linguistic expressions to linguistic preference relations (LPRs), Liu et al. 34[]
 defined the concept of HFLPR. Associated with the proposed reciprocal condition, the proposed HFLPR is actually equivalent to the version proposed by Zhu and Xu 85[]
. In Liu et al. 34[]
, the fuzzy envelope of each HFLTS in the HFLPR is derived at first. Then the fuzzy envelopes are transformed into linguistic 2-tuples according to a semantic transformation. Accordingly, techniques for linguistic 2-tuple preference relations can be employed. In addition, the process proposed in Dong et al. 10[]
 can also deal with group consensus where decision information is collected by HFLPRs.
4.1.4. Developments of decision making processes
To facilitate the use of comparative linguistic expressions in decision making, Rodríguez et al. 47[]
 introduced a GDM model that extends and modifies the traditional linguistic decision making scheme. The model includes four steps: 1) definition of semantics, syntax and context-free grammar; 2) transformation into ULTs; 3) choice of aggregation operator; and 4) selection process. To aggregate the boundaries of ULTs, the operators based on linguistic 2-tuples are suggested. 

Thereafter a series of decision making processes have been proposed for distinct situations. Rodríguez and Martínez 45[]
 provided a group consensus model to check the consensus level and interact with experts in the circumstance of HFLTSs. The traditional TOPSIS was extended to deal with HFLTSs 2[]
. Similarly, another process based on the closeness to the ideal positive assessment was also proposed 14[]
. Besides, the QUALIFEX process 
 ADDIN EN.CITE 
[36]
 and the ELECTRE I process 
 ADDIN EN.CITE 
[13]
 for HFLTSs were developed recently. The former computes with envelopes, yet the latter computes with fuzzy envelopes. Different from these processes, the semantics of envelopes and fuzzy envelopes have been employed for computation directly. Chang 3[]
 proposed a reliability allocation method based on HFLTSs and minimal variance ordered weighted geometric weights, where HFLTSs is operated based on the semantics of their envelopes. In Zhang et al.’s 
 ADDIN EN.CITE 
[82]
 heterogeneous information GDM processes, HFLTSs are transformed into their fuzzy envelopes.
4.2. Dealing with HFLTSs by computing with possible terms
To facilitate the second strategy, the definition of HFLTSs is often rewritten and extended. One frequently cited version is as follows.

Definition 7 33[]
. Let 
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where the hesitant fuzzy linguistic element 
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with 
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 being the number of linguistic terms in 
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We can see that the concept of hesitant fuzzy linguistic element plays the role of HFLTS in Definition 2. Eq. (10) highlights each possible terms in the set.
4.2.1. Developments of basic operations of HFLTSs
Some basic operations for HFLTSs, different from the operations recalled in Section 3, were introduced to enable computing with possible terms. Wei et al. 63[]
 revised Definition 4 motivated by the intersection, union and complement of hesitant fuzzy sets defined by Torra 53[]
. The union of two HFLTSs, in the sense of Wei et al. 63[]
, is also an HFLTS. The arithmetical operations defined in Zhu and Xu 85[]
 and Wang and Xu 58[]
 requires the same cardinalities of two HFLTSs. And the operations are actually made on each pair of possible terms in the same position. Recently, Gou et al. 18[]
 developed some novel operations based on a pair of transformation functions. The transformation between HFLTSs and hesitant fuzzy elements are mathematically equivalent. 
4.2.2. Developments of orders of HFLTSs
In the strategy of computing with possible terms, it is not so easy to define an order to compare any two HFLTSs. Several partial orders on 
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 have been defined. A simple and frequently used order can be found in Liao et al. 
 ADDIN EN.CITE 
[32]
, where the partial order is motivated by the concept of expected value and variance in statistics. The order defined by Wei et al. 63[]
 is to compute the averaging possibility degree of terms in one HFLTS being greater than those in another. Several other partial orders were developed basic on the same idea. For instance, the order in Wang et al. 61[]
 is based on the degree that one HFLTS outranks another; the likelihood-based order in Tian et al. 52[]
 is constructed by comparing any two possible terms which come from the two HFLTSs respectively. The order in Wang et al. 
 ADDIN EN.CITE 
[60]
 is similar to the traditional partial order defined for the set of n-dimensional vectors. The total orders defined in Wang and Xu 58[]
 can serve as total orders for HFLTSs.
4.2.3. Developments of information fusion of HFLTSs
Many operators have been proposed to fuse a collection of HFLTSs by the idea of computing with possible terms. Wei et al. 63[]
 defined the linguistic weighted averaging operator and linguistic OWA operator for HFLTSs based on the proposed convex combination operation. Thanks to the approximation step in the convex combination operation, the results of these two operators are also HFLTSs in the sense of Definition 2. Based on the virtual linguistic model, Gou et al. 16[]
 defined the Bonferroni means operator for HFLTSs. Based on the predefined possibility distribution on possible terms, Wu and Xu 66[]
 defined a new version of the linguistic weighted averaging operator and the linguistic OWA operator for HFLTSs. In order to aggregate HFLTSs based on unbalanced LTS, Dong et al. 
 ADDIN EN.CITE 
[11]
 defined some novel operators based on the linguistic 2-tuple model and the numerical scale model. The aggregation results are obtained by a mixed 0-1 linear programming model.
4.2.4. Developments of fuzzy information measures of HFLTSs
Several contributions focus on the distance and similarity measure of HFLTSs by different manners. Liao et al. 31[]
 defined the distance of two HFLTSs by the averaging distance of any two possible terms. Then the distance of two collections of HFLTSs can be defined accordingly. If the collections of HFLTSs are presented with weights, then a class of weighted distance measures were developed in Xu et al. 67[]
. More general versions are then proposed in Liao et al. 
 ADDIN EN.CITE 
[32]
 and Meng and Chen 38[]
. Different from these contributions based on the 
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 metric, the cosine distance measure proposed in Liao and Xu 
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[30]
 is from the geometric point of view. Similarity measures are usually defined directly according to the distance measures, as in Refs. 
 ADDIN EN.CITE 
[30, 31]
. Whereas Hesamian and Shams 24[]
 began with the definition of similarity. Their proposed similarity measure is motivated by the classical similarity of fuzzy sets. A similarity-based order was also suggested. 
Other information measures have also been developed. Farhadinia 15[]
 defined the entropy of HFLTSs based on the existing distance and similarity measures. Later, Gou et al. 17[]
 presented a systematic study on entropy and cross-entropy measures, associated with their relationship with similarity measures. The correlation coefficients of HFLTSs were defined in Liao et al. 33[]
. The group utility measure and individual regret measure were developed based on the generalized distance measure in Liao et al. 
 ADDIN EN.CITE 
[32]
. A score function for measuring the hesitant degree of an HFLTS was also defined in Wei et al. 
 ADDIN EN.CITE 
[62]
.
4.2.5. Developments of HFLPRs
The concept of HFLPR is initially defined by Zhu and Xu 85[]
 based on Definition 7 and the virtual linguistic model. The proposed HFLPR is additive and reciprocal. In their proposal, an HFLPR should be normalized in advance. The consistency index of an HFLPR is then measured by its distance to the corresponding consistent normalized HFLPR. If the HFLPR is unacceptable consistent, two optimization methods were proposed to improve the consistency index. Based on the linguistic 2-tuple model, Li et al. 28[]
 developed an optimization model to estimate the range of consistency index of an HFLPR. Given an HFLPR, their model seeks for two reduced LPRs with the highest and lowest consistency indices respectively. The consistency measure defined in Wu and Xu 65[]
 is based on their suggested possibility distribution approach and the linguistic 2-tuple model. For consistency improving, their proposed algorithm adopts a local revision strategy to ensure the interpretability. Besides, a consensus reaching algorithm with a feedback system was also presented for GDM. The multiplicative consistency, as well as the consistency improving algorithm, is studied by Zhang and Wu 84[]
. Their idea is motivated by the multiplicative consistency of traditional LPRs and the proposal of Zhu and Xu 85[]
.
4.2.6. Developments of decision making processes
Based on the strategy of computing with possible terms, several classical decision making processes have been extended. The TOPSIS-based approach is presented by Li et al. 29[]
 associated with a distance-based method to weight experts and an aggregation-based method to weight criteria. The TOPSIS method developed in Liao and Xu 
 ADDIN EN.CITE 
[30]
 is based on the cosine distance. Based on some information measures mentioned above, the traditional VIKOR method, TODIM method and QUALIFLEX method were also extended in Refs. 
 ADDIN EN.CITE 
[30, 32, 52, 62]
. The outranking method was studied in Refs. 
 ADDIN EN.CITE 
[60, 61]
. The alternative queuing method was applied in Ref. 
 ADDIN EN.CITE 
[17, 19]
.
Group consensus is a fundamental issue for GDM. Based on the assumption of possibility distribution, Wu and Xu 66[]
 studied the consensus reaching algorithm to improve the group’s decision matrices, an interactive version of consensus improving was discussed in their later contribution 64[]
, and the consensus measure based on HFLPR was focused in Ref. 65[]
. Other QDM problems have also been investigated, such as the multi-granularity QDM with HFLTSs in Meng and Chen 38[]
 and the multidimensional analysis of preference in Xu et al. 
 ADDIN EN.CITE 
[68]
.
4.3. Applications of HFLTSs
Thanks to the elicitation of comparative linguistic expressions and the convenience of representing qualitative information, HFLTSs, associated with specific decision making processes reviewed hereinabove, have been applied in many real-world decision making problems. Montes et al. 39[]
 developed a web decision support system to facilitate the decision making in the housing market with HFLTSs, where the computation of HFLTSs is based on envelopes and linguistic 2-tuple model. Wang and Xu 57[]
 designed several interactive algorithms to help experts to improve incomplete LPRs. HFLTSs are employed to represent the possible terms that could be the real value of a missing entry in the LPR.
Several case studies have been proposed. Adem and Dagenviren 1[]
 suggested to the selection of life insurance policy based on the GDM framework of Rodríguez et al. 47[]
. The GDM framework was employed by Yavuz et al. 
 ADDIN EN.CITE 
[75]
 as well, to evaluate and select alternative-fuel vehicles. When selecting an appropriate supplier in supply chain management, Chang 4[]
 realized the uncertainty of expressing the opinion with respect to the qualitative criteria and demonstrated the effectiveness of using comparative linguistic expressions. The problem of supplier selection was studied by the hesitant fuzzy linguistic ELECTRE I method in Fahmi et al. 
 ADDIN EN.CITE 
[13]
. Khishtandar et al. 25[]
 employed HFLTSs to represent the linguistic information of sustainability assessment of bioenergy production technologies. Oztaysi et al. 41[]
 took use of HFLTSs to evaluate the urban transformation projects and rank the projects by the hesitant fuzzy linguistic TOPSIS method. Da and Xu 6[]
 developed an interactive procedure with HFLTSs to facilitate experts to using several linguistic terms for the evaluation of the connectivity of urban waterfront redevelopment. The problem of failure mode and effect analysis was also solved by Liu et al. 
 ADDIN EN.CITE 
[36]
, where HFLTSs are considered to model uncertainties. The hesitant fuzzy linguistic VIKOR method 
 ADDIN EN.CITE 
[32]
 was applied in the inpatient admission assessment in a Chinese hospital 79[]
. The likelihood-based method was presented for the evaluation in logistics outsourcing 59[]
. The correlation coefficients based QDM method was considered to assist diagnosis in traditional Chinese medicine 33[]
. And the TOPSIS-based method was developed for the evaluation of individual research outputs 29[]
.
5. A comparable analysis of the similar techniques
There are several techniques proposed to model the uncertainty of using linguistic terms. However, not each of the technique starts with natural languages. We will devote a comparable analysis between HFLTSs and two similar techniques that can be elicited by complex linguistic expressions as well. A detailed review of current developments of modelling complex linguistic expressions can be found in Rodríguez et al. 44[]
. 
5.1. ULTs and EHFLTSs
Given LTS 
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. Thus an ULT is an ordered infinite consecutive subset of 
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The concept of ULTs was initially defined based on the virtual linguistic model. Recently, Zhang 81[]
 rewrote the model based on the linguistic 2-tuple model which maintains the main idea of Xu 70[]
. It is easy to demonstrate that the basic computational model in the sense of Zhang 81[]
 coincides with that of Xu 70[]
.

EHFLTSs were initially proposed to extend the concept of HFLTSs to deal with uncertainties in the GDM circumstance 55[]
. Given LTS 
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, an EHFLTS is an ordered finite subset of 
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. Note that, from a mathematical point of view, this is equivalent to the hesitant fuzzy linguistic element defined in Definition 7. The so-called hesitant fuzzy linguistic sets 83[]
 are actually EFHLTSs. Theoretically, EHFLTSs are special cases of the fuzzy relation-based linguistic expressions defined by Tang and Zheng 51[]
. The EHFLTS 
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 can be elicited by the linguistic expression:
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In addition, EHFLTSs can be generated by HFLTSs, by means of combing a group’s opinion.
Theorem 1 (Construction axiom) 56[]
. The union of HFLTSs (in the sense of Definition 4) results in EHFLTSs. 

5.2. Comparisons and contrasts
5.2.1. HFLTSs versus EHFLTSs
From the perspective of representing linguistic information, HFLTSs are convenient to represent both individual and group opinion elicited by comparative linguistic expressions. Formally, EHFLTSs are a general version of HFLTSs. In fact, EHFLTSs are HFLTSs if the involved possible terms are consecutive. However, if the terms are not consecutive, EHFLTSs cannot represent individual opinion.
From the perspective of computing HFLTSs, the concept of HFLTSs suggests computing with envelopes or fuzzy envelopes so that the computational results can be consecutive, which forms the first computational strategy mentioned in Section 4. However, most of the current developments with the second strategy start with HFLTSs yet handle HFLTSs by means of EHFLTSs. As can be seen in those studies, the original decision information is always elicited by the context-free grammar of Definition 1. And then either the linguistic 2-tuple model or the virtual linguistic model is employed to operate each possible term. Accordingly, the resultant values are not consecutive anymore. Therefore, in the second strategy, EHFLTSs act as the computational tool of HFLTSs. The advantage is that this strategy is more consistent with the basic idea of hesitant fuzzy sets. But the disadvantage lies in the fact that the results are generally not HFLTSs.
5.2.2. HFLTSs versus ULTs
The grammar for eliciting ULTSs is similar to that of HFLTSs. But the context-free grammar in Definition 1 includes more types of linguistic expressions. The most distinct feature of ULTs and HFLTSs is their different fundamental model. The definition of HFLTSs is based on the symbolic linguistic model, in which an LTS is a discrete set. And the consecutive condition in Definition 2 is based on the discrete set. But the concept of ULTs is based on the virtual linguistic model so that any virtual terms located between the boundaries can be contained. As a result, although HFLTSs and ULTs are said to be consecutive, an HFLTSs is a finite set, yet an ULT is an infinite set. Finally, the terms in an ULT are indiscriminate and indifferent, thus it is not necessary to weight them. However, this issue is not very clear when dealing with HFLTSs. Some researchers suggest distinguishing the possible terms in an HFLTS. But some others argue that the possible terms are indifferent and of equal importance. For further discussion about this issue, please refer to Section 6.
The connection of ULTs and HFLTSs can be found in the first strategy of operating HFLTSs reviewed in Section 4.1. As suggested by Rodríguez et al. 46[]
, HFLTSs are computed with their envelopes. In several further studies regarding decision making with HFLTSs, such as Ref. 
 ADDIN EN.CITE 
[36, 47, 48]
, the boundaries of envelopes are operated based on the linguistic 2-tuple models. This implies the so-called envelopes, taking the form of linguistic intervals, are actually ULTs. In addition, some contributions 
 ADDIN EN.CITE 
[14, 40]
 use the denotation of ULTs to represent HFLTSs directly. Therefore, ULTs can serve as another computational model of HFLTSs to implement the first strategy.
In summary, the three techniques for representing complex linguistic expressions act as different roles according to their strengths. HFLTSs can incorporate more types of linguistic expressions than others. ULTs and EHFLTSs are essential to implement the two computational strategies of HFLTSs. Some features of the techniques are summaries in Table 1.
Table 1. Summarization of the features of ULTs, HFLTSs and EHFLTSs
	
	ULT
	HFLTS
	EHFLTS

	Base model
	Virtual linguistic model
	Symbolic model
	Virtual linguistic model

	Represented linguistic expressions
	Between 
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	Number of terms
	Infinite 
	Finite
	Finite

	Consecutiveness
	Consecutive on 
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	Consecutive on 
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	Not consecutive

	Importance of
possible terms
	Indifferent
	Not clear
	Indifferent

	Available setting
	IDM and GDM
	IDM and GDM
	GDM

	Computational strategy
	Compute with boundaries
	Compute with envelopes; compute with possible terms
	Compute with possible terms


IDM: Individual decision making.
6. Some issues appeared in the existing contributions
In this section, we will debate some current issues regarding the underlying and inherent idea of some contributions. We will see there are contradictory strategies for conducting terms in HFLTSs. Also, some of the contributions are not good enough to handle HFLTSs.
6.1. Should the possible terms in an HFLTS be distinguished or not?
Comparative linguistic expressions do not imply the priority of the possible terms. Many of the existing contributions do not focus on distinguishing the importance of the terms either. However, there are also at least two classes of strategies to treat the terms.
To highlight the possible terms in an HFLTS are indifferent, Wu and Xu 66[]
 assumed a special possibility distribution for HFLTS 
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That is, the possibilities of that each term is the real value of the linguistic variable are equal. On the other hand, the underlying assumption of defining the fuzzy envelope is that the hesitation among possible terms usually implies such terms are of different importance 35[]
. 

Roughly speaking, both strategies are acceptable because they are based on different and reasonable assumptions. The importance of possible terms is not explicit in the comparative linguistic expressions. One can assume that the terms obey the uniform distribution or other specific possibility distributions. However, arbitrary distribution is not reasonable. For instance, a linguistic expression between medium and very high (based on the LTS in Example 1) implies the value of the linguistic variable could be medium, high or very high. However, the expression never implies a possibility distribution like {(medium, 0.4), (high, 0.1), (very high, 0.5)}. From this point of view, when dealing with HFLTSs, it is not reasonable to enable any unfixable possibility distribution. Some other techniques, such as the proportional terms and distribution-based assessment are not HFLTSs because they cannot be elicited by natural linguistic expressions.

Especially, we argue that the ignorance of the importance of possible terms is not a weakness but the nature of HFLTSs. Some researchers prefer to criticize that the frequency of terms is totally ignored in the concept of HFLTSs when proposing new linguistic processing tools. Take the GDM circumstance for example, if an expert says an alternative is at least good and another state that it is at least very good, then the frequency of term very good (which is 2) is greater than the frequency of term good (which is 1). It is acceptable to consider the frequency as an evidence of possibility. However, we should recognize that the frequencies do not really mean term very good is more important than good. The union of these two expressions should be at least good in the sense of HFLTSs.   
6.2. Which computational strategy is better?
As can be seen in Section 4, both of the computational strategies are followed by a number of contributions. But there are some limitations in both strategies. The first strategy transforms HFLTSs into ULTs to keep the consecutiveness. However, in this case, the transformation implies we do not hesitate among several terms but hesitate in a linguistic interval. This is not consistent with the idea of hesitation in the sense of Torra 53[]
. The second strategy implements the idea of computing with the hesitant terms by means of EHFLTSs. But the use of accurate linguistic models makes the results not consecutive. Furthermore, accurate linguistic models seem to be much more popular than the classical linguistic models in both strategies. Unfortunately, accurate linguistic models decrease the interpretability of the computational results. For instance, a result derived from the first strategy associated with the linguistic 2-tuple model might be 
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; another result obtained by the second strategy with the virtual linguistic model could be 
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. Obviously, they are not HFLTSs and cannot be elicited by the comparative linguistic expressions in Definition 1. Therefore, both computational strategies have not met the ideal requirement of handling HFLTSs.
7. Current challenges
Based on the current developments and the discussion hereinabove, we outline several current challenges as directions for future investigation.
(1) More desirable computational strategy is required. As analyzed in Section 6, both current computational strategies suffer some limitations. We do not anticipate one ideal model to complete overcome limitations of both strategies. Instead, it would be satisfactory if the new model can enhance the interpretability of its outputs, or ensure the results fall into the same range of the original information. 
(2) Studies regarding HFLPRs are insufficient. Several studies focused on the consistency measures, such as additive consistency, weak consistency and multiplicative consistency, and the algorithms for consistency improving. But few of them proposed methods to explore priorities from HFLPRs with acceptable consistency. Moreover, the case when some entries of HFLPRs is missing has not been considered.
(3) Decision making with HFLTSs requires more information fusion approaches. Most of the existing aggregation operators simply extend the idea of classical operators to cope with ULTs or EHFLTSs. As stated in Rodríguez et al. 
 ADDIN EN.CITE 
[43]
, this kind of extensions, with a lack of theoretical or practical justification, make no sense. New aggregation approaches are welcome if they are driven by real world applications and/or if they present a new way to handle HFLTSs.
(4) Multiple types of uncertain linguistic information could be considered simultaneously. Due to the complexity of real problems, qualitative information may be represented by not only HFLTSs but also other types of complex linguistic expressions. Corresponding approaches should be developed to support decision making based on multiple types of complex linguistic expressions. To do so, some basic issues, including basic operations, order relations and information measures, should be addressed at first.
(5) Novel models are necessary to represent more types of complex linguistic expressions. Although several types of complex linguistic expressions have been focused, current techniques do not cover all types of frequently used natural languages. For example, when evaluating an object, if we think it may be good, but other terms around good are also possible, we may say it is more or less good or it is roughly good. That is, to express the uncertainty of using a certain term, we may consider a linguistic hedge to modify the term instead of considering a linguistic interval. The hedges, more or less and roughly, do not modify the term to another, but modify the degree of certainty of using the term. It would be very interesting if some models could be proposed to incorporate this kind of linguistic expressions.
8. Conclusions
HFLTSs are a recent extension of both hesitant fuzzy sets and the fuzzy linguistic approach to deal with comparative linguistic expressions. They enable experts to consider a set of consecutive linguistic terms at the same time so that the uncertainty of using a certain term can be represented. Till now, there are a large number of contributions published to develop the theory and methods on the basis of Rodríguez et al. 46[]
. Current developments include several aspects, such as basic operations, order relations, information measures, preference relations and decision making processes. 
This paper has reviewed the basic idea and features of HFLTSs, summarized the current developments based on their computational strategies and analyzed the connection with two similar techniques. Based on which, we have also pointed out some issues that should be deeply investigated in future. Several current challenges regarding dealing with both HFLTSs and other types of complex linguistic expressions have also been summarized. The contributions of this paper are:
(1) We highlight the characteristic of HFLTSs and discriminate HFLTSs from other techniques proposed for complex linguistic expressions.
(2) We analyze the existing computational strategies of operating HFLTSs and clarify the role of HFLTSs, EHFLTSs and ULTs in the computational processes.

(3) The outlined challenges serve as a direction that would guide the research of HFLTSs towards a high-quality progress to model complex linguistic expressions under uncertainty. 
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