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a b s t r a c t 

Sentiment analysis in conversations is an emerging yet challenging artificial intelligence (AI) task. It aims to 

discover the affective states and emotional changes of speakers involved in a conversation on the basis of their 

opinions, which are carried by different modalities of information (e.g., a video associated with a transcript). 

There exists a wealth of intra- and inter-utterance interaction information that affects the emotions of speakers in 

a complex and dynamic way. How to accurately and comprehensively model complicated interactions is the key 

problem of the field. To fill this gap, in this paper, we propose a novel and comprehensive framework for multi- 

modal sentiment analysis in conversations, called a quantum-like multimodal network (QMN), which leverages 

the mathematical formalism of quantum theory (QT) and a long short-term memory (LSTM) network. Specifi- 

cally, the QMN framework consists of a multimodal decision fusion approach inspired by quantum interference 

theory to capture the interactions within each utterance (i.e., the correlations between different modalities) and 

a strong-weak influence model inspired by quantum measurement theory to model the interactions between ad- 

jacent utterances (i.e., how one speaker influences another). Extensive experiments are conducted on two widely 

used conversational sentiment datasets: the MELD and IEMOCAP datasets. The experimental results show that 

our approach significantly outperforms a wide range of baselines and state-of-the-art models. 

1. Introduction 1 

Multimodal sentiment analysis has been a core research topic in arti- 2 

ficial intelligence (AI)-related areas, e.g., affective computing, informa- 3 

tion fusion, and multimodal interaction [1–6] . Unlike traditional text- 4 

based analysis, multimodal sentiment analysis requires both the applica- 5 

tion of multimodality representation techniques and information fusion 6 

techniques [7–10] , such as feature-level [11,12] , decision-level [13] and 7 

hybrid fusion [14] techniques. Most existing multimodal sentiment anal- 8 

ysis approaches focus on identifying the polarity of people’s opinions, 9 

which are posted in social media platforms, e.g., YouTube [15] , Flickr 10 

[13] , Getty Images [16] , and MOSI [12] . The multimodal documents 11 

used in these studies are usually in the form of individual narratives, 12 

without involving interactions among speakers or writers. 13 
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The recent advancement of internet and instant messaging services, 14 

such as Skype, Line and WeChat, has produced a massive volume of 15 

multimodal records of communications between humans. Such data are 16 

a rich source of information, including that of sentiments or opinions, 17 

which often evolve during conversations [17,18] . This advancement 18 

brings forth a new challenge of judging the evolving sentiment polari- 19 

ties of different people in a conversational discourse. Therefore, research 20 

on conversational sentiment analysis has attracted increasing attention 21 

from both academia and industry [19–21] . 22 

Multimodal sentiment analysis in conversations (also called conver- 23 

sational multimodal sentiment analysis) aims to detect the affective 24 

states of multiple speakers and study the sentimental change of each 25 

speaker in the course of the interaction. Different from the previous mul- 26 

timodal sentiment analysis approaches, which focus on describing the 27 

interactions between different modalities, the interaction dynamics in 28 
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Fig. 1. Two interaction dynamics in a conversation. Red and blue are used to show the emotional shifts of Jen and Ross, respectively. 

conversations are more complex, involving intra- and inter-utterance in- 29 

teractions. Intra-utterance interaction refers to the correlation between 30 

different modalities within one utterance, such as the mutual influence, 31 

joint representation, and decision fusion. Inter-utterance interaction in- 32 

volves repeated interactions among speakers, resulting in the exchange 33 

of ideas and having an effect on one another. Fig. 1 provides an example 34 

from the MELD dataset [22] that shows the presence of these two pat- 35 

terns in a conversation. From Fig. 1 , we can notice that Jen and Ross ’s 36 

affective states change dynamically because of intra- and inter-utterance 37 

interactions. 38 

There has been a growing body of literature on conversational sen- 39 

timent analysis. For instance, Welch et al. [19] proposed a neural 40 

model using longitudinal dialogue data for two dialogue prediction 41 

tasks: next message prediction and response time prediction. However, 42 

their work did not involve sentiment analysis. Ojamaa et al. [23] de- 43 

veloped a lexicon-based technology to extract the speaker’s attitude 44 

from conversational texts. However, they neglected the interaction in- 45 

formation and used a text dataset rather than a multimodal dataset. 46 

Bhaskar et al. [24] proposed combining acoustic and textual features 47 

for emotion classification of audio conversations. Although they en- 48 

hanced the efficiency of emotion classification, they did not consider 49 

interactions among speakers, i.e., inter-utterance interactions. Hazarika 50 

et al. [21] proposed a conversational memory network that uses contex- 51 

tual information from the conversation history to recognize emotions 52 

in dyadic dialogue videos. However, as they admitted, the work was 53 

limited to dyadic conversation scenarios and might not be applicable 54 

to multiparty conversations [22] . These previous methods treated utter- 55 

ances as independent and ignored the order of the utterances. Poria et al. 56 

[20] proposed a contextual h-LSTM network that takes the sequence of 57 

utterances in a video as input and extracts contextual features by mod- 58 

eling the dependencies among the input utterances. They also created a 59 

multimodal multiparty conversational dataset, namely, the Multimodal 60 

EmotionLines Dataset (MELD), to facilitate the development of conver- 61 

sational sentiment analysis. 62 

In recent years, quantum theory (QT), as a mathematical formalism 63 

to model the complex interactions and dynamics in quantum physics, 64 

has been adopted for constructing text representations in various in- 65 

formation retrieval (IR) and NLP tasks [13,25–27] . For instance, the 66 

quantum language model (QLM) [25] represents a query or document 67 

as a density matrix on a quantum probability space, which could evolve 68 

with respect to the user search/dialogue session through matrix trans- 69 

formations [28] . Based on the QLM, density matrix-based metrics can 70 

be computed to serve as ranking functions. Neural network-based QLM 71 

(NNQLM) [29] builds an end-to-end network for question answering 72 

(QA) to jointly model a question-answer pair based on their density ma- 73 

trix representations. Motivated by this work, a quantum-like interactive 74 

network model was proposed to recognize the sentiment polarity of each 75 

conversation [30] . Such QT-based models could be considered a gener- 76 

alization of traditional approaches in that they are capable of capturing 77 

inherent intricacies within interactions. These studies motivate us to ex- 78 

plore the use of quantum theory as a theoretical basis for capturing the 79 

intra- and inter-utterance interaction dynamics, both of which are com- 80 

plex in nature. 81 

In this paper, drawing upon the quantum theory formalism and the 82 

LSTM architecture, we propose a novel and comprehensive quantum- 83 

like multimodal network (QMN) framework, which jointly models the 84 

intra- and inter-utterance interaction dynamics by capturing the corre- 85 

lations between different modalities and inferring dynamic influences 86 

among speakers. Fig. 3 illustrates the QMN framework. First, the QMN 87 

extracts and represents multimodal features (e.g., text and images) for 88 

all utterances in one video using a density matrix-based CNN (DM-CNN) 89 

subnetwork and takes them as inputs. Second, inspired by quantum mea- 90 

surement theory, the QMN introduces a strong-weak influence model to 91 

measure the influences among speakers across utterances and feeds the 92 

resulting influence matrices into the QMN by incorporating them into 93 

the output gate of each LSTM unit. Third, with textual and visual fea- 94 

tures as inputs, the QMN employs two individual LSTM networks to 95 

obtain their hidden states, which are fed to the softmax functions to ob- 96 

tain the local sentiment analysis results. Finally, a multimodal decision 97 

fusion approach inspired by quantum interference is designed to derive 98 

the final decision based on the local results. 99 

We have designed and carried out extensive experiments on two 100 

widely used conversational sentiment datasets (the MELD and IEMO- 101 

CAP datasets) to demonstrate the effectiveness of the proposed QMN 102 

framework in comparison with a wide range of baselines, including two 103 

unimodal approaches, a feature-level fusion approach and a decision- 104 

level fusion approach, and five state-of-the-art multimodal sentiment 105 

analysis models. The results show that the QMN significantly outper- 106 

forms all these comparative models. 107 

The major innovations of the work presented in this paper are sum- 108 

marized as follows. 109 

• We propose a quantum-like multimodal network framework, which 110 

leverages quantum probability theory within the LSTM architecture, 111 

to model both intra- and inter-utterance interaction dynamics for 112 

multimodal sentiment analysis in conversations. 113 

• We propose a quantum interference-inspired multimodal decision 114 

fusion method to model the decision correlations between different 115 

modalities. 116 

• We propose a quantum measurement-inspired strong-weak influence 117 

model to make better inferences about social influence among speak- 118 

ers than with previous methods. 119 
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The rest of this paper is organized as follows. Section 2 presents a 120 

brief review of the related work. Section 3 introduces the preliminaries 121 

of quantum probability theory. In Section 4 , we describe the proposed 122 

quantum-like multimodal network framework in detail. In Section 5 , we 123 

report the empirical experiments and analyze the results. Section 6 con- 124 

cludes the paper and points out future research directions. 125 

2. Related work 126 

Now, we present a brief review of the related work, including mul- 127 

timodal sentiment analysis and conversational sentiment analysis. 128 

2.1. Multimodal sentiment analysis 129 

Generally, multimodal sentiment analysis refers to the use of natu- 130 

ral language processing, information fusion techniques, statistics or ma- 131 

chine/deep learning methods to identify the subjective attitude of an 132 

author expressed in multimodal documents that may involve visual, au- 133 

dio and textual information [31,32] . An early example was Yoshitomi’s 134 

integration approach to recognizing human emotions carried in voices 135 

and facial expressions [33] . Then, sentiment analysis began to be per- 136 

formed in a multimodal framework [34] . Similarly, Mehrabian [35] ar- 137 

gued that when judging people’s affective states, one mainly relies on 138 

facial expressions and vocal intonations. 139 

Building on these works, Sebe et al. [36] performed emotion recogni- 140 

tion by combining cues from facial expressions and vocal information. 141 

Morency [37] addressed for the first time the task of trimodal senti- 142 

ment analysis and showed that it could benefit from the joint exploita- 143 

tion of visual, audio and textual modalities. Mihalcea et al. [38] created 144 

a multimodal dataset consisting of sentiment-annotated utterances ex- 145 

tracted from video reviews. Zhang et al. [13] explored the use of quan- 146 

tum theory (QT) to model a sentiment analysis task and proposed a 147 

quantum-inspired multimodal sentiment analysis (QMSA) model. How- 148 

ever, they were unable to deal with the interactions between different 149 

contextual utterances. Inspired by them, Gkoumas and Song [39] ex- 150 

ploited quantum-like interference in decision fusion for ranking multi- 151 

modal documents. Li [40] tried to fuse multimodal data with complex- 152 

valued neural networks, motivated by the theoretical link between neu- 153 

ral networks and quantum theory. They [41] also introduced a work 154 

in progress that targeted building a multimodal representation under 155 

quantum inspiration. However, they only focused on the interactions 156 

between different modalities. Moreover, there have been many emerg- 157 

ing studies on other NLP tasks, such as information retrieval [13] and 158 

text classification [42] . 159 

Currently, a large body of research on multimodal sentiment anal- 160 

ysis is performed from a multimodal learning perspective. There are 161 

an increasing number of studies that have used deep neural networks 162 

[6,43,44] . For instance, You et al. [45] proposed a progressively trained 163 

convolutional neural network (CNN) for visual sentiment analysis and 164 

achieved state-of-the-art performance. Furthermore, they proposed a 165 

cross-modality consistent regression (CCR) model to analyze Getty Im- 166 

ages and Twitter multimedia content [16] . Zadeh et al. [11] intro- 167 

duced a tensor fusion network to fuse audio and visual features. Chen 168 

et al. [46] proposed a gated multimodal embedding LSTM with tem- 169 

poral attention model to alleviate the difficulties of fusion. Poria et al. 170 

[47] introduced an attention-based network for improving both con- 171 

text learning and dynamic feature fusion. Huang et al. [48] proposed 172 

a deep multimodal attentive fusion approach to exploit discriminative 173 

features and the internal correlation between visual and semantic con- 174 

tents. Kumar et al. [1] proposed a multimodal framework that can fuse 175 

EEG signals, product descriptions and brand reviews to predict ratings 176 

given by consumers. Poria et al. [12] published an overview of multi- 177 

modal sentiment analysis and developed three deep learning-based ar- 178 

chitectures as baselines. Their team also considered the correlations be- 179 

tween sarcasm detection and sentiment analysis in multitask learning 180 

[49] . Yu and Jiang [50] proposed a multimodal BERT model to obtain 181 

target-sensitive textual and visual representations for the task of target- 182 

oriented multimodal sentiment classification. Verma et al. [51] first 183 

proposed a deep network to extract the common information from the 184 

multimodal representations and thus designed another model to mine 185 

the modality-specific information for multimodal sentiment analysis. Xu 186 

et al. [52] proposed a new subtask, named aspect-based multimodal sen- 187 

timent analysis, which could be seen as the combination of aspect-level 188 

sentiment analysis and multimodal sentiment analysis. They also de- 189 

signed a multi-interactive memory network model for this subtask. Con- 190 

sidering the problem of “missing modality ”, Fortin et al. [53] proposed 191 

a multimodal model that leveraged a multitask framework to enable the 192 

use of training data composed of an arbitrary number of modalities, and 193 

it could also perform predictions with missing modalities. Chaturvedi 194 

et al. [54] employed deep learning-based models to extract features from 195 

each modality and then mapped them into a common sentiment space 196 

that had been clustered into different emotions via a convolutional fuzzy 197 

sentiment classifier. Huddar and Sannakki [55] summarized the latest 198 

computational approaches used in multimodal sentiment analysis and 199 

the associated challenges. Dumpala et al. [56] considered the special 200 

scenario where both modalities were available during training but only 201 

one modality was available during testing and combined deep canonical 202 

correlation analysis with cross-modal autoencoders. 203 

2.2. Conversational sentiment analysis 204 

Traditional sentiment analysis research mainly focuses on identify- 205 

ing the polarities of personal reviews. With the increasing popularity 206 

of social networks, conversational sentiment analysis has attracted an 207 

increasing attention. 208 

Elise et al. [57] presented an approach for the detection of both 209 

the topic and sentiment of a user’s utterances from transcribed speech. 210 

They obtained the sentiment scores based on sentiment rules. Yang 211 

et al. [17] proposed a segment-level joint topic-sentiment model (STSM) 212 

to estimate fine-grained sentiments for online review analysis. Ma- 213 

hata et al. [58] trained a shallow convolutional neural network (CNN) 214 

model based on annotated Twitter responses for detecting personal ex- 215 

posure. Contrary to our model, they ignored interactions between au- 216 

thors. Maghilnan et al. [59] performed a sentiment analysis on speaker- 217 

discriminated speech transcripts to detect the emotions of the individ- 218 

ual speakers involved in a conversation using machine learning classi- 219 

fiers. Realizing the difficulty of gaining insights from long conversations, 220 

Hoque and Carenini [60] developed a visual exploratory text analytic 221 

system that integrates interactive visualization with text mining tech- 222 

niques. Mazzocut et al. [61] manually analyzed people’s opinions, which 223 

were collected from web conversations. Due to the limited availability 224 

of sentiment-annotated interactive text datasets, Bothe et al. [62] had 225 

to use the VADER sentiment analysis tool [60] to autoannotate the sen- 226 

timent labels of two spoken interaction corpora for training. Motivated 227 

by the above studies, Huijzer et al. [63] performed an affective anal- 228 

ysis of emails and collected an email sentiment dataset. They noticed, 229 

but did not model, the interaction between the customer support agent 230 

and a customer. From a sociological perspective, Aznar and Tenenbaum 231 

[64] employed a meta-analysis to compare gender differences in the 232 

frequency of mother-child emotion talk and the moderators of these dif- 233 

ferences. 234 

Unlike the aforementioned studies, Hazarika et al. [21] proposed a 235 

conversational memory network, which leveraged contextual informa- 236 

tion from the conversation history, to recognize utterance-level emo- 237 

tions. However, their work was limited to dyadic conversation under- 238 

standing. Majumder el al [65] . described a DialogueRNN model that kept 239 

track of the individual party states throughout the conversation and 240 

used this information for emotion classification in conversations. Poria 241 

et al. [20] proposed an LSTM-based model that was able to capture con- 242 

textual information of utterances from their surroundings in a video, 243 

thus aiding the classification process. Moreover, Poria et al. [22] cre- 244 

ated the first multimodal multiparty conversational dataset, namely, 245 
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the Multimodal EmotionLines Dataset (MELD), to facilitate the devel- 246 

opment of conversational sentiment analysis. Zhang et al. [66] treated 247 

each utterance and each speaker in each conversation as a node and 248 

designed a conversational graph-based convolutional neural network 249 

to model contextual dependency. Zhong et al. [67] also attempted to 250 

address this problem and proposed a knowledge-enriched transformer 251 

(KET) that used a context-aware affective graph attention mechanism 252 

to learn external contextual knowledge. Zhang et al. [30] designed a 253 

quantum-inspired interactive network (QIN) model for textual conversa- 254 

tional sentiment analysis and showed its effectiveness on the MELD and 255 

IEMOCAP datasets. However, they did not take the interactions among 256 

different modalities into consideration. Rebiai et al. [68] presented one 257 

submission at SemEval-2019 Task 3: EmoContext. The task consisted of 258 

classifying a textual dialogue into one of four emotion classes: happy, 259 

sad, angry or other. They provided a series of strong baseline approaches 260 

for supporting the development of sentiment analysis of conversations. 261 

In summary, the two aforementioned types of studies have made 262 

good progress in multimodal sentiment analysis and motivated our 263 

work. The existing research is mainly focused on leveraging intra- 264 

utterance interactions, e.g., learning relations between words and ex- 265 

tracting effective features, to help judge sentiment. A few studies in the 266 

last two years have attempted to implicitly train models to learn the in- 267 

teractions between utterances using deep neural networks. However, to 268 

the best of our knowledge, they have not yet systematically taken into 269 

account the three kinds of interactions (i.e., interactions between terms, 270 

interactions among speakers and interactions between modalities) in a 271 

unified framework, as we aim to address in this paper. 272 

In this paper, we aim to take a fresh look at the nature of complex 273 

interactions from the perspective of quantum theory and establish an 274 

integrated theoretical system of quantum-like interaction modeling. As 275 

major parts of the theoretical system of quantum-like interaction model- 276 

ing, the QMSA model [13] and the QIN model [30] are merged together 277 

under the same subject. Finally, under the guidance of the theoretical 278 

system, we propose a principled, theoretical framework to model both 279 

intra- and inter-utterance interactions that are complex and dynamic. 280 

The framework will draw upon the formalisms of quantum probability 281 

theory, which is a generalization of classical probability theory and is 282 

designed to describe the behaviors of microscopic particles in quantum 283 

physics, which are also dynamic and complex in nature. 284 

3. Quantum theory preliminaries 285 

Quantum probability theory [69] aims at interpreting the mathemat- 286 

ical foundations of quantum theory, which is based on linear algebra. 287 

This section gives a brief introduction to some basic concepts, quantum 288 

measurement and quantum interference formalisms. 289 

3.1. Basic notations and concepts 290 

Quantum probability theory [69] aims at interpreting the mathemat- 291 

ical foundations of quantum theory, which is based on linear algebra. 292 

This section gives a brief introduction to some basic concepts, quantum 293 

measurement and quantum interference formalisms. 294 

3.2. Basic notations and concepts 295 

In quantum theory, quantum probability space is naturally encapsu- 296 

lated in an infinite Hilbert space [70] (which is a complete vector space 297 

possessing the structure of an inner product), denoted by ℍ . In line with 298 

previous quantum-inspired models [26,27,29] , we restrict our problem 299 

to vector spaces over real numbers in ℝ and leave the possible extension 300 

to complex numbers as one direction of future work. 301 

With Dirac’s notation, a state vector or a wave function, 𝜑 , can be 302 

expressed as a ket | 𝜑 ⟩, and its transpose can be expressed as a bra ⟨𝜑 |. In 303 

Hilbert space, any n-dimensional vector can be represented in terms of 304 

a set of basis vectors, |𝜑 ⟩ = 

∑𝑛 
𝑖 =1 𝑎 𝑖 |𝑒 𝑖 ⟩, as can the wave function. Given 305 

two state vectors | 𝜑 1 ⟩ and | 𝜑 2 ⟩, the inner product between them is de- 306 

noted by ⟨𝜑 1 | 𝜑 2 ⟩. Similarly, the Hilbert space representation of the wave 307 

function is recovered from the inner product 𝜑 ( 𝑥 ) = ⟨𝑥 |𝜑 ⟩. 308 

In quantum probability theory, an event is defined as a subspace 309 

of Hilbert space, which is represented by any orthogonal projector Π. 310 

Assuming | u ⟩ is a unit vector; i.e., ‖‖𝑢 ‖‖2 = 1 , the projector Π in the di- 311 

rection u is written as | u ⟩⟨u |. 𝜌 = 

∑
𝑖 𝑝 𝑖 |𝑢 ⟩⟨𝑢 | represents a density matrix. 312 

The density matrix 𝜌 is symmetric, positive semidefinite, 𝜌 = 𝜌𝑇 , where 313 

𝜌≥ 0, and has a trace of 1. The quantum probability measure 𝜇 is asso- 314 

ciated with the density matrix. It satisfies two conditions: (1) for each 315 

projector | u ⟩⟨u |, 𝜇(| u ⟩⟨u |) ∈ [0, 1], and (2) for any orthonormal basis 316 

{| e i ⟩}, 
∑𝑛 

𝑖 =1 𝜇
(|𝑒 𝑖 ⟩⟨𝑒 𝑖 |) = 1 . Gleason’s theorem [71] has proven the exis- 317 

tence of a mapping function 𝜇( |𝑢 ⟩⟨𝑢 |) = 𝑡𝑟 ( 𝜌|𝑢 ⟩⟨𝑢 |) for any vector | u ⟩. 318 

In quantum theory, all the information contained in one system 319 

(which, in this paper, refers to each utterance) is represented by the 320 

probability distribution of the measurement results. These probabilities 321 

are obtained using a finite sequence of measurements on the system 322 

and are used to construct the state space [72] . Since the density ma- 323 

trix is equivalent to the state space, it describes all the information and 324 

properties of the system (utterance). 325 

3.3. Quantum measurement 326 

There are two types of quantum measurements (QMs), including or- 327 

dinary (i.e., strong) and weak measurements. Quantum measurement 328 

describes the interactions between a quantum system and the measure- 329 

ment system. Strong measurement leads to the collapse of the quantum 330 

state, while weak measurement disturbs the quantum state very little. 331 

In QT, a quantum measurement process consists of two steps: (i) the 332 

quantum measurement device is weakly coupled to the quantum sys- 333 

tem being measured; (ii) the measurement device is strongly measured, 334 

and its collapsed state is referred to as the outcome of the measurement 335 

process. 336 

Let | 𝜙d ⟩ denote the wave function of the measurement device and 337 

represent the position basis. It can be written as: 338 

|𝜙𝑑 ⟩ = ∫𝑥 

𝜙( 𝑥 ) |𝑥 ⟩𝑑𝑥 (1) 

𝜙( 𝑥 ) = (2 𝜋𝜎2 ) − 
1 
4 𝑒 − 𝑥 

2 ∕4 𝜎2 (2) 

where x is the position variable of the measuring pointer. The initial 339 

state of the pointer variable is modeled by a Gaussian distribution cen- 340 

tered at zero with variance 𝜎2 (denoted by Δ). 341 

As an example, let S denote the quantum system being measured. 342 

Suppose 𝑂̂ is observable in the system S . Taking 𝑂̂ = 

ℏ 

2 |0 ⟩ − 

ℏ 

2 |1 ⟩, � 343 

is Planck’s constant, which is the quantum of action. A quantum state 344 |𝜓⟩ = 𝛼|0 ⟩ + 𝛽|1 ⟩, in which 𝛼 and 𝛽 are the probability amplitudes, sat- 345 

isfies |𝛼|2 + |𝛽|2 = 1 . |0 ⟩ and |1 ⟩ are the eigenstates, and 0 and 1 are the 346 

eigenvalues of the two eigenstates. Then, the system and the measure- 347 

ment device can be entangled, which is formalized as: 348 

∫𝑥 

[ 
𝑒 
− ( 𝑥 −0) 

2 

4 𝜎2 𝛼|0 ⟩⊗ |𝑥 ⟩ + 𝑒 
− ( 𝑥 −1) 

2 

4 𝜎2 𝛽|1 ⟩⊗ |𝑥 ⟩] 𝑑𝑥 (3) 

This function can be seen as a bimodal distribution with two modes 349 

(i.e., 0 and 1). More details on the entanglement process are provided 350 

in [73] . Next, we strongly measure the pointer of the measuring device. 351 

Supposing the pointer collapses to the vector | x 0 ⟩, the system becomes 352 

new in the state: 353 [ 
𝑒 
− ( 𝑥 0 −0) 

2 

4 𝜎2 𝛼|0 ⟩ + 𝑒 
− ( 𝑥 0 −1) 

2 

4 𝜎2 𝛽|1 ⟩] ⊗ |𝑥 0 ⟩ (4) 

The eigenvalue x 0 could be anywhere around 0 or 1, or even further 354 

away. A smaller variance Δ indicates that the curve of the bimodal dis- 355 

tribution will be taller and narrower. The value of x is tightly clustered 356 

around the two modes 0 and 1 (i.e., the two eigenvalues of the system), 357 
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Table 1 

The parameter analysis for Equation 8. 

Strong Measurement Weak Measurement 

Variance 𝜎 < 𝑒𝑖𝑔𝑒𝑛𝑣𝑎𝑙𝑢𝑒 𝜎 ⩾ 𝑒𝑖𝑔𝑒𝑛𝑣𝑎𝑙𝑢𝑒 

Position in Eq. 4 left side right side left side right side 

Supposing x 0 is approximately 1 −( 𝑥 −0) 2 

4 𝜎2 → −∞ 𝑒 
−( 𝑥 −0) 2 

4 𝜎2 → 0 −( 𝑥 −1) 2 

4 𝜎2 → 0 𝑒 
−( 𝑥 −1) 2 

4 𝜎2 → 1 −( 𝑥 −0) 2 

4 𝜎2 → 0 𝑒 
−( 𝑥 −0) 2 

4 𝜎2 → 1 −( 𝑥 −1) 2 

4 𝜎2 → 0 𝑒 
−( 𝑥 −1) 2 

4 𝜎2 → 1 
Effect on the quantum state collapsed to |1 ⟩ slightly biased 

which means that the probability of the system state collapsing to one 358 

of the eigenstates is very high. This type of measurement is called a 359 

strong measurement. A very large variance Δ indicates that the curve of 360 

the bimodal distribution will be flat and broad. The value of x is spread 361 

out and has a large uncertainty. The outcome of this measurement is the 362 

average over the probabilities of the two eigenvalues 0 and 1. Such mea- 363 

surement is called weak measurement. Hence, the higher the variance 364 

is, the weaker the measurement process. 365 

Whether the quantum measurement (QM) is strong or weak is deter- 366 

mined by Δ. If the pointer collapses to a value x 0 of approximately 1, it 367 

means that the amplitude to postselect |0 ⟩ will be higher than the am- 368 

plitude to postselect |1 ⟩, and vice versa. Thus, the collapse of the pointer 369 

biases the system’s vector. However, if 𝜎 is very large with respect to the 370 

eigenvalue of 𝑂̂ , the bias will be very small, and the outcome system’s 371 

vector will be very similar to the original vector. A detailed analysis is 372 

shown in Table 1 . 373 

Strong measurement leads to the collapse of the quantum system, 374 

while weak measurement causes the quantum system to be slightly bias. 375 

QM provides a principled and effective mechanism to capture the inter- 376 

utterance interactions, which will be detailed in Section 4.3.1 . 377 

3.4. Preliminaries of quantum interference 378 

The double-slit interference experiment [74] , as shown in Fig. 2 , is 379 

a demonstration that a single photon initially emitted as a particle goes 380 

through two slits simultaneously and interferes with itself as a wave. 381 

In QT, the wave function 𝜑 ( x ) is a probability amplitude function of 382 

position x , which is used to interpret this experiment. The state of the 383 

photon is a superposition of the state of slit 1 and slit 2, which can be 384 

formulated as 385 

𝜑 𝑝 ( 𝑥 ) = 𝛼𝜑 1 ( 𝑥 ) + 𝛽𝜑 2 ( 𝑥 ) (5) 

where 𝜑 1 ( x ) is the wave function of slit 1, 𝜑 2 ( x ) is the wave func- 386 

tion of slit 2, and 𝛼 and 𝛽 are arbitrary complex numbers satisfying 387 |𝛼|2 + |𝛽|2 = 1 . 388 

𝑃 ( 𝑥 ) = |𝜑 ( 𝑥 ) |2 determines the probability (density) that a particle in 389 

state 𝜑 ( x ) will be found at position x . 𝑃 𝛼 = |𝛼|2 is the probability of the 390 

Fig. 2. The double-slit experiment. f 1 ( or f 2 ) is the curve observed by closing 

slit 2 (or slit 1). f 12 is the curve observed by opening both slit 1 and slit 2. 

𝑓 12 ≠ 𝑓 1 + 𝑓 2 because of the interference effect. 

photon passing through slit 1, and 𝑃 𝛽 = |𝛽|2 is the probability of the 391 

photon passing through slit 2. f 1 ( or f 2 ) is the curve observed by closing 392 

slit 2 (or slit 1). f 12 is the curve observed by opening both slit 1 and slit 393 

2. Therefore, the curves f 1 , f 2 and f 12 are measured as: 394 

𝑓 1 = |𝛼|2 ||𝜑 1 ( 𝑥 ) ||2 (6) 

𝑓 2 = |𝛽|2 ||𝜑 2 ( 𝑥 ) ||2 (7) 

𝑓 12 ( 𝑥 ) = 

|||𝜑 𝑝 ( 𝑥 ) 
|||2 = 

||𝛼𝜑 1 ( 𝑥 ) + 𝛽𝜑 2 ( 𝑥 ) ||2 
= 𝑓 1 + 𝑓 2 + 2 

√
𝑓 1 𝑓 2 𝑐𝑜𝑠𝜃 (8) 

where 𝜃 is the angle of the complex number 𝛼𝜑 1 ( x ) 𝛽𝜑 2 ( x ). 𝐼 = 395 

2 
√

𝑓 1 𝑓 2 𝑐𝑜𝑠𝜃 is called the interference term. I is a necessary component 396 

of the quantum probabilistic model describing the distribution of the 397 

frequency of the photon detected by the detectors when both slits are 398 

open. 399 

Quantum interference provides a comprehensive mathematical for- 400 

malism to capture the intra-utterance interactions, which will be de- 401 

tailed in Section 4.3.2 . 402 

4. The quantum-like multimodal network framework 403 

4.1. Problem formulation and overall framework 404 

We target determining the attitude of each speaker at the utterance 405 

(sentence) level. The problem we investigate thus takes each utterance 406 

u as input and produces its sentiment label y as output. Hence, we for- 407 

mulate the problem as follows: 408 

Given a multiturn conversation among speakers, how can we capture the 409 

interactions among them, and how can we determine their emotional changes 410 

brought by these interactions? 411 

The architecture of the proposed quantum-like multimodal network 412 

(QMN) framework is shown in Fig. 3 . We first extract textual and vi- 413 

sual features for each utterance (turn) in the conversational discourse 414 
⃗𝑥 𝑡𝑒𝑥𝑡 = [ ⃗𝑟 𝑡 1 , ⃗𝑟 𝑡 2 , …, ⃗𝑟 𝑡 𝑛 ] , ⃗𝑥 𝑖𝑚𝑔 = [ ⃗𝑟 𝑖 1 , ⃗𝑟 𝑖 2 , …, ⃗𝑟 𝑖 𝑛 ] , through a density matrix- 415 

based convolutional neural network (DM-CNN). Second, inspired by 416 

quantum measurement theory, a strong-weak influence model is devel- 417 

oped to compute the inter-utterance influences among speakers within 418 

the whole conversation, denoted by R . Third, a variant of LSTM is built 419 

on top of the extracted multimodal features ⃗𝑥 𝑡𝑒𝑥𝑡 , ⃗𝑥 𝑖𝑚𝑔 to model the evo- 420 

lution of sentiments in the conversation, with the output gate o t com- 421 

bined with the inter-utterance influences R . Finally, inspired by quan- 422 

tum interference, we propose a multimodal decision fusion approach to 423 

obtain the completed sentiment decision (label) y d . The details of these 424 

steps will be given in the next subsections. 425 

4.2. Multimodal representation learning 426 

Currently, a series of pioneering studies provide evidence that the 427 

density matrix, which is defined in the quantum probability space, could 428 

be applied in natural language processing as an effective representation 429 

method [13,25,27,29] . Compared with the embedding vector, the den- 430 

sity matrix can encode 2-order semantic dependencies. Motivated by 431 

Zhang’s work [29] , we develop a density matrix-based convolutional 432 

neural network (DM-CNN) to represent the texts and images of all the 433 
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Fig. 3. The architecture of quantum-like multimodal network. 

utterances in a conversation. The representation procedure for each 434 

modality is described below. 435 

Text Representation. For text, suppose |𝑤 𝑖 ⟩ = 

(
𝑤 𝑖 1 , 𝑤 𝑖 2 , …, 𝑤 𝑖𝑑 

)𝑇 
is 436 

a normalized word vector. The projector Πi for a single word 𝑤 𝑖 is for- 437 

mulated in Equation 9. The one-hot representation of words over other 438 

words is known to suffer from the curse of dimensionality and has dif- 439 

ficulty representing ambiguous words. Therefore, we use word embed- 440 

dings to construct projectors in semantic space. In this paper, we employ 441 

the GloVe tool [75] to find each word’s embedding. 442 

Π𝑖 = |𝑤 𝑖 ⟩⟨𝑤 𝑖 |
= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 
𝑤 𝑖 1 
𝑤 𝑖 2 
…
𝑤 𝑖𝑑 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 
×
(
𝑤 𝑖 1 , 𝑤 𝑖 2 , …, 𝑤 𝑖𝑑 

)

= 

⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 
( 𝑤 𝑖 1 ) 2 𝑤 𝑖 1 𝑤 𝑖 2 … 𝑤 𝑖 1 𝑤 𝑖𝑑 

𝑤 𝑖 2 𝑤 𝑖 1 
(
𝑤 𝑖 2 

)2 … 𝑤 𝑖 2 𝑤 𝑖𝑑 

⋮ …
𝑤 𝑖𝑑 𝑤 𝑖 1 𝑤 𝑖𝑑 𝑤 𝑖 2 …

(
𝑤 𝑖𝑑 

)2 
⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 

(9) 

After defining the projector Πi for each textual word, we represent 443 

a document (i.e., an utterance) with a density matrix, which can be 444 

formulated as: 445 

𝜌 = 

∑
𝑖 

Π𝑖 = 

∑
𝑖 

𝑝 𝑖 |𝑤 𝑖 ⟩⟨𝑤 𝑖 |
= 

⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 

∑
𝑖 𝑝 𝑖 ( 𝑤 𝑖 1 ) 2 

∑
𝑖 𝑝 𝑖 𝑤 𝑖 1 𝑤 𝑖 2 …

∑
𝑖 𝑝 𝑖 𝑤 𝑖 1 𝑤 𝑖𝑑 ∑

𝑖 𝑝 𝑖 𝑤 𝑖 2 𝑤 𝑖 1 
∑

𝑖 𝑝 𝑖 
(
𝑤 𝑖 2 

)2 …
∑

𝑖 𝑝 𝑖 𝑤 𝑖 2 𝑤 𝑖𝑑 

⋮ …∑
𝑖 𝑝 𝑖 𝑤 𝑖𝑑 𝑤 𝑖 1 

∑
𝑖 𝑝 𝑖 𝑤 𝑖𝑑 𝑤 𝑖 2 …

∑
𝑖 𝑝 𝑖 
(
𝑤 𝑖𝑑 

)2 
⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 

(10) 

where p i is the corresponding probability of an event (word) Πi , satis- 446 

fying 
∑

𝑖 𝑝 𝑖 = 1 . In quantum theory, how to calculate the probability of 447 

each quantum event has long been an open problem. In this work, we 448 

adopt one natural idea: to use the occurrence frequencies of words to 449 

compute their probabilities and the density matrix. 450 

Now, we have obtained a density matrix 𝜌t that temporarily rep- 451 

resents the text part of the document. 𝜌t is then fed into a deep 452 

CNN architecture to learn more abstract textual features, i.e., ⃗𝑥 𝑡𝑒𝑥𝑡 = 453 

[ ⃗𝑟 𝑡 1 , ⃗𝑟 𝑡 2 , …, ⃗𝑟 𝑡 𝑛 ] . The CNN consists of two convolutional layers, a fully 454 

connected layer and one softmax layer. Each convolutional layer is con- 455 

nected to a max pooling layer. The first convolutional layer has eight 456 
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5 ×5 filters. The second convolutional layer has sixteen 3 ×3 filters. The 457 

fully connected layer consists of 128 neurons. Note that the textual fea- 458 

tures ⃗𝑥 𝑡𝑒𝑥𝑡 will be used as inputs for the QMN model. 459 

Image Representation. We consider an image a document of visual 460 

words, in which each visual word is equivalent to a word in a text doc- 461 

ument. Therefore, we use these visual words |𝑠 𝑖 ⟩ = 

(
𝑠 𝑖 1 , 𝑠 𝑖 2 , …, 𝑠 𝑖𝑑 

)𝑇 
to 462 

construct visual projectors. The process of extracting visual words s i is 463 

as described in the following procedure: (a) the SIFT features are ex- 464 

tracted from all the images, and each SIFT feature is a 128-dimensional 465 

vector; (b) these extracted SIFT features are clustered to obtain k cluster 466 

centers through the k-means clustering algorithm. Each cluster center 467 

is a visual word, and all k visual words form a visual dictionary V , i.e., 468 

𝑉 = 

{
𝑠 1 , 𝑠 2 , …, 𝑠 𝑘 

}
; (c) these visual words s i are used to construct projec- 469 

tors Π𝑖 = |𝑠 𝑖 ⟩⟨𝑠 𝑖 | using Equation 9 and density matrices 𝜌i using Equation 470 

10. 471 

Next, 𝜌i is input into a deep CNN architecture. The image CNN is 472 

composed of six convolutional layers, one fully connected layer and one 473 

softmax layer. Each convolutional layer is connected to a max pooling 474 

layer. The first convolutional layer consists of 8 filters of size 7 ×7. The 475 

second convolutional layer consists of 16 filters of size 5 ×5. The third 476 

convolutional layer consists of 32 filters of size 5 ×5. The fourth convo- 477 

lutional layer consists of 64 filters of size 3 ×3. The fifth convolutional 478 

layer consists of 128 filters of size 3 ×3, and the sixth convolutional 479 

layer consists of 128 filters of size 2 ×2. This network is followed by the 480 

fully connected layer (size of 128) and the softmax layer. Finally, the 481 

activation values of the fully connected layer are used as the visual fea- 482 

tures for each utterance. The visual features ⃗𝑥 𝑖𝑚𝑔 will be used as inputs 483 

for the QMN model. 484 

4.3. Modeling interaction dynamics with the quantum-like multimodal 485 

network 486 

In this subsection, we first propose a quantum measurement-inspired 487 

strong-weak influence model to capture the social influence among dif- 488 

ferent speakers. Second, we introduce a quantum interference-inspired 489 

multimodal decision fusion approach to model the mutual influence be- 490 

tween the text and image. Finally, we present the QMN model in detail. 491 

4.3.1. Quantum measurement-Inspired strong-Weak influence model 492 

Influence is an indirect, invisible way of altering the thought, behav- 493 

ior or nature of an entity, which is a difficult task to model [76] . When 494 

one talks to other people, he or she is influenced by the other people’s 495 

styles of interaction. In a conversation, a speaker’s affective state might 496 

or might not change, depending on the intensity of interaction. If the 497 

speaker’s affective state changes, we argue that he or she is strongly 498 

affected by others. We call this a strong interaction . Similarly, if one 499 

speaker’s words have a very small influence and lead to no changes to 500 

another speaker’s affective state, we call this a weak interaction . 501 

In QT, quantum measurement describes the interaction (coupling) 502 

between a quantum system and the measurement device. Strong mea- 503 

surement leads to the collapse of the quantum system state, while weak 504 

measurement disturbs the quantum system state very little. The vari- 505 

ance in pointer readings of the measurement device could distinguish 506 

strong from weak interactions. In this work, we treat each speaker as a 507 

learning system. Accordingly, the interaction could be characterized as 508 

a coupling of two systems. The interaction between a quantum system 509 

and the measurement device is analogous to the interaction between 510 

two speakers. Some fundamental analogies exist between them in terms 511 

of the effect of the measurement/interaction. For example, both of them 512 

describe the interactions of different strengths between the two systems. 513 

Strong measurement involves a change from a superposition state to 514 

the eigenstate, while strong interaction also makes a change from the 515 

original affective state to another affective state. On the other hand, 516 

weak measurement and weak interaction can hardly disturb the sys- 517 

tem/affective state. Therefore, quantum measurement provides us with 518 

natural inspiration and rigorous mathematical formalism to help under- 519 

stand and model complex interactions among speakers; we model strong 520 

and weak interactions with the formalism of quantum measurement and 521 

thus develop a strong-weak influence model. 522 

Specifically, we base our strong-weak influence model on the dy- 523 

namic “influence model ”, which is a generalization of HMMs for de- 524 

scribing the influence that each Markov chain has on the others through 525 

constructing influence matrices [76] . This model gives an abstract defi- 526 

nition of influence: an entity’s state is influenced by its neighbors’ states 527 

and changes accordingly. Each entity has an influence on every other 528 

entity in the network. 529 

Dynamic influence model 530 

Suppose there are C entities in the system, and each entity e is asso- 531 

ciated with a finite set of possible states {1 , 2 , …, 𝑆} . Note that to avoid 532 

confusion between the time in the influence model and that in LSTM, we 533 

use u to represent the time series (turn) in the influence model and use 534 

t to denote each time step in the LSTM networks. 535 

At each different turn u , each entity e is in one of the states, denoted 536 

by 𝑞 𝑒 𝑢 ∈ { 1 , 2 , …, 𝑆 } . Each entity emits an observable 𝑜 𝑒 𝑢 at turn u follow- 537 

ing the emission probability 𝑏 𝑞 𝑒 𝑢 ( 𝑜 
𝑒 
𝑢 ) = 𝑃 

(
𝑜 𝑒 𝑢 |𝑞 𝑒 𝑢 ). Influence is treated as 538 

the conditional dependence among each entity’s current state 𝑞 𝑒 𝑢 at turn 539 

u and the previous states of all the entities 𝑞 1 
𝑢 −1 , 𝑞 

2 
𝑢 −1 , …, 𝑞 𝐶 

𝑢 −1 at turn 𝑢 − 1 . 540 

Apparently, 𝑞 𝑒 𝑢 is only influenced by all entities at turn 𝑢 − 1 . Therefore, 541 

the conditional probability can be formulated as: 542 

𝑃 
(
𝑞 𝑒 𝑢 |𝑞 1 𝑢 −1 , 𝑞 2 𝑢 −1 , …, 𝑞 𝑒 

𝑢 −1 , …, 𝑞 𝐶 
𝑢 −1 

)
= 

∑
𝑐∈1 , 2 , …,𝐶 

𝑅 

(
𝑟 𝑢 
)
𝑒,𝑐 

× 𝐼𝑛𝑓𝑙 
(
𝑞 𝑒 𝑢 |𝑞 𝑐 𝑢 −1 ) (11) 

where R ( r u ) is a C ×C matrix and R ( r u ) e , c represents the element in 543 

the e th row and the c th column; 𝑟 𝑢 ∈ {1 , 2 , 3 , …, 𝐽} , 𝑢 = 1 , …, 𝑇 ; and J 544 

is a hyperparameter set freely by the user to define the number of in- 545 

fluence matrices R ( r u ) for improving the adaptability of the influence 546 

model. 𝐼𝑛𝑓𝑙 
(
𝑞 𝑒 𝑢 |𝑞 𝑐 𝑢 −1 ) is modeled using an S × S matrix M 

c , e , namely, 547 

𝐼 𝑛𝑓𝑙 
(
𝑞 𝑒 𝑢 |𝑞 𝑐 𝑢 −1 ) = 𝑀 

𝑐,𝑒 

𝑞 𝑐 
𝑢 −1 ,𝑞 

𝑒 
𝑢 
, where 𝑀 

𝑐,𝑒 

𝑞 𝑐 
𝑢 −1 ,𝑞 

𝑒 
𝑢 

represents the element in the 548 

𝑞 𝑐 
𝑢 −1 th row and 𝑞 𝑒 𝑢 th column of matrix M 

c , e . The matrix M 

c , e is similar 549 

to the transition matrix, which can be simplified by two S × S matrices: 550 

E c and F c . E c captures the self-state transition, i.e., 𝐸 

𝑐 = 𝑀 

𝑐,𝑐 , and F c 551 

represents the adjacent state transition, i.e., 𝐹 𝑐 = 𝑀 

𝑐,𝑒 , ∀𝑒 ≠ 𝑐. 552 

Quantum-Inspired Strong-Weak Influence Model 553 

However, in a turn-taking conversation, only the first speaker’s state 554 

at each turn, denoted by 𝑞 𝑒 𝑢 |𝑒 =1 , is influenced by the previous states of 555 

all the entities, while the remaining speakers’ states at each turn, de- 556 

noted by 𝑞 𝑒 𝑢 |𝑒 ≥ 2 , are influenced by both the current states of the speakers 557 

who speak in front of e at turn u , i.e., 𝑞 1 𝑢 , 𝑞 
2 
𝑢 , …, 𝑞 𝑒 −1 𝑢 , and the previous 558 

states of the other speakers who have not yet spoken (including the cur- 559 

rent speaker under concern) in the current round, i.e., 𝑞 𝑒 
𝑢 −1 , 𝑞 

𝑒 +1 
𝑢 −1 , …, 𝑞 𝐶 

𝑢 −1 . 560 

Then, the conditional probability is divided into two parts: 561 { 

𝑃 
(
𝑞 𝑒 𝑢 , 𝑒 = 1 |𝑞 1 

𝑢 −1 , 𝑞 
2 
𝑢 −1 , …, 𝑞 𝐶 

𝑢 −1 
)

𝑃 
(
𝑞 𝑒 𝑢 , 𝑒 ≥ 2 |𝑞 1 𝑢 , 𝑞 2 𝑢 , …, 𝑞 𝑒 −1 𝑢 , 𝑞 𝑒 

𝑢 −1 , 𝑞 
𝑒 +1 
𝑢 −1 , …, 𝑞 𝐶 

𝑢 −1 
) (12) 

Referring to the example shown in Fig. 1 , we have 𝐶 = 562 

{ 𝐽 𝑒𝑛 ( 𝐽 ) , 𝑅𝑜𝑠𝑠 ( 𝑅 )} . Each speaker is in one of three affective states, which 563 

are positive, negative and neutral; i.e., 𝑆 = 3 , and 𝑞 𝑅 𝑢 , 𝑞 
𝐽 
𝑢 ∈ { −1 , 0 , 1 } . 564 

Hence, speaker Jen ’s affective state 𝑞 𝐽 𝑢 at turn u is influenced by the 565 

previous states of both J and R at turn 𝑢 − 1 , i.e., 𝑞 𝐽 
𝑢 −1 , 𝑞 

𝑅 
𝑢 −1 . Ross ’s affec- 566 

tive state 𝑞 𝑅 𝑢 is influenced by both his own previous state 𝑞 𝑅 
𝑢 −1 at turn 567 

𝑢 − 1 and Jen ’s state in the current turn 𝑞 𝐽 𝑢 . The conditional probability 568 

is measured as: 569 ⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ 

𝑃 
(
𝑞 𝐽 𝑢 |𝑞 𝐽 𝑢 −1 , 𝑞 𝑅 𝑢 −1 

)
= 𝑅 

(
𝑟 𝑢 
)
𝐽𝐽 

⋅ 𝐼𝑛𝑓𝑙( 𝑞 𝐽 𝑢 |𝑞 𝐽 𝑢 −1 ) + 𝑅 

(
𝑟 𝑢 
)
𝐽𝑅 

⋅ 𝐼𝑛𝑓𝑙( 𝑞 𝐽 𝑢 |𝑞 𝑅 𝑢 −1 ) 

𝑃 
(
𝑞 𝑅 𝑢 |𝑞 𝐽 𝑢 , 𝑞 𝑅 𝑢 −1 

)
= 𝑅 

(
𝑟 𝑢 
)
𝑅𝐽 

⋅ 𝐼𝑛𝑓𝑙( 𝑞 𝑅 𝑢 |𝑞 𝐽 𝑢 ) + 𝑅 

(
𝑟 𝑢 
)
𝑅𝑅 

⋅ 𝐼𝑛𝑓𝑙( 𝑞 𝑅 𝑢 |𝑞 𝑅 𝑢 −1 ) 

(13) 

where R ( r u ) JJ , R ( r u ) JR , R ( r u ) RJ , and R ( r u ) RR are four elements of the 570 

influence matrix R ( r u ). Each element is also a 3 ×3 matrix, which de- 571 
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Fig. 4. The difference between the dynamic in- 

fluence model and the strong-weak influence 

model. The blue lines show the dependence, 

and the red lines indicate the switching capac- 

ity of the influence model. (For interpretation 

of the references to colour in this figure legend, 

the reader is referred to the web version of this 

article.) 

notes, in different affective states (-1, 0, 1), how Jen influences herself, 572 

how Ross influences Jen , how Jen influences Ross , and how Ross influ- 573 

ences himself, respectively. 𝐼𝑛𝑓𝑙( 𝑞 𝐽 𝑢 |𝑞 𝐽 𝑡𝑢 −1 ) , 𝐼𝑛𝑓𝑙( 𝑞 𝐽 𝑢 |𝑞 𝑅 𝑢 −1 ) , 𝐼𝑛𝑓𝑙( 𝑞 𝑅 𝑢 |𝑞 𝐽 𝑢 ) , 574 

and 𝐼𝑛𝑓𝑙( 𝑞 𝑅 𝑢 |𝑞 𝑅 𝑢 −1 ) are four 3 ×3 transition matrices. 575 

Inspired by quantum measurement, we use two influence matrices 576 

(i.e., 𝐽 = 2 , 𝑟 𝑢 ∈ { 1 , 2 } ) to represent strong and weak influences. The 577 

switching of r u is determined by the average standard deviation of the 578 

speakers’ sentimental scores 𝜎𝑎𝑣𝑔 . We set the eigenvalues of the speaker’s 579 

affective state to -1, 0 and 1; i.e., 𝑥 ∈ { −1 , 0 , 1 } . Hence, we introduce the 580 

following prior for r u : 581 { 

𝑟 𝑡 = 1 if 𝜎𝑎𝑣𝑔 ≥ 

∑
𝑥 𝑝 ( 𝑥 ) |𝑥 |𝑤𝑒𝑎𝑘 𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒 

𝑟 𝑡 = 2 if 𝜎𝑎𝑣𝑔 < 

∑
𝑥 𝑝 ( 𝑥 ) |𝑥 | 𝑠𝑡𝑟𝑜𝑛𝑔 𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒 

(14) 

where 𝑝 ( 𝑥 ) = 

(
2 𝜎2 𝜋

)− 1 2 𝑒 − (𝑥 − 𝜇𝑎𝑣𝑔 

)2 ∕2 𝜎2 , denoting the probability ampli- 582 

tude to obtain x , and in this work, 𝜇𝑎𝑣𝑔 is set to the average of all expec- 583 

tations. 584 

We illustrate the difference between the dynamic influence model 585 

and the strong-weak influence model in Fig. 4 . Finally, we obtain two 586 

influence matrices, which capture the strong and weak influences of one 587 

speaker on another speaker under different interactive environments. 588 

The detailed inference process is given in Appendix A . 589 

4.3.2. A Quantum Interference-Inspired multimodal decision fusion 590 

approach 591 

In the process of identifying the overall sentiment of multimodal con- 592 

tent, a user commonly makes a decision simultaneously based on his or 593 

her understanding of the content through multiple channels correspond- 594 

ing to different modalities, which could cause cognitive interference. 595 

Note that in this paper, the user’s cognitive state mainly refers to the 596 

user’s state of mind that determines his or her judgment about the sen- 597 

timent of an utterance, and it is involved in conversations influenced 598 

by the previous utterances. The judgment result may be biased to the 599 

positive or negative polarity variations. Before a user reads the text and 600 

sees the image, the user’s cognitive state is a superposition of the senti- 601 

ments of multimodalities, which means that his or her cognitive state is 602 

uncertain and indefinite. Note that a user’s cognitive state mainly refers 603 

to his or her cognition and judgment of emotions in this paper. In such 604 

a superposition-like state, he or she does not make a specific decision 605 

on the sentiment category of multimedia content. After he or she reads 606 

the text and sees the image, his or her cognitive state may collapse to 607 

one of the sentiment scores (+2, +1, -1, -2). 608 

We draw an analogy to the double-slit experiment in multimodal 609 

sentiment analysis. The original decision result is uncertain, which can 610 

be considered as the photon. The sentiment in the text and the image 611 

Fig. 5. Our double-slit experiment analogy for multimodal sentiment analysis. 

can be seen as two slits, and each sentiment score is a position on the 612 

detection screen, as shown in Fig. 5 . In our analogy, the decision result is 613 

in a superposition-like state for the sentiment of the text and the image, 614 

so that the sentiment information of each modality will simultaneously 615 

influence the final decision. Note that we elaborate on this analogy for 616 

developing a new fusion approach instead of modeling the quantum 617 

process. 618 

We use the wave function 𝜑 ( x ) to formalize our analogy. The decision 619 

result is in a superposition of the sentiment of the text and the image, 620 

as shown below: 621 

𝜑 𝑑 ( 𝑥 ) = 𝛼𝜑 𝑡 ( 𝑥 ) + 𝛽𝜑 𝑖 ( 𝑥 ) (15) 

where 𝜑 t ( x ) and 𝜑 i ( x ) are the wave functions of the sentiment of the text 622 

and the image, respectively. Therefore, the probability distribution of 623 

making decisions only through the text or the image can be formulated 624 

as: 625 

𝑓 𝑡 = |𝛼|2 ||𝜑 𝑡 ( 𝑥 ) ||2 
𝑓 𝑖 = |𝛽|2 ||𝜑 𝑖 ( 𝑥 ) ||2 (16) 

The probability distribution of the final decision can be measured 626 

as: 627 

𝑓 𝑑 ( 𝑥 ) = 

||𝜑 𝑑 ( 𝑥 ) ||2 = 

||𝛼𝜑 𝑡 ( 𝑥 ) + 𝛽𝜑 𝑖 ( 𝑥 ) ||2 
= 

||𝛼𝜑 𝑡 ( 𝑥 ) ||2 + 

||𝛽𝜑 𝑖 ( 𝑥 ) ||2 + 2 ||𝛼𝜑 𝑡 ( 𝑥 ) 𝛽𝜑 𝑖 ( 𝑥 ) ||𝑐𝑜𝑠𝜃
= 𝑓 𝑡 + 𝑓 𝑖 + 2 

√
𝑓 𝑡 𝑓 𝑖 𝑐𝑜𝑠𝜃 (17) 
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At the decision level, we interpret 𝑃 𝑡 ( 𝑥 ) = 

||𝜑 𝑡 ( 𝑥 ) ||2 as the probability 628 

that the sentiment score of the text is x , denoted by P t . We interpret 629 

𝑃 𝑖 ( 𝑥 ) = 

||𝜑 𝑖 ( 𝑥 ) ||2 as the probability that the sentiment score of the image 630 

is x , denoted by P i . The final decision P d can be written as: 631 

𝑃 𝑑 = 𝛼2 𝑃 𝑡 + 𝛽2 𝑃 𝑖 + 2 𝛼𝛽
√

𝑃 𝑡 𝑃 𝑖 𝑐𝑜𝑠𝜃 (18) 

where 𝛼2 and 𝛽2 are the normalized weights assigned to the text and 632 

the image decision, respectively. 𝐼 = 2 𝛼𝛽
√

𝑃 𝑡 𝑃 𝑖 𝑐𝑜𝑠𝜃 is the interference 633 

term, which represents the degree to which local decisions conflict. 634 

4.3.3. Quantum-like multimodal network 635 

In Sections 4.3.1 and 4.3.2, we covered the interaction information 636 

(including interactions between modalities and those among speakers); 637 

next, we can incorporate them into the quantum-like multimodal net- 638 

work (QMN), which is detailed in this subsection. 639 

Here, we first briefly review the standard LSTM network to estab- 640 

lish the basis for understanding the proposed QMN model. The long 641 

short-term memory (LSTM) network, a special kind of gated RNN, was 642 

introduced by Hochreiter and Schmidhuber [77] . A common architec- 643 

ture of the LSTM network is composed of a memory cell, a forget gate, 644 

an input gate, and an output gate. The memory cell flows straight down 645 

the entire chain, storing information for either long or short time peri- 646 

ods. The forget gate determines what information to discard in the cell. 647 

The input gate controls what new information would be stored in the 648 

cell. The output gate controls the output value of the LSTM unit based 649 

on the memory cell. Specifically, LSTM is written as below: 650 

𝑓 𝑡 = 𝜎
(
𝑊 𝑥𝑓 𝑥 𝑡 + 𝑊 ℎ𝑓 ℎ 𝑡 −1 + 𝑏 𝑓 

)
(19) 

𝑖 𝑡 = 𝜎
(
𝑊 𝑥𝑖 𝑥 𝑡 + 𝑊 ℎ𝑖 ℎ 𝑡 −1 + 𝑏 𝑖 

)
(20) 

𝑜 𝑡 = 𝜎
(
𝑊 𝑥𝑜 𝑥 𝑡 + 𝑊 ℎ𝑜 ℎ 𝑡 −1 + 𝑏 𝑜 

)
(21) 

𝑐 𝑡 = 𝑓 𝑡 ⊙ 𝑐 𝑡 −1 + 𝑖 𝑡 ⊙ 𝑡𝑎𝑛ℎ 
(
𝑊 𝑥𝑐 𝑥 𝑡 + 𝑊 ℎ𝑐 ℎ 𝑡 −1 + 𝑏 𝑐 

)
(22) 

ℎ 𝑡 = 𝑜 𝑡 ⊙ 𝑡𝑎𝑛ℎ 
(
𝑐 𝑡 
)

(23) 

where f t , i t , o t , and c t are the forget gate, input gate, output gate and cell 651 

state at time t , respectively. 𝑊 𝑥𝑓 , 𝑊 ℎ𝑓 , …, 𝑊 ℎ𝑐 ∈ ℝ 

𝑑×𝑑 are the weighted 652 

matrices, and 𝑏 𝑓 , 𝑏 𝑖 , 𝑏 𝑜 ∈ ℝ 

𝑑 are biases to be learned during training. 653 

𝜎 is the sigmoid function, tanh is the hyperbolic tangent function, and 654 

⊙ denotes pointwise multiplication. x t and h t represent the inputs and 655 

outputs, respectively. 656 

Then, as a modification to the standard LSTM, the QMN model is 657 

composed of two parts, which can model the text and image interac- 658 

tively. The main idea is (1) for each LSTM unit, the output gate o t is 659 

combined with the learned influence matrices R to constitute a new 660 

output gate, describing what information we are going to output. Thus, 661 

the new output gate explicitly considers the previous speakers’ influ- 662 

ences. (2) Taking the textual and visual vectors built by the DM-CNN 663 

as inputs, their hidden states h text , h img are obtained using the extended 664 

LSTM networks. (3) With this design, the QMN model makes local de- 665 

cisions on the text and the image and fuses them at the decision level 666 

using the quantum interference-inspired multimodal fusion approach, 667 

which is detailed in Section 4.3.2 . Fig. 3 depicts the overall architecture 668 

of the QMN model. 669 

Let us first formalize the notation. 𝑥 𝑡𝑒𝑥𝑡 𝑡 , 𝑥 
𝑖𝑚𝑔 
𝑡 and ℎ 𝑡𝑒𝑥𝑡 𝑡 , ℎ 

𝑖𝑚𝑔 
𝑡 repre- 670 

sent the inputs and outputs of each LSTM unit t of the text and im- 671 

age, where 𝑡 = { 1 , 2 , …, 𝑁 } , N is the number of speaker utterances. 672 

⃗𝑥 𝑡𝑒𝑥𝑡 = [ ⃗𝑟 𝑡 1 , ⃗𝑟 𝑡 2 , …, ⃗𝑟 𝑡 𝑛 ] , and ⃗𝑥 𝑖𝑚𝑔 = [ ⃗𝑟 𝑖 1 , ⃗𝑟 𝑖 2 , …, ⃗𝑟 𝑖 𝑛 ] are the vector repre- 673 

sentations of the text and image, which are learned by the DM-CNN, 674 

and ℎ 𝑡𝑒𝑥𝑡 𝑡 , ℎ 
𝑖𝑚𝑔 
𝑡 are considered the output feature representations of mul- 675 

timodal utterances. Since our aim is to identify the sentiment polarity 676 

of each utterance, we first put ℎ 𝑡𝑒𝑥𝑡 𝑡 , ℎ 
𝑖𝑚𝑔 
𝑡 into the softmax layer to obtain 677 

the probability decisions of the sentiment label 𝑦 𝑡𝑒𝑥𝑡 𝑡 , 𝑦 
𝑖𝑚𝑔 
𝑡 and thus merge 678 

them to yield the final decision 𝑦 𝑑 𝑡 . That is, 679 

𝑦 𝑆 𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 
(
𝑊 𝑠 ℎ 

𝑆 
𝑡 + 𝑏 𝑠 

)
(24) 

𝑦 𝑑 𝑡 = 𝛼2 𝑦 𝑡𝑒𝑥𝑡 𝑡 + 𝛽2 𝑦 𝑖𝑚𝑔 
𝑡 + 2 𝛼𝛽

√ 

𝑦 𝑡𝑒𝑥𝑡 𝑡 𝑦 
𝑖𝑚𝑔 
𝑡 𝑐𝑜𝑠𝜃 (25) 

where S ∈ { text , img }, W s and b s are the parameters for the softmax layer. 680 

𝛼2 and 𝛽2 are the normalized weights assigned to the text and the image 681 

decision. 𝐼 = 2 𝛼𝛽
√ 

𝑦 𝑡𝑒𝑥𝑡 𝑡 𝑦 
𝑖𝑚𝑔 
𝑡 𝑐𝑜𝑠𝜃 is the interference term, which repre- 682 

sents the degree of conflicting local decisions. 683 

In a conversation, the influence that one speaker has on another con- 684 

trols the affected speaker’s response. In Fig. 3 , for two adjacent speakers 685 

(denoted by e 1 and e 2) at turn 𝑢 = 1 (i.e., 𝑆𝑝 𝑒 1 
𝑢 =1 , 𝑆𝑝 𝑒 2 

𝑢 =1 ), 𝑆𝑝 𝑒 1 
𝑢 =1 actu- 686 

ally determines how 𝑆𝑝 𝑒 2 
𝑢 =1 is constructed. Furthermore, at the next turn 687 

𝑢 = 2 , the construction of 𝑆𝑝 𝑒 1 
𝑢 =2 is influenced by both 𝑆𝑝 𝑒 1 

𝑢 =1 and 𝑆𝑝 𝑒 2 
𝑢 =1 , 688 

and the construction of 𝑆𝑝 𝑒 2 
𝑢 =2 is influenced by both 𝑆𝑝 𝑒 2 

𝑢 =1 and 𝑆𝑝 𝑒 1 
𝑢 =2 . In- 689 

fluence controls what information one speaker is going to output, which 690 

is similar to the role of the output gate in the LSTM network. This influ- 691 

ence has already been described by the influence matrix R (subsection 692 

4.3.1). Hence, we consider the influences on the next speaker from the 693 

previous speakers by incorporating the influence scores into the sigmoid 694 

function in the quantum-like multimodal network, which can be formu- 695 

lated as: 696 

𝑜 𝑒 1 
𝑢 |𝑢 =1 = 𝜎

(
𝑊 𝑥𝑜 ⃗𝑥 

𝑒 1 
𝑢 + 𝑏 𝑜 

)
𝑜 𝑒 2 
𝑢 |𝑢 =1 = 𝜎

(
𝑊 𝑥𝑜 ⃗𝑥 

𝑒 2 
𝑢 + 𝑊 ℎ𝑜 ℎ 

𝑒 1 
𝑢 + 𝑏 𝑜 

)
+ 𝜎( 𝑅 𝑒 2 ,𝑒 1 ⋅ 𝑥⃗ 

𝑒 2 
𝑢 ) 

𝑜 𝑒 1 
𝑢 |𝑢 ≥ 2 = 𝜎

(
𝑊 𝑥𝑜 ⃗𝑥 

𝑒 1 
𝑢 + 𝑊 ℎ𝑜 ℎ 

𝑒 2 
𝑢 −1 + 𝑏 𝑜 

)
+ 𝜎( 𝑊 𝑒 1 [ 𝑅 𝑒 1 ,𝑒 1 , 𝑅 𝑒 1 ,𝑒 2 ] ⋅ 𝑥⃗ 𝑒 1 𝑢 ) 

𝑜 𝑒 2 
𝑢 |𝑢 ≥ 2 = 𝜎

(
𝑊 𝑥𝑜 ⃗𝑥 

𝑒 2 
𝑢 + 𝑊 ℎ𝑜 ℎ 

𝑒 1 
𝑢 + 𝑏 𝑜 

)
+ 𝜎( 𝑊 𝑒 2 [ 𝑅 𝑒 2 ,𝑒 2 , 𝑅 𝑒 2 ,𝑒 1 ] ⋅ 𝑥⃗ 𝑒 2 𝑢 ) (26) 

where 𝑢 = 1 , 2 , …, 𝑇 , denotes the number of turns and W e 1 and W e 2 are 697 

the normalized weights. R e 1, e 1 , R e 1, e 2 , R e 2, e 1 , and R e 2, e 2 are elements in 698 

the influence matrices R ( r u ). 699 

Model Training. In the QMN model, we need to optimize all the 700 

parameters, denoted by Θ: [ W xi , W hi , b i , W xf , W hf , b f , W xo , W ho , b o , W e 1 , 701 

W e 2 , W xc , W hc , b c , W s , b s ]. Cross-entropy with L 2 regularization is used 702 

as the loss function, which is defined as: 703 

𝐽 = − 

1 
𝑁 

∑
𝑖 

∑
𝑗 

𝑦 
𝑗 
𝑖 
𝑙𝑜𝑔 ̂𝑦 

𝑗 
𝑖 
+ 𝜆𝑟 ‖𝜃‖2 (27) 

where y i denotes the ground truth and 𝑦̂ 𝑖 is the predicted sentiment 704 

distribution. i is the utterance index, and j is the class index. 𝜆r is the 705 

coefficient for L 2 regularization. 706 

We use the backpropagation method to compute the gradients and 707 

update all the parameters Θ by: 708 

Θ = Θ − 𝜆𝑙 

𝜕𝐽 ( Θ) 
𝜕Θ

(28) 

where 𝜆l is the learning rate. To avoid overfitting, we use a dropout 709 

strategy to randomly omit half of the feature detectors in each training 710 

case. 711 

5. Experiments 712 

5.1. Experimental settings 713 

Our main research questions are as follows: (1) Is the interaction 714 

information important in conversational sentiment analysis? (2) How 715 

can the influence of one speaker on another be presented? (3) Which 716 

component of the QMN plays a key role in the performance? 717 

To answer (1), we compare the performance of the QMN model with 718 

a number of baselines and study the importance of modeling interac- 719 

tions. To answer (2), we visualize the influence matrices and conduct a 720 

detailed analysis. To answer (3), we conduct an ablation test by adopt- 721 

ing only one component at a time and evaluate their impacts on the 722 

overall performance. 723 
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Table 2 

Sentiment distributions in the MELD and IEMOCAP 

datasets. 

Dataset 

Sentiment 

Category 

No. of Utterances 

Train Dev Test 

MELD positive 2334 233 521 

neutral 4710 470 1256 

negative 2945 406 833 

anger 1109 153 345 

disgust 271 22 68 

fear 268 40 50 

joy 1743 163 402 

neutral 4710 470 1256 

sadness 683 111 208 

surprise 1205 150 281 

IEMOCAP anger 804 # 158 

happiness 377 # 127 

sadness 592 # 191 

neutral 1124 # 357 

other 3600 # 1092 

Datasets. Given that multimodal sentiment analysis of conversa- 724 

tions is a new area, the benchmark datasets are relatively limited. In 725 

this work, we perform experiments on the MELD 

1 [22] and IEMOCAP 2 726 

datasets [78] . MELD contains 13,708 utterances from 1433 dialogues of 727 

Friends TV series. The utterances in each dialogue are annotated with 728 

one of three sentiments (positive, negative of neutral) and one of seven 729 

emotions (anger, disgust, fear, joy, neutral, sadness or surprise). The 730 

utterances in MELD are multimodal, encompassing audio and visual as 731 

well as textual information. In this work, we only use textual and visual 732 

information. 733 

IEMOCAP is a multimodal database of ten speakers involved in two- 734 

way dyadic conversations. Each utterance is annotated using one of the 735 

following emotion categories: anger, happiness, sadness, neutral, excite- 736 

ment, frustration, fear, surprise, or others. We consider the first four cat- 737 

egories and assign other emotions to the fifth category to compare our 738 

QMN with other state-of-the-art baselines in a fair manner. 739 

The details about the training/development/testing split are pro- 740 

vided in Table 2 , which also provides the sentiment distribution infor- 741 

mation for all the datasets. 742 

Preprocessing. The multimodal data are preprocessed as follows. 743 

For the image information, the overly large images (i.e., size exceeding 744 

1000 pixels ∗ 1000 pixels) are re-sized to 360 ∗ 640. For textual informa- 745 

tion, we first clean all the texts by checking for illegible characters and 746 

correcting spelling mistakes automatically. The stop words are removed 747 

using a standard stopword list from Python’s NLTK package [79] . We 748 

do not filter out the punctuation marks since some punctuation marks, 749 

such as question marks and exclamation points, tend to carry subjective 750 

information. We run the experiments using five-fold cross-validation on 751 

all the comparative models. 752 

Evaluation metrics. Since our approach and baselines are super- 753 

vised sentiment analysis methods, we adopt the precision , recall , F1 754 

score , and accuracy as the evaluation metrics to evaluate the classifica- 755 

tion performance of each method. Note that considering the imbalanced 756 

sample problem, we adopt the weighted F1 score and set class-weight to 757 

“balanced ” during the training process. We employ the paired t -test to 758 

perform significance test and report the standard errors of the difference 759 

between the means (denoted by sed ) in Table 3 and Table 4 . 760 

Hyperparameter Setting. In this work, we use the GloVe word vec- 761 

tors 3 [75] to produce quantum projectors. The dimensionality of the 762 

embeddings is set to 300. Similarly, we set the dimensionality of the vi- 763 

1 https://affective-meld.github.io/ . 
2 http://sail.usc.edu/iemocap/ . 
3 Pretrained word embeddings for GloVe can downloaded from https://nlp. 

stanford.edu/projects/glove/ . 

sual words to 128, which is the default setting of the SIFT algorithm. All 764 

weight matrices are given their initial values by sampling from a uni- 765 

form distribution 𝑈 (−0 . 1 , 0 . 1) , and all biases are set to zero. We use the 766 

Adam [80] algorithm to train the network, and the best learning rate is 767 

set to 0.002 for the 3-class and 5-class classification tasks and 0.005 for 768 

the 7-class classification task. The batch size is 60. TensorFlow [81] is 769 

used for implementing our neural network models. The coefficient of 770 

L 2 normalization in the objective function is set to 10 −5 , the number of 771 

epochs is set to 50, and the dropout rate is set to 0.5. 772 

5.2. Comparative models 773 

To verify the effectiveness of the proposed QMN model, we compare 774 

our model with a number of baselines. They are listed as follows. 775 

(1) Single textual model: we apply a deep convolutional neural net- 776 

work (CNN) on each utterance to extract the textual features and 777 

feed these features into the softmax classifier to predict the senti- 778 

ment. The CNN includes three convolutional layers, three pooling 779 

layers, and a fully connected layer. The first convolutional layer 780 

has eight 5 ×5 filters. The second convolutional layer has sixteen 781 

3 ×3 filters. The third convolutional layer has thirty-two 2 ×2 782 

filters. We set the batch size to 60 and the dimensionality of the 783 

word embeddings to 300. 784 

(2) Single visual model: an image sentiment prediction framework 785 

is built with a convolutional neural network (CNN). A deep CNN 786 

architecture is used for learning visual features and predicting 787 

the sentiment. The CNN includes six convolutional layers and one 788 

fully connected layer. The setting of filters is consistent with the 789 

abovementioned density matrix-based CNN. We set the batch size 790 

to 60 and the dimensionality of the visual features to 128. 791 

(3) Feature-level multimodal fusion (FMF) model: the FMF model 792 

takes joint text-level and image-level representations as input, 793 

and two kinds of representations are extracted by a single textual 794 

model and a single visual model. Then, the FMF model trains 795 

a logistic regression classifier (whose parameters are set to the 796 

default values) to identify the sentiment polarities of multimodal 797 

documents. 798 

(4) Dempster-Shafer evidence fusion (DSEF) model: as a math- 799 

ematical theory of evidence, the Dempster-Shafer (D-S) evi- 800 

dence theory allows one to combine evidence from different 801 

sources and arrive at a degree of belief that takes into ac- 802 

count all the available evidence [82] . In this paper, a sin- 803 

gle textual model and a single visual model return two re- 804 

sults lists with different probability scores. Hence, three (or 805 

more) sentiment scores (which are 0, +1, and -1) construct the 806 

power set. We use the probability scores to specify the mass 807 

function. According to the D-S evidence theory, the combina- 808 

tion (called the joint mass) is calculated from the two sets of 809 

masses m text and m image in the following manner: 𝑚 𝑚𝑢𝑙𝑡𝑖𝑚𝑜𝑑𝑎𝑙 ( 𝐴 ) = 810 (
𝑚 𝑡𝑒𝑥𝑡 ⊕ 𝑚 𝑖𝑚𝑎𝑔𝑒 

)
( 𝐴 ) = 

1 
1− 𝑘 

∑
𝐵∩𝐶= 𝐴 𝑚 𝑡𝑒𝑥𝑡 ( 𝐵) 𝑚 𝑖𝑚𝑎𝑔𝑒 ( 𝐶 ) , where 𝐾 = 811 ∑

𝐵∩𝐶=∅ 𝑚 𝑡𝑒𝑥𝑡 ( 𝐵 ) 𝑚 𝑖𝑚𝑎𝑔𝑒 ( 𝐶 ) . 812 

(5) Multimodal deep learning (MDL) model: this model can learn 813 

a joint representation of various features extracted in different 814 

modalities, which is similar to the method proposed in [83] . In 815 

[83] , the authors used a restricted Boltzmann machine (RBM) to 816 

learn the joint distribution over image and text inputs. We choose 817 

to replace the RBM with a convolutional neural network (CNN) 818 

to learn the joint distribution over our image and text inputs by 819 

constructing a shared hidden layer based on a similar framework. 820 

(6) Convolutional recurrent neural network (CRNN) : a CRNN 821 

[84] designs a hybrid deep learning structure that integrates a 822 

convolutional neural network (CNN) and a recurrent neural net- 823 

work (RNN) for conducting emotion recognition tasks in one sin- 824 

gle framework. Specifically, the CNN is used for learning tex- 825 

tual and visual features and mining the intermodality correlation 826 
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Table 3 

Performance of all the baselines on the MELD dataset. The best-performing system is indicated in bold. The numbers in paren- 

theses indicate the relative improvement achieved by our QMN model over the hierarchical contextual LSTM network model, 

which appears to be the best-performing model among the comparative models. The symbol † indicates statistically significant 

improvement over all the baselines. 

MELD dataset Model 

Evaluation metric 

Precision Recall F1 Accuracy 

Sentiments 

(3-class) 

Single textual model 0.601 0.621 0.584 0.621 

Single visual model 0.412 0.434 0.426 0.434 

FMF model 0.516 0.533 0.509 0.533 

DSEF model 0.449 0.519 0.457 0.519 

MDL model 0.556 0.571 0.563 0.572 

CRNN model 0.619 0.566 0.571 0.577 

Contextual h-LSTM network 0.684 0.693 0.675 0.693 

Hierarchical contextual h-LSTM network 0.695 0.707 0.693 0.707 

QMSA framework 0.644 0.659 0.653 0.659 

Textual DM-CNN model 0.651 0.669 0.657 0.668 

Visual DM-CNN model 0.447 0.471 0.459 0.471 

DM-QIMF model 0.700 0.719 0.704 0.720 

QMN model 0.742 † 0.755 † 0.729 † 0.756 †

( + 6.76%) ( + 6.79%) ( + 5.19%) ( + 6.79%) 

( sed : 0.0096) ( sed : 0.0104) ( sed : 0.0084) ( sed : 0.0103) 

Emotions 

(7-class) 

Single textual model 0.520 0.558 0.532 0.558 

Single visual model 0.381 0.403 0.393 0.397 

FMF model 0.391 0.487 0.403 0.487 

DSEF model 0.473 0.500 0.480 0.501 

MDL model 0.332 0.481 0.392 0.481 

CRNN model 0.520 0.546 0.516 0.546 

Contextual h-LSTM network 0.575 0.645 0.584 0.645 

Hierarchical contextual h-LSTM network 0.625 0.664 0.615 0.664 

QMSA framework 0.581 0.640 0.612 0.640 

Textual DM-CNN model 0.569 0.608 0.572 0.607 

Visual DM-CNNmodel 0.395 0.417 0.408 0.417 

DM-QIMF model 0.587 0.660 0.617 0.659 

QMN model 0.552 0.693 † 0.627 † 0.693 †

( − 11.68%) ( + 4.15%) ( + 1.96%) ( + 4.15%) 

( sed : 0.0057) ( sed : 0.0063) ( sed : 0.0068) ( sed : 0.0063) 

Table 4 

Performance of all the baselines on the IEMOCAP dataset. The best-performing system is indicated in bold. The numbers in 

parentheses indicate the relative improvements over the hierarchical contextual LSTM network model. The symbol † indicates 

statistically significant improvement over all the baselines. 

IEMOCAP dataset Model 

Evaluation metric 

Precision Recall F1 Accuracy 

Sentiments 

(5-class) 

Single textual model 0.534 0.564 0.538 0.564 

Single visual model 0.421 0.533 0.448 0.533 

FMF model 0.518 0.546 0.521 0.546 

DSEF model 0.563 0.570 0.567 0.570 

MDL model 0.322 0.567 0.411 0.567 

CRNN model 0.555 0.574 0.533 0.574 

Contextual h-LSTM network 0.600 0.615 0.590 0.618 

Hierarchical contextual h-LSTM network 0.609 0.625 0.602 0.625 

QMSA framework 0.570 0.595 0.574 0.595 

Textual DM-CNN model 0.556 0.590 0.563 0.589 

Visual DM-CNN model 0.446 0.554 0.470 0.554 

DM-QIMF model 0.592 0.628 0.603 0.628 

QMN model 0.631 † 0.647 † 0.623 † 0.648 †

( + 3.61%) ( + 3.68%) ( + 3.49%) ( + 3.68%) 

( sed : 0.0056) ( sed : 0.0089) ( sed : 0.0083) ( sed : 0.0090) 

through designed convolutional filters. The RNN is used to model 827 

the evolution, transition and long-term dependencies of the fea- 828 

tures for final sentiment prediction. 829 

(7) Contextual h-LSTM & hierarchical contextual h-LSTM net- 830 

work models : we implement a contextual h-LSTM [20] net- 831 

work to model the semantic dependency among the utterances. 832 

Context-independent unimodal features, which are extracted by 833 

the CNN, are fed to the proposed h-LSTM network to obtain 834 

context-sensitive unimodal feature representations and senti- 835 

ment labels for each utterance. Furthermore, we have also im- 836 

plemented a hierarchical deep network that consists of two 837 

levels: (1) context-independent unimodal features are fed to 838 

the proposed h-LSTM network to obtain context-sensitive uni- 839 

modal feature representations for each utterance; (2) outputs 840 

from each h-LSTM network in (1) are concatenated and fed 841 

into the h-LSTM network, thus providing an inherent fusion 842 

scheme. 843 

(8) QMSA framework: the QMSA [13] framework first adopts the 844 

quantum-inspired multimodal representation (QMR) model to 845 

represent the images and the texts separately and obtains their 846 

own local decisions using an RF classifier. Second, it fuses their 847 

decisions at the decision level to obtain the final results. 848 
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A series of our proposed submodels are listed below: 849 

(9) Textual DM-CNN: a density matrix-based CNN architecture is 850 

used for learning textual features and predicting the sentiment of 851 

each utterance. CNN includes three convolutional layers, three 852 

pooling layers, and a fully connected layer. We set the learning 853 

rate to 0.002, the batch size to 60 and the dimensionality of word 854 

embeddings to 300. 855 

label text 856 

(10) Visual DM-CNN: we apply a density matrix-based CNN on each 857 

image to extract visual features and feed these features into the 858 

softmax classifier to predict the sentiment of each utterance. 859 

The CNN includes six convolutional layers and one fully con- 860 

nected layer. We set the learning rate to 0.002 and the batch size 861 

to 60. 862 

(11) DM-QIMF: the DM-QIMF first adopts the textual and visual DM- 863 

CNN models to represent the texts and images separately and 864 

obtains their local decisions. Then, it fuses their decisions at 865 

the decision level to obtain the final results using the quantum 866 

interference-inspired fusion method. 867 

5.3. Results on the MELD dataset 868 

The first set of experiments is conducted on the MELD dataset, which 869 

generally provides more training samples of multimodal documents 870 

than the IEMOCAP dataset. The experimental results are summarized 871 

in Table 3 , from which we can observe the following. 872 

(1) In the case of sentiment classification, the single visual model per- 873 

forms poorly. This result indicates that it is insufficient to only utilize 874 

visual features to analyze the sentiment polarity of images. Com- 875 

pared with the single visual model, the single textual model im- 876 

proves performance, as we expected, because visual sentiment anal- 877 

ysis involves a higher level of abstraction and subjectivity than tex- 878 

tual sentiment. By concatenating textual features and visual fea- 879 

tures, the FMF model outperforms the single visual model but is 880 

outperformed by the single textual model. This finding shows that 881 

a simple concatenation strategy is not able to capture the correla- 882 

tion between multimodalities. As a general framework for reason- 883 

ing with uncertainty, the Dempster-Shafer (D-S) evidence theory 884 

is also taken as a baseline. It achieves lower performance metrics 885 

than the FMF model. A reason is that this baseline largely relies 886 

on how to define the mass function and the judgment rule. As one 887 

of the earliest deep learning-based multimodal sentiment analysis 888 

methods, the MDL model outperforms the FMF and DSEF models, 889 

showing that learning a joint representation helps improve perfor- 890 

mance. The CRNN employs CNNs to extract multimodal features, 891 

puts them into an RNN structure, and achieves better classification 892 

scores than other models. An explanation is that the RNN effectively 893 

takes into account the sequence information, i.e., the sequence of the 894 

utterances. 895 

Furthermore, by treating surrounding utterances as the context of 896 

the utterance to be classified, two different frameworks, the contex- 897 

tual and hierarchical h-LSTM frameworks, perform quite well on the 898 

MELD dataset. They achieve accuracy results of 69.3% and 70.7%, 899 

respectively, which are much higher than those of the other base- 900 

lines. The reason is that they can effectively preserve the sequential 901 

order of utterances and enable consecutive utterances to share in- 902 

formation. Through using the quantum-inspired representation, the 903 

QMSA framework outperforms the CRNN and MDL models, suggest- 904 

ing that an effective semantic learning model could help the machine 905 

to better “understand ” multimodal documents. However, it is outper- 906 

formed by the contextual and hierarchical contextual h-LSTM net- 907 

work models, probably because it does not model the inter-utterance 908 

dependencies. 909 

Finally, compared with the single textual and visual models, the ac- 910 

curacy results achieved by the textual and visual DM-CNN models in- 911 

creased by 7.57% and 8.78%, respectively. Based on the calculations, 912 

there are approximately 685 textual utterances misclassified by a 913 

single textual model, while they have been accurately recognized by 914 

the textual DM-CNN model. There are approximately 792 visual ut- 915 

terances in MELD misclassified by a single visual model, while they 916 

are accurately recognized by the visual DM-CNN model. The textual 917 

and the visual DM-CNN models outperform both the single textual 918 

and visual models, which shows the effectiveness of the proposed 919 

density matrix representation method. By fusing their local results 920 

using our quantum interference-inspired multimodal fusion method, 921 

the DM-QIMF model performs very well, achieving the second high- 922 

est experimental performance. Taking a further step towards empha- 923 

sizing the importance of modeling interactions, the proposed QMN 924 

model achieves the best classification results on all metrics and sig- 925 

nificantly outperforms all the baselines. Compared with the nonhier- 926 

archical and hierarchical contextual h-LSTM network models, the 927 

accuracy results increased by 9.1% and 6.7%. Overall, we attribute 928 

the main improvements to both the quantum interference-inspired 929 

fusion strategy and the quantum measurement-inspired strong-weak 930 

influence model, which ensures that the QMN model can learn both 931 

intra- and inter-utterance interactions. A detailed ablation study is 932 

provided in Section 5.6 . 933 

(2) In the case of emotion classification, overall, we can observe that 934 

the performance of all the models has been reduced because of the 935 

increase in the number of classes. Nevertheless, we can still observe 936 

similar results. For example, the single textual model can achieve 937 

a higher F1 score and accuracy than the single visual model, which 938 

performs the worst. These results indicate that sentiment recognition 939 

from images is not as effective as that from text. The textual DM- 940 

CNN and the visual DM-CNN outperform both the single textual and 941 

visual models, showing the effectiveness of the proposed representa- 942 

tion method. The FMF and DSEF models achieve poor performance 943 

in classifying the seven emotions. We notice that the performance of 944 

the MDL model declines sharply. The CRNN model outperforms the 945 

MDL model, which implies that distinguishing fine-grained emotions 946 

might be dependent on sequence information. The contextual and hi- 947 

erarchical contextual h-LSTM networks outperform the CRNN model 948 

in the MELD dataset by a margin of 17% to 22%. These results prove 949 

that modeling contextual dependencies among utterances improves 950 

the classification results. Our QMN model still achieves the best per- 951 

formance. Compared with the contextual and hierarchical contextual 952 

h-LSTM network models, the QMN model improves the performance 953 

by 7.4% and 4.2%, respectively. The main reason is that the QMN 954 

model models second-order semantic dependencies, previous speak- 955 

ers’ influence and intra-correlations between modalities. The results 956 

demonstrate the effectiveness and necessity of modeling the inter- 957 

actions in conversational sentiment analysis. Furthermore, quantum 958 

probability theory has been proven to be an effective mathematical 959 

formalism to model complex interactions. 960 

5.4. Results on the IEMOCAP dataset 961 

Table 4 shows the performance comparison of the QMN model with 962 

the baselines on the IEMOCAP dataset, which is another widely used 963 

dyad conversational emotion dataset. Compared with the MELD dataset, 964 

the IEMOCAP dataset has a relatively small number of utterances and 965 

mainly records dyadic conversations. 966 

From Table 4 , we can first observe the poor performance of the sin- 967 

gle visual model. The single textual model works better than the single 968 

visual model. This phenomenon may be because the abstraction of vi- 969 

sual sentiment makes it difficult for the CNN to find relatively good 970 

local optima. The FMF model can produce improved results over the 971 

single visual model but fails to improve the performance over the single 972 

textual model. This finding proves that the simple feature-level fusion 973 

method cannot effectively capture the correlation between multimodal- 974 

ities. On the other hand, the DSEF model improves the performance 975 
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Fig. 6. How the QMN model behaves with re- 

spect to the learning rate. 

in terms of both the weighted F1 score and the accuracy over the two 976 

single models. The D-S evidence theory can make good use of the pre- 977 

diction probabilities on text and image modalities to focus more on con- 978 

sistent information and eliminate contradictory information. Moreover, 979 

our defined mass function might be suitable for the IEMOCAP dataset. 980 

As one traditional deep learning-based multimodal method, the MDL 981 

model performs better than the FMF model, showing that learning a 982 

joint representation can improve sentiment classification performance. 983 

In addition, the CRNN model outperforms the MDL model because 984 

the RNN can deal with sequences of conversational flows using its in- 985 

ternal state (memory). However, this crude mechanism might not cap- 986 

ture enough contextual information. Both the contextual and hierar- 987 

chical contextual h-LSTM network models stably outperform all the 988 

other baselines because of their consideration of the contextual rela- 989 

tions among the utterances. As a pioneering study in combining quan- 990 

tum representation with machine learning, the QMSA framework under- 991 

performs the two contextual h-LSTM network models but outperforms 992 

than the other baselines. Deep neural networks have stronger learning 993 

ability than SVM and RF models. The QMSA framework ignores the 994 

inter-utterance interactions. However, it still demonstrates the poten- 995 

tial of using quantum theory as a formal framework for capturing lexical 996 

meaning. 997 

Compared with the single textual and visual models, the accuracy 998 

results achieved by the textual and visual DM-CNN models increased 999 

by 4.43% and 3.94%, respectively. After being calculated, there are ap- 1000 

proximately 269 utterances misclassified by the single textual model 1001 

that are accurately recognized by the textual DM-CNN model. There are 1002 

approximately 210 visual utterances misclassified by the single visual 1003 

model that are accurately recognized by the visual DM-CNN model. The 1004 

textual and visual DM-CNN models outperform both the single textual 1005 

and visual models, which shows the effectiveness of modeling term de- 1006 

pendencies. In quantum theory, all the information contained in one 1007 

system (which, in this paper, corresponds to each utterance) could be 1008 

represented by the probability distribution of the measurement results 1009 

and is embedded into the state space represented by the density matrix. 1010 

Hence, the density matrix describes all the information and properties of 1011 

the utterance. Density matrix-based CNN representation is an effective 1012 

feature extraction approach that can be applied in text or image pro- 1013 

cessing tasks. Through modeling the interaction between textual and 1014 

visual predictions, the DM-QIMF model performs very well. The pro- 1015 

posed quantum interference-inspired decision-level fusion method has 1016 

taken the information-conflicting phenomenon that occurs in the pro- 1017 

cess of multimodal information fusion into consideration. 1018 

Finally, aiming to establish an integrated theoretical system of 1019 

quantum-like interaction modeling, our QMN model outperforms the 1020 

hierarchical contextual h-LSTM network model by 3.7% in terms of the 1021 

accuracy and 3.3% in terms of the F1 score. We think that this enhance- 1022 

ment is caused by the fundamental differences between the QMN and 1023 

contextual h-LSTM network models, which are reflected in three aspects: 1024 

a) multimodal representation learning through a density matrix-based 1025 

CNN; b) strong and weak interaction modeling; and c) decision fusion 1026 

of multimodal sentiment labels. 1027 

5.5. Discussion of the learning rate 1028 

In this subsection, we search for the best performance 1029 

from a parameter pool, which contains a learning rate in 1030 {
1 𝑒 −4 , 5 𝑒 −4 , 1 𝑒 −3 , 2 𝑒 −3 , 5 𝑒 −3 , 1 𝑒 −2 , 2 𝑒 −2 , 5 𝑒 −2 , 1 𝑒 −1 , 2 𝑒 −1 , 5 𝑒 −1 

}
. We show 1031 

how the QMN model behaves with respect to the learning rate on 1032 

the MELD and IEMOCAP datasets. From Fig. 6 , we notice that as the 1033 

learning rate increases, the accuracy of our proposed QMN model 1034 

increases in the first stage and then decreases on the three emotion 1035 

recognition tasks. When we set the learning rate to 1 𝑒 −4 and 5 𝑒 −4 , the 1036 

QMN model does not perform well. This finding indicates that a smaller 1037 

learning rate might lead the model to fall into a suboptimal solution. 1038 

When the learning rate is set to 1 𝑒 −1 , 2 𝑒 −1 and 5 𝑒 −1 , the performance of 1039 

the QMN model falls sharply. An excessively large learning rate might 1040 

lead to weight updates that will be too large, and gradient descent 1041 

might increase rather than decrease the training error. 1042 

Finally, when we set the learning rate to 2 𝑒 −3 , the QMN model 1043 

achieves the best performance on the 3-class and 5-class sentiment clas- 1044 

sification tasks. When the learning rate is set to 5 𝑒 −3 , the QMN model 1045 

achieves the highest accuracy result on the 5-class classification task and 1046 

outperforms the second highest result (which corresponds to a learning 1047 

rate of 2 𝑒 −3 ) by 0.29%. A well-configured learning rate helps the model 1048 

approximate the function as closely as possible. Hence, taking the three 1049 

comprehensive classification tasks into consideration, the learning rate 1050 

is set to 2 𝑒 −3 for the 3-class and 5-class classifications tasks and 5 𝑒 −3 for 1051 

the 7-class classification tasks. 1052 
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5.6. Ablation study 1053 

In this subsection, we design a series of submodels for a comprehen- 1054 

sive study on the impact of different components of the QMN model: (1) 1055 

a DM-LSTM network, which does not model influences but only uses a 1056 

density matrix-based CNN to extract textual and visual features, feeds 1057 

them into two standard LSTM networks and fuses their local predictions 1058 

using the standard linear combination method; (2) an influence-LSTM 1059 

network, which uses standard CNNs to extract the textual and visual 1060 

features, feeds them into two LSTM networks that have incorporated 1061 

influences into the output gate and fuses their local predictions using 1062 

the standard linear combination method; and (3) a QIMF-LSTM net- 1063 

work, which uses standard CNNs to extract textual and visual features, 1064 

feeds them into two standard LSTM networks and fuses their local pre- 1065 

dictions using the proposed quantum interference-inspired multimodal 1066 

fusion approach. 1067 

From Table 5 , we observe that the QMN model achieves the best per- 1068 

formance among all the models. The results verify that modeling both 1069 

the intra- and inter-utterance interactions makes a positive contribution 1070 

to judging the sentiment polarity of an utterance. The DM-LSTM net- 1071 

work model performs best among the three submodels, showing that the 1072 

density matrix representation plays the most important role in improv- 1073 

ing performance. This importance is because the density matrix repre- 1074 

sentation can more effectively encode the semantic dependencies and 1075 

their probabilistic distribution information. However, we notice that 1076 

Table 5 

Ablated QMN for both MELD and IEMOCAP datasets. 

Dataset Model 

Metric 

F1 Accuracy 

MELD DM-LSTM 0.710 0.736 

Influence-LSTM 0.688 0.707 

QIMF-LSTM 0.699 0.711 

QMN 0.729 0.756 

IEMOCAP DM-LSTM 0.604 0.632 

Influence-LSTM 0.592 0.613 

QIMF-LSTM 0.597 0.625 

QMN 0.623 0.648 

the DM-LSTM network model might be sensitive to the large number 1077 

of classes. The influence-LSTM network model attains the worst results 1078 

among all submodels but still outperforms the CRNN, MDL and other 1079 

baselines that ignore the interdependencies among utterances. This find- 1080 

ing shows that modeling inter-utterance interactions benefits the senti- 1081 

ment classification performance. The QIMF-LSTM network model per- 1082 

forms better than influence-LSTM but worse than DM-LSTM. Compared 1083 

with the QMN model, it only uses the QIMF strategy to fuse the local 1084 

decisions on texts and images that have been predicted by two LSTM 1085 

networks, which means that the quantum interference-inspired decision 1086 

fusion strategy is an effective fusion strategy, which is also rooted in a 1087 

Fig. 7. (a) Strong influence matrix in the MELD dataset; (b) weak influence matrix in the MELD dataset; (c) strong influence matrix in the IEMOCAP dataset; (d) 

weak influence matrix in the IEMOCAP dataset. Different colors denote different influences. 
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well-founded mathematical derivation. Overall, the ablation study sug- 1088 

gests that a) an effective semantic learning model could help the ma- 1089 

chine to better “understand ” multimodal documents; b) influence ma- 1090 

trices can effectively capture strong and weak dependency; and c) the 1091 

QIMF strategy indeed incorporates some complementary decision infor- 1092 

mation. 1093 

5.7. Visualization of the influence matrix and remarks 1094 

Fig. 7 demonstrates a way to visualize the influence matrices that al- 1095 

low us to observe strong and weak influences. Figs. 7 (a) and 7(b) present 1096 

two different types of influences (i.e., strong and weak, respectively) de- 1097 

rived from the 3-class sentiment classification task on the MELD dataset; 1098 

0, 1 and 2 denote the 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒, neutral and 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 sentiments, respec- 1099 

tively, of the first speaker, while 3, 4 and 5 denote the 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒, neu- 1100 

tral and 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 sentiments of another speaker, respectively. Each image 1101 

can be divided into 4 submatrices of size 3 ×3. The submatrices in the 1102 

upper-left portion and lower-right portion represent the self-state influ- 1103 

ence. The submatrices in the upper-right portion and lower-left portion 1104 

represent the adjacent-state influence. 1105 

Similarly, Figs. 7 (c) and 7(d) present strong and weak influences 1106 

derived from the task of 5-class emotion classification on the IEMOCAP 1107 

dataset; 0, 1, 2, 3, 4 denote the anger , happiness , sadness , neutral and 1108 

others sentiments, respectively, of the first speaker, while 5, 6, 7, 8 and 1109 

9 denote the same sentiments of another speaker. Each image can also 1110 

be divided into four 5 ×5 submatrices. The submatrices positioned in 1111 

the upper-left portion and lower-right portion represent the self-state 1112 

influence. The submatrices positioned in the upper-right portion and 1113 

lower-left portion represent the adjacent-state influence. 1114 

Overall, we see that the tones of Fig. 7 (a) are pale white, mixing 1115 

a hint of light red, while those of Fig. 7 (b) are more in the black and 1116 

blue zones. This finding indicates that the strong influence matrix does 1117 

capture stronger influences, whose average values vary from 0.4 to 0.6, 1118 

while the weak influence matrix does capture less strong (weaker) in- 1119 

fluences, whose average value is approximately 0.2. Similarly, Fig. 7 (c) 1120 

displays more red zones, while Fig. 7 (d) contains more dark blue zones. 1121 

Their average values are approximately 0.52 and 0.34, corresponding 1122 

to strong and weak influences. 1123 

Specifically, for the strong influence matrix in the MELD, dataset we 1124 

can see light-red zones positioned in the lower portion, which indicates 1125 

that the latter speaker is greatly influenced by previous speakers and has 1126 

a great influence on him or herself. For the weak influence matrix in the 1127 

MELD dataset, we can see from the widely spread black zones that each 1128 

speaker has a weak influence on others and him or herself. For the strong 1129 

influence matrix in the IEMOCAP dataset, we can notice that more red 1130 

zones are positioned in the upper portion. This finding indicates that 1131 

the first speaker, who controls the rhythm of the conversation, has a 1132 

great influence on him or herself and is moderately affected by another 1133 

participant. For the weak influence matrix in the IEMOCAP dataset, we 1134 

can observe an interesting phenomenon in which many blue zones are 1135 

positioned in the tail in the top-left corner and the lower-right corner 1136 

of the influence matrix, while the opposite is true for the top-right cor- 1137 

ner and the lower-left corner. This finding shows that the speaker who 1138 

exhibits “neutral ” and “others ” emotions weakly affects him or herself. 1139 

The speaker who exhibits the emotions of “happiness ”, “sadness ” and 1140 

“anger ” is weakly affected by the other speaker. 1141 

5.8. Remarks on cos 𝜃1142 

The cos 𝜃 of the interference term comes from the phase of the prod- 1143 

uct 𝛼𝜑 text ( x ) · 𝛽𝜑 img ( x ), which can range from -1 to +1. In our work, we 1144 

denote -1 as the most negative cognitive interference between the text 1145 

and the image and denote +1 as the most positive cognitive interfer- 1146 

ence. When cos 𝜃 = 0 , we consider that there is no cognitive interference. 1147 

In this subsection, we tune cos 𝜃 with different settings for an in-depth 1148 

understanding of the impact of cos 𝜃. Fig. 8 shows the impact of cos 𝜃1149 

Fig. 8. The effect of cos 𝜃 on the MELD and IEMOCAP datasets. 

on the MELD and IEMOCAP datasets. Note that in this paper, we set the 1150 

single 𝛼 and 𝛽 values to deal with all the textual and visual predictions 1151 

at once. Actually, we have also noticed that adjusting different 𝛼 and 1152 

𝛽 values for different multimodal utterances may reduce the number 1153 

of false positives and further improve the performance. However, this 1154 

strategy will increase the computational cost of the calculations. Con- 1155 

sidering the trade-off between effectiveness and computational burden, 1156 

we only adjust the fixed 𝛼 and 𝛽 values in the current work. 1157 

We analyze how our QMN model behaves on the MELD and IEMO- 1158 

CAP datasets with respect to the parameter cos 𝜃 in light of different 1159 

values of 𝛼 and 𝛽. For the MELD dataset, the accuracy increases along 1160 

with the increase in cos 𝜃. Specifically, we can observe that the accu- 1161 

racy is the highest when 𝛼2 = 0 . 7 and 𝛽2 = 0 . 3 on the MELD dataset. 1162 

When 𝛼2 = 0 . 2 and 𝛽2 = 0 . 8 , the accuracy is the lowest. When 𝛼2 = 0 . 6 1163 

and 𝛽2 = 0 . 4 , the accuracy increases until cos 𝜃 = −0 . 8 and then remains 1164 

almost unchanged. When 𝛼2 = 0 . 5 and 𝛽2 = 0 . 5 , 𝛼2 = 0 . 4 and 𝛽2 = 0 . 6 , 1165 

𝛼2 = 0 . 3 and 𝛽2 = 0 . 7 , and 𝛼2 = 0 . 2 and 𝛽2 = 0 . 8 , the accuracy increases 1166 

until cos 𝜃 = 1 . Furthermore, our QMN model achieves the best perfor- 1167 

mance when cos 𝜃 = −0 . 3 . This finding implies that there exists some 1168 

weak negative interference between textual and visual sentiment recog- 1169 

nition in the MELD dataset. 1170 

For the IEMOCAP dataset, when 𝛼2 > 𝛽2 , the accuracy increases 1171 

along with the increase in cos 𝜃. When 𝛼2 ≤ 𝛽2 , the accuracy first in- 1172 

creases and then decreases with increasing cos 𝜃. A likely reason for this 1173 

phenomenon is that all subjective videos in the IEMOCAP dataset only 1174 

record two speakers who are in the same scenarios. Visual sentiment 1175 

analysis is more difficult than textual sentiment analysis. If we pay more 1176 
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attention to images than texts, negative interference might improve the 1177 

performance, while positive interference does not benefit the classifi- 1178 

cation. However, if we pay more attention to the texts, the opposite is 1179 

true. We can notice that when cos 𝜃 = 0 . 2 , our QMN model achieves the 1180 

best performance. 1181 

Our QMN model achieves the best performance on the MELD dataset 1182 

when cos 𝜃 = −0 . 3 , while it attains the best classification results on the 1183 

IEMOCAP dataset when cos 𝜃 = 0 . 2 . The videos in the MELD dataset are 1184 

collected from a TV sitcom, in which actors/speakers wearing clothes of 1185 

various styles and colors talk to each other in different scenarios. Videos 1186 

in the IEMOCAP dataset only record two speakers wearing unchanging 1187 

clothes in front of a single background. As a consequence, visual sen- 1188 

timent analysis on the MELD dataset is more difficult than it is on the 1189 

IEMOCAP dataset, and we could also observe a similar phenomenon by 1190 

comparing with their classification results from Table 3 and Table 4 . 1191 

Hence, the visual prediction results are usually in contrast to the textual 1192 

prediction results on the MELD dataset, leading to weak negative in- 1193 

terference. However, the visual prediction results usually coincide with 1194 

the textual prediction results on the IEMOCAP dataset. Assigning cos 𝜃1195 

to a positive value might help improve the performance. Moreover, we 1196 

can also see that the accuracy is highest when 𝛼2 = 0 . 7 and 𝛽2 = 0 . 3 . 1197 

When 𝛼2 = 0 . 2 and 𝛽2 = 0 . 8 , the accuracy is the lowest. These two re- 1198 

sults indicate that analyzing the sentiment of a text input is probably 1199 

more important in multimodal sentiment analysis than visual input. 1200 

6. Conclusions and future work 1201 

Conversational sentiment analysis is an important and challeng- 1202 

ing task. In this paper, we design a quantum-like multimodal network 1203 

(QMN) framework, which leverages the mathematical formalism of 1204 

quantum theory (QT) and a long short-term memory (LSTM) network, 1205 

to model both intra- and inter-utterance interaction dynamics and rec- 1206 

ognize speakers’ emotions. The main idea is to use a density matrix- 1207 

based CNN, a quantum measurement-inspired strong-weak influence 1208 

model and a quantum interference-inspired multimodal decision fusion 1209 

approach. The experimental results on the MELD and IEMOCAP datasets 1210 

demonstrate that our proposed QMN largely outperforms a wide range 1211 

of baselines and state-of-the-art multimodal sentiment analysis algo- 1212 

rithms, thus verifying the effectiveness of using quantum theory for- 1213 

malisms to model inter-utterance interaction, the fusion of multimodal 1214 

contents and the fusion of local decisions (i.e., intra-utterance interac- 1215 

tions). 1216 

Since the QMN model is largely dependent on the density matrix 1217 

representation, how to take a further step towards accurately capturing 1218 

the interactions among speakers and naturally incorporating them into 1219 

an end-to-end framework will be left to our future work. 1220 
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Appendix A 1246 

Inference process of the strong-weak influence model 1247 

Given the model description and hyperparameter J , the likelihood 1248 

function can be determined as: 1249 

𝜁
(
𝑜 1∶ 𝐶 1∶ 𝑇 , 𝑞 

1∶ 𝐶 
1∶ 𝑇 

|||𝐸 

1∶ 𝐶 , 𝐹 1∶ 𝐶 , 𝑅 (1 ∶ 𝐽 ) , 𝑟 1∶ 𝑇 ) 

= 

𝐶 ∏
𝑒 

𝑃 ( 𝑜 𝑒 1 |𝑞 𝑒 1 ) 𝑃 ( 𝑞 𝑒 1 ) 
×

𝑇 ∏
𝑢 =2 

{ 𝑃 
(
𝑟 𝑢 
)
𝑃 𝑒 =1 

(
𝑜 𝑒 𝑢 |𝑞 𝑒 𝑢 )𝑃 (𝑞 𝑒 𝑢 |𝑞 1 𝑢 −1 , 𝑞 2 𝑢 −1 , …, 𝑞 𝐶 

𝑢 −1 
)

×
𝐶 ∏

𝑒 =2 
𝑃 
(
𝑜 𝑒 𝑢 |𝑞 𝑒 𝑢 )𝑃 (𝑞 𝑒 𝑢 |𝑞 1 𝑢 , 𝑞 2 𝑢 , …, 𝑞 𝑒 −1 𝑢 , 𝑞 𝑒 

𝑢 −1 , 𝑞 
𝑒 +1 
𝑢 −1 , …, 𝑞 𝐶 

𝑢 −1 
)
} (A.1) 

Depending on whether the training set contains the state sequence 1250 

or not, the learning algorithm of HMM or its variants is divided into two 1251 

categories of approaches: supervised learning and unsupervised learn- 1252 

ing. Since well-labeled training data are usually very expensive and time 1253 

consuming to construct, unsupervised learning is the most commonly 1254 

used method, such as the forward-backward and variational expectation 1255 

maximization (EM) algorithms. The dynamic influence model adopts the 1256 

EM approach to learn the parameters. However, in this paper, we used 1257 

two well-labeled conversational datasets, which contain both the obser- 1258 

vation and the state sequence. Hence, we choose to use a supervised 1259 

approach to learn the system parameters. Supervised learning estimates 1260 

the transition/emission probabilities from known samples via the count- 1261 

ing frequencies. Assume that there are two speakers A and B in a con- 1262 

versation; i.e., entity 𝐶 = 2 , and the first speaker of each turn u is A , the 1263 

second speaker is B . The inference process is as follows. 1264 

𝐸 

𝑒 
𝑠 𝑖 ,𝑠 𝑗 

|𝑒 ∈{ 𝐴,𝐵} = 

∑
𝑢 𝐶𝑜𝑢𝑛𝑡 

(
𝑞 𝑒 𝑢 = 𝑠 𝑖 , 𝑞 

𝑒 
𝑢 +1 = 𝑠 𝑗 

)
∑

𝑢 

∑
𝑠 𝐶𝑜𝑢𝑛𝑡 

(
𝑞 𝑒 𝑢 = 𝑠 𝑖 , 𝑞 

𝑒 
𝑢 +1 = 𝑠 

) (A.2) 

𝐹 𝐵 𝑠 𝑖 ,𝑠 𝑗 
= 

∑
𝑢 𝐶𝑜𝑢𝑛𝑡 

(
𝑞 𝐵 𝑢 = 𝑠 𝑖 , 𝑞 

𝐴 
𝑢 +1 = 𝑠 𝑗 

)
∑

𝑢 

∑
𝑠 𝐶𝑜𝑢𝑛𝑡 

(
𝑞 𝐵 𝑢 = 𝑠 𝑖 , 𝑞 

𝐴 
𝑢 +1 = 𝑠 

) (A.3) 

𝐹 𝐴 𝑠 𝑖 ,𝑠 𝑗 
= 

∑
𝑢 𝐶𝑜𝑢𝑛𝑡 

(
𝑞 𝐴 𝑢 = 𝑠 𝑖 , 𝑞 

𝐵 
𝑢 = 𝑠 𝑗 

)∑
𝑢 

∑
𝑠 𝐶𝑜𝑢𝑛𝑡 

(
𝑞 𝐴 𝑢 = 𝑠 𝑖 , 𝑞 

𝐵 
𝑢 = 𝑠 

) (A.4) 

𝑅 

𝑗 
𝑒 1 ,𝑒 2 

= 

⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ 

𝐹 
𝑒 2 
𝑠𝑖,𝑠 𝑗 

𝐸 
𝑒 1 
𝑠 𝑖 ,𝑠𝑗 

+ 𝐹 𝑒 2 
𝑠𝑖,𝑠 𝑗 

𝑒 1 ≠ 𝑒 2 , 𝑟 𝑡 = 𝑗 

𝐸 
𝑒 1 
𝑠 𝑖 ,𝑠𝑗 

𝐸 
𝑒 1 
𝑠 𝑖 ,𝑠𝑗 

+ 𝐹 𝑒 ′𝑠 𝑖 ,𝑠 𝑗 
(8) 𝑒 1 = 𝑒 2 , 𝑒 

′ = 𝐶 − 𝑒 1 , 𝑟 𝑡 = 𝑗 

(A.5) 

and the emission probability is 1265 

𝑏 𝑠 𝑗 

(
𝑜 𝑘 
)
= 

∑
𝑢 𝐶𝑜𝑢𝑛𝑡 

(
𝑞 𝑒 𝑢 = 𝑠 𝑗 , 𝑜 

𝑒 
𝑢 = 𝑜 𝑘 

)∑
𝑢 

∑
𝑜 𝐶𝑜𝑢𝑛𝑡 ( 𝑞 𝑒 𝑢 = 𝑠 𝑗 , 𝑜 

𝑒 
𝑢 = 𝑜 ) 

(A.6) 
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