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Abstract

This paper reviews the most important information fusion data-driven algorithms based on Machine Learning
(ML) techniques for problems in Earth observation. Nowadays we observe and model the Earth with a wealth
of observations, from a plethora of different sensors, measuring states, fluxes, processes and variables, at un-
precedented spatial and temporal resolutions. Earth observation is well equipped with remote sensing systems,
mounted on satellites and airborne platforms, but it also involves in-situ observations, numerical models and
social media data streams, among other data sources. Data-driven approaches, and ML techniques in particular,
are the natural choice to extract significant information from this data deluge. This paper produces a thor-
ough review of the latest work on information fusion for Earth observation, with a practical intention, not only
focusing on describing the most relevant previous works in the field, but also the most important Earth obser-
vation applications where ML information fusion has obtained significant results. We also review some of the
most currently used data sets, models and sources for Earth observation problems, describing their importance
and how to obtain the data whether needed. Finally, we illustrate the application of ML data fusion with a
representative set of case studies, as well as we discuss and outlook the near future of the field.
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1. Introduction

The Earth is a highly complex, dynamic, and networked system where very different physical, chemical
and biological processes interact, to form the world we know [1, 2, 3]. The description of such a complex
system needs of the integration of different disciplines such as Physics, Chemistry, Mathematics and other
applied sciences, leading to what has been coined as Earth System Science (ESS) [4]. The analysis of the
Earth system involves studying interacting processes occurring in several spheres (atmosphere, hydrosphere,
cryosphere, geosphere, pedosphere, biosphere, and magnetosphere) as well as the anthroposphere. Earth system
science provides the physical basis of the world we live in, with the final objective of obtaining a sustainable
development of our society1.

Traditionally, Earth system models characterize processes and their relations by encoding the known phys-
ical knowledge. This involves deriving models from first principles, which typically involves physics-based
mechanistic modeling. Such Earth system models are complex constructs, and can be designed at different
scales, but provide and encode the fundamental basis for understanding, forecasting, and modeling.

Models are often confronted with observations for refinement and improvement. In the last five decades, the
field of Earth Observation (EO) from space has allowed monitoring and modelling the processes on the Earth
surface, and their interaction with the atmosphere, by obtaining quantitative measurements and estimations of
geo-bio-physical variables, and has permitted to detect extremes, changes, and anomalies. By combining EO
data from stations, sensors, and ancillary model simulations, we can now monitor our planet with unprecedented
accuracy, spatially explicitly and temporally resolved.

In the last decade, however, we have witnessed two important changes: the big data and the Machine
Learning (ML) revolutions, which have impacted many areas of Science and Engineering, but also the Earth
sciences [23]. Both combined are leading to paradigm shifts in the way we now study the Earth system:

• The big data revolution. Nowadays, we observe and model the Earth with a wealth of observations and
data measured from a plethora of different sensors measuring states and physical variables at unprece-
dented spatial, spectral, and temporal resolutions. They include remote sensing systems, mounted on
satellites, airplanes, and drones, but also in-situ observations (increasingly from autonomous sensors) at,
and below, the surface and in the atmosphere. Data from numerical, radiative transfer and climate models,
and from reanalysis, are also very effective for tackling specific problems in Earth science. The data del-
uge is ever-growing in volume (hundreds of petabytes already), speed (estimated around 5 Pb/yr), variety
(in sampling frequencies, spectral ranges, spatio-temporal scales and dimensionality), and uncertainty
(from observational errors to conceptual inconsistencies).

• The Machine Learning revolution. Besides, ML techniques have emerged as a fundamentally effective
way to model and extract patterns out of big data in a (semi)automatic manner. Earth science has been
also impacted by such revolution in many different ways. For example, machine learning models are now
routinely used to predict and understand components of the Earth system: 1) classification of land cover
types, 2) modelling of land-atmosphere and ocean-atmosphere exchange of greenhouse gases, 3) detection
of anomalies and extreme events, and 4) causal discovery have greatly benefited from ML approaches.
ML has been also used to complement physical models developed in the last 50 years, which are now
able to assimilate the measured data and yield more accurate estimates/predictions of the evolution of
the system (or parts thereof), such as the Atmosphere or the Ocean. Hybrid modeling and physics-aware
machine learning are nowadays emerging fields too, and promise data-driven and physically consistent
models for the future study of the Earth system.

All in all, the access to such unprecedented big data sources, increased computational power, and the recent
advances in ML offer exciting new opportunities for expanding our knowledge about the Earth system from
data. EO is now at the center of the data processing pipeline. Either data assimilation, canonical ML, or
advanced hybrid modeling needs to successfully exploit at maximum the diversity and complementarity of the

1https://www.un.org/sustainabledevelopment/sustainable-development-goals/
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different data sources. The use of Information Fusion is thus essential to obtain robust models in this discipline,
with physical coherence and high accuracy, able to describe the different processes the Earth system.

In any information fusion process involving EO data, heterogeneous data coming from very different sources
are considered. It is thus understood that we are able to extract descriptors (features, covariates) that describe
them, following a specific problem-dependent procedure, so these features can be further processed by applying
algorithms. Depending on the problem tackled, these data features can present different spatio-temporal resolu-
tion, high dimension, or any other characteristic that makes their direct processing using algorithms (ML in this
case) difficult. The different processes and methods for data fusion in EO can be broadly classified depending
on the level where the fusion is done: at a sub-feature (data transformations to harmonize sources), at the fea-
ture level (direct fusion of data sets (or their resulted features) into the ML algorithms), or at the decision level
(different processing paths with fusion at the decision level).

In this paper, we review the current state of information fusion data-driven algorithms based on ML tech-
niques, for problems in EO data analysis. The proposed review and perspective paper has a clear practical
intention: we first describe the most relevant previous works in the field, structuring the description into differ-
ent applications of EO. We also describe the most relevant and important data sets and sources for EO problems,
i.e., what are the most important data sources currently available for EO studies, and how a researcher can obtain
them. Finally, a carefully selected set of case studies will complete the work by illustrating in a practical way
different aspects of ML information fusion for EO problems. We conclude the paper with a general outlook and
discussion about the near future of this particular field.

Following the objective of this paper, we have structured this work into three large blocks after this intro-
duction, and a final section of conclusions, discussion and outlook. First, we provide a complete and updated
literature review of ML information fusion in EO, including previous reviews and overview works, a taxonomy
of the field and a review of illustrative previous works related to ML for information fusion. The second block of
the paper is devoted to describe the existing data sources useful for EO, including satellite data, in-situ observa-
tions and different models applied to EO problems. The third block of the paper presents different case studies
focused on ML information fusion in real EO problems. The final part of the paper consists of a discussion,
conclusion, and perspective section, where the current challenges on the field, recent trends and possible future
research are outlined.

2. Machine Learning information fusion in Earth observation: a comprehensive literature review

Earth observation is a huge research area, involving extremely different problems, applications and cases
in all the spheres of the Earth system. The challenge of summarizing all the work that have been done in the
whole area is therefore unmanageable. We, however, focus on ML information fusion for EO, which alleviates
somehow the difficulty, though it is still very hard to summarize all the work on this field, and there are different
ways to tackle this task. We have decided to structure this section based on applications and problems faced
with ML information fusion in EO problems. We have therefore based this discussion of previous works on
existing applications and problems tackled with ML information fusion. First, just to show the huge previous
work carried out in the whole EO area in the last years, we discuss some previous reviews and overview works
in topics somehow related to EO, but covering more specific or partial aspects, not directly related to ML
information fusion. We present afterwards a taxonomy of ML information fusion approaches, and finally we
carry out then a complete description of previous works dealing with ML information fusion in EO problems,
classified by different problems or application areas.

2.1. Previous reviews and overviews in EO
The importance of Earth modeling and the current interest in related applications have led to a huge amount

of research work in the last years, some of them focused on information fusion techniques, in different areas
of the topic. The interest is of a such magnitude that a considerably high number of reviews and overviews
have been published, the large majority within the last 5 years. Table 1 summarizes the body of literature in the
intersection of ML, Earth sciences, and information fusion applications.

The first review article focused on information fusion for Earth observational data is [5]. This seminal
review paper summarized the main concepts related to information fusion in a general, coarse grain, approach.
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Another early review on topics involving Earth sciences is the one in [6], mainly focused on a broad description
of computational intelligence methods applied to this field, with special emphasis on the importance of data
fusion. The subsequent review articles are much more specific, focused on detailed parts of ESS or on data
source/methods. Many of these reviews deal with different aspects of remote sensing. Regarding this, [7] has
presented a review of fusion spectroscopy images and laser systems for forest ecosystem characterization, while
[8] has recently analyzed the state-of-the art of spatio-temporal fusion models for remote sensing, by means of
a comparison among the most important existing ones. Also within the framework of remote sensing, [9] has
presented a review on multi-modal classification techniques for remote sensing images, and [10] presented a
review specifically focused on data fusion techniques and algorithms for remote sensing.

Image fusion methods and algorithms have been fully described in several recent review papers too: [11]
presented a general review of image fusion for remote sensing, and [12] carried out a review on image fu-
sion from the super-resolution paradigm. In [13, 14], the main methods and algorithms for hyperspectral and
multispectral data fusion in remote sensing have been reviewed, whereas in [15] the basis, state-of-the-art and
challenges of multisource and multitemporal data fusion algorithms are discussed.

Two recent review papers deal with Big Data methods in Earth sciences: [16] is focused on big data tech-
niques from satellite data sources, whereas [17] introduces environmental data science algorithms and methods,
in a wide number of ESS applications. Finally, some reviews on deep learning with focus on Earth sciences have
been recently published, such as [18, 19, 20, 21], which describe the most recent deep learning approaches in
remote sensing applications, or [22] with a broader perspective in the big data area. Finally, it is worth mention-
ing the perspective paper [23] which, focused on describing the most important challenges and future directions
in data-driven ESS, suggest that multisource information fusion and hybrid modeling will play a fundamental
role in the near future.

2.2. A taxonomy of ML information fusion approaches
A variety of information fusion schemes have been proposed in the context of EO. Broadly speaking, in-

formation fusion is concerned on the multisource data combination and support decision making. Each fusion
method is designed for a specific problem so it is challenging, if not impossible, to define a full taxonomical
overview of the field. The main building blocks, however, have to do with the exploitation of i) disparate inputs,
ii) data (pre)processing approach, iii) fusion mechanism, and iv) outputs post-processing. Actually, fusion ap-
proaches are usually named depending on the type of modalities, so a simple taxonomy of fusion problems can
be defined in terms of when, at what level, and how the fusion is done. This is why we distinguish between the
following types of fusion approaches:

1. sub-feature level, which usually involve different spatial-temporal scales fused following appropriate
transforms of the data with the aim to harmonize sources into a common “multidimensional grids”;

2. feature level, where a direct fusion of the data sets is simply stacked and fed into the ML of choice. This
direct stacking can be more sophisticated if optimal feature combinations, and data source transforma-
tions, are learned from data to end up stacking feature representations;

3. decision level, where one performs different processing paths for each modality, followed by fusion at
the decision level. This assumes that the outputs can be combined to improve the achieved accuracy.
Different methods exist here that optimally operate on the combination of output activation functions.

The best way to understand such differences is however to present different real examples in the literature, as
follows.

2.3. Literature review
In this section we review the most important previous works on ML information fusion in EO problems.

In terms of ML algorithms, the field mainly exploits either classifiers (of land use or land cover), or anomaly,
target and change detection algorithms (for screening or identifying one class of interest and discard the rest), or
regression methods (to estimate a particular variable of interest from either sensory data mounted on satellites,
airborne or drones). We have structured this section in different subsections by application area or problem
type, taken into account the most usual problems in which ML information fusion techniques have obtained
significant results.
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2.3.1. Surface temperature
The accurate estimation of surface temperature (inland and sea) from different sensors, both grounded and

satellites, is extremely important in a number of problems, including agricultural studies, energy balance, land
desertification and climate change applications, among others. In the literature, it is possible to find different
studies applying data driven and ML techniques together with information fusion methods to estimate surface
temperature. In [24] a feature level information fusion algorithm which hybridizes local atmospheric variables
information from a ground station with synoptic information from numerical models is proposed for temperature
prediction at Barcelona airport, Spain. An ensemble of Support Vector Regression (SVR) algorithms is used
to carry out the information fusion and to obtain the temperature prediction. In [25], a hybrid wavelet ML
feature level fusion approach is proposed to obtain high-resolution land surface temperature, mixing Landsat 8
thermal bands and MODIS (moderate-resolution imaging spectroradiometer) pixels. Wavelets Support Vector
Regression, adaptive network-based fuzzy inference system (ANFIS) and neural networks are the artificial
intelligence methods tested in this problem. In [26], a problem of high-spatiotemporal-resolution land surface
temperature reconstruction is tackled, by applying a weighted combination kernel-based and fusion methods,
in order to improve the spatial and temporal resolutions of satellite images. This method can be classified
as a sub-feature level approach. Specifically, MODIS and Landsat 8 datasets have been considered for the
experimental evaluation of the proposed method, obtaining more accurate images than the kernel method on its
own. Recently, in [27] a feature level information fusion process from different sources (measuring points) and
a gated neural network was proposed to estimate the sea temperature at Bohai Sea, China.

2.3.2. Droughts and water quality
Closely related with surface temperature estimation, the analysis of drought and water quality using ML

and data fusion techniques has been recently proposed. In [28], a high resolution soil moisture drought index
was proposed. This index is based on measurements of the Advanced Microwave Scanning Radiometer on
the Earth Observing System over the Korea, improved by MODIS and Tropical Rainfall Measuring Mission
satellite sensors information, which was used to carry out a high-resolution feature level downscaling with
a Random Forest (RF) algorithm to 1 Km measurements. In [29] a SVR algorithm was proposed to obtain
an accurate estimation of Evapotranspiration by fusion of three process-based Evapotranspiration algorithms:
MOD16, PT-JPL and SEMI-PM, to produce a feature level information fusion approach.

In [30], the study of drought events was carried out by applying new fusion approaches from high-resolution
satellite and reanalysis data at feature level. The work in [31] is focused on determining whether the fusion of
several remotely-sensed drought factors could be effectively used for monitoring drought events in Australia.
This problem is tackled as a regression task with information fusion at feature level, where three ML approaches
have been tested, RF, SVR and artificial neural networks.

Regarding ML fusion methods for water quality studies, in [32] a Genetic Programming approach is applied
to fusion data from different satellite sources, such as MODIS or Landsat Thematic Mapper. The objective is
to generate daily estimates of different water quality parameters such as chlorophyll-a concentrations or water
transparency, for a freshwater lake (Albufera) in Valencia, Spain. Also, [33] proposes a general framework based
on computer vision feature representation, for the fusion of multisource spatiotemporal data for hydrological
modeling (sub-feature level information fusion), following by the application of artificial neural networks and
SVR algorithms. Finally, a review of fusion methods in water quality can be found in [34].

2.3.3. Cloud detection and classification
Cloud detection and classification is an EO area where ML information fusion has been successfully applied.

In [35] a Convolutional Neural Network (CNN) has been applied to a problem of cloud classification using
ground-based images. This proposal uses a two-stream structure which contains the vision subnetwork and
multimodal subnetwork. In another layer of the network (fusion layer), the visual and multimodal features from
the two subnetworks are extracted and then integrated using a weighted strategy. This is therefore a decision
level method. The results have been tested in a specific database of multimodal ground-based clouds. In [36] a
cloud detection method based on CNN was proposed. The idea is to extract multi-scale and high-level spatial
features by using a symmetric encoder-decoder module. The feature maps of multiple scales are then passed to
a multi-scale feature fusion module, designed to fuse the features of different scales for the output in another
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decision level process. A final binary classifier is able to obtain the final cloud and cloud shadow mask. The
method was validated on a large number of optical satellite images around the world, with different spatial
resolutions ranging from 0.5 to 50 m.

2.3.4. Land use applications
Land use is another important area of interest in EO where information fusion has emerged lately. Recently,

there have been many different works on land use tasks which combine different data sources or fusion algo-
rithms with ML, in order to obtain robust approaches with optimal performance. For example, [37] proposes
the fusion of multispectral HJ1B imagery (from China’s HJ-CCD B satellite) and ALOS (Advanced Land Ob-
serving Satellite) PALSAR L-band (Phased Array type L-band Synthetic Aperture Radar) data for land cover
classification, using sub-feature level information fusion, Support Vector Machine (SVM) and RF algorithms.
In [38] an investigation focused on extraction of buildings from middle and high resolution satellite images is
carried out, by fusing the information of different spectral indices with ML algorithms and sub-feature level
information fusion techniques.

In [39] a deep CNN paradigm has been applied to a problem of automatic-land use classification from
satellite images. Besides, in [40] a cellular automata – Markov model is proposed in order to generate land use
images from fusing images belonging to different years. This approach considers a sub-feature level information
fusion mechanism, and has been successfully tested in reconstructing land use images in Hefei (China), from
satellite data from the last 30 years. In [41] a feature level approach for fusing soil data coming from legacy soil
surveys with direct soil information from remote sensing images was proposed. In [42], several decision level
and feature level fusion approaches were developed to tackle the problem of local climate zones classification
based on a multitemporal and multimodal dataset, including image (Landsat 8 and Sentinel-2) and vector data
(from OpenStreetMap) using ensemble classifiers and deep learning approaches. Finally, in [43] a feature
level fusion of information from Google Earth and ML algorithms, including SVMs and regression trees, was
proposed for a problem of palm oil mapping in Malaysia.

2.3.5. Image classification and segmentation
Image classification is another field closely related to very different remote sensing applications, where ML

information fusion has been successfully applied. In [44] a decision level method which combines SVM and
fuzzy C-means clustering for fusing hyperspectral images information is proposed. In this approach, the SVM is
used to generate a spectral-based classification map, whereas the fuzzy C-means is used to provide an ensemble
of clustering maps. In [45] a feature level fusion of hyperspectral and light detection and ranging (LiDAR)
images is proposed, under the hypothesis that LiDAR provide a source of complementary information, which
can be really useful to improve classification of hyperspectral data. Specifically, the derived features from the
two sources are fused via either feature stacking or graph-based feature fusion, and the fused features are fed to
a deep CNN with logistic regression to produce the final classification map. The fusion of hyperspectral data
and LiDAR is also treated in [46], and mixing hyperspectral data, LiDAR and other data sources with CNN in
[47]. Finally, in [48] an unsupervised feature extraction method based on deep multiscale spectral-spatial feature
fusion for hyperspectral images classification is proposed. The method is based on pre-trained filter banks and
on a new unsupervised cooperative sparse autoencoder method to fuse together the deep spatial feature and the
raw spectral information (sub-feature level fusion).

2.3.6. Renewable Energy
Renewable energy resources are fully related to ESS, since the main renewable sources (wind, solar, ocean)

are fully conditioned by atmospheric or oceanic conditions. Due to their intermittent intrinsic nature, renewable
energy sources present difficulties to be integrated in the energy mix, and usually need prediction techniques to
this end. Interestingly, the main renewable energies are affected by climate change, which produces a redistri-
bution of the renewable resources. In general, the study of renewable resource prediction is a hot topic in which
the fusion of different sources of information has also been explored. In fact, information fusion in renewable
energy has been mainly exploded in solar energy prediction systems. Solar energy resource prediction is fully
connected to the prediction of clouds, which is a difficult problem from the meteorological point of view, in
which information from different data sources is able to improve the prediction systems.
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In [49], several neural network architectures with different input data sources were proposed to problems
of solar radiation. More recently, in [50] a solar radiation prediction problem from different sources data was
proposed. Data from in-situ measurement and from the GFS model were the inputs for a temporal Gaussian
Process algorithm, which obtained better results than alternative ML algorithms in the problem. Another work
dealing with data from different sources in a problem of solar radiation prediction is [51], which proposed
the prediction of intra-day solar radiation by means of data from irradiance measurements, satellite data and
weather prediction models using artificial neural networks. Results in two different points of the Canary islands
were reported. In [52] an study on the evaluation of global horizontal irradiance from two different Reanalysis
projects (ERA5 and COSMO-REA6) is carried out. This work uses ground and satellite-based data to estimate
the accuracy of these reanalysis in obtaining horizontal irradiance. The results obtained show that Reanalysis
data have important absolute error when estimating the irradiation, due to an inefficient cloud cover estimation.
However, reanalysis products are an important data source for prediction and estimation problems in renewable
energy, useful for information fusion with other sources, as in [53], where data from ERA5 reanalysis are
hybridized with satellite measurements at feature level, and all the information is processed with a RF algorithm
in order to obtain an accurate estimation of solar irradiance at high latitudes.

2.3.7. Model-data integration and assimilation
Any optical remote sensing data present significant amounts of noise and missing data due to clouds, cloud

shadows, and aerosol contamination, which difficult its use in any subsequent application. In addition, optical
remote sensing sensors are hampered by a limited temporal, spectral or spatial resolutions [54]. As an example,
medium spatial resolution sensors, such as Landsat or the Sentinel 2, have low temporal resolutions (16 and 8
day revisit cycle respectively) causing missing values continue to be one of the major limitations for their op-
erational use, especially in areas with moderate to high cloud occurrence. The mitigation of undesired inherent
data noise and minimizing the amount of missing data present are mandatory tasks in almost any application,
since they are incompatible with a robust remote monitoring framework of earth’s surface.

Because of the importance of this topic, the available scientific literature is rich in methods to deal with these
issues, and solutions vary significantly with the different levels of sophistication [55]. Temporal, spatial, spatio-
temporal, and blending (sensor fusion) approaches have been very valuable tools to reduce noise and recover
missing pixels information, being data fusion methods very interesting approaches for overcoming individual
sensor’s limitations and combining different multiresolution datasets.

Most of data fusion approaches need to compute complex spatial operations to account for inhomogeneities
within coarser spatial resolution pixels [56]. These operations are computationally demanding allowing only the
application of these algorithms to small areas. In the context of modern data assimilation approaches, Sedano
et al. [57] introduced a pixel-based method with a Kalman filter (KF) [58] to fuse time series of MODIS and
Landsat vegetation indices. This KF implementation obtained satisfactory results but also allowed to account
for realistic uncertainties in its calculations. Moreover, the KF does not require explicit parameter tuning and it
scales well in large scale applications due to its pixel-based nature.

2.3.8. Unstructured domain data fusion
The number of EO platforms for capturing remotely sensed data has been exponentially increased, ranging

from an ever-growing number of satellites in orbit and planned for launch, to new platforms for capturing fine
spatial resolution data such as unmanned aerial vehicles (UAVs). Moreover, a great interest has been recently
dedicated to the new sources of ancillary data, to name a few, social media, crowd sourcing, scraping the internet
and so on [59, 60]. These data have a very different modality to remote sensing data, but may be related to the
subject of interest and, consequently, may be found useful with respect to specific problems. For example,
social media data can provide local and live/real-time information suitable for accurate monitoring of our living
environment [61], in particular in a variety of applications relevant to smart cities [62, 63], emergency and
environmental hazards [64, 65], among others.

2.3.9. Other applications
There are other applications of ML algorithms in EO which exploit data fusion to improve their results.

One of the first works on exploiting data fusion from multi-sensor sources with ML was [66], where a problem
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of ionograms inversion is tackled using data fusion techniques with neural networks. More recently, there
have been alternative specific applications, such as [67] where a problem of total ozone in column prediction
is tackled with SVMs and information fusion from different data sources, such as numerical models, ground
stations and satellite data. In [68] a problem of eddy detection from different satellite sensors images was
faced, using a deep learning approach for multi-scale feature fusion, followed by a SVM algorithm. In [69] the
combination of data from multiple sensors was used to improve the estimation of forest biomass. Data from
interferometric and photogrammetric based predictors, in combination with hyperspectral predictors were used,
by applying ML algorithms such as RF, Generalized Additive Models or boosted algorithms. These approaches
were applied to estimate biomass in a temperate forest near Karlsruhe, Germany. In [70] different ML classifiers
were applied to a problem of detecting seagrass presence/absence and distinguishing seagrass families in the
Mediterranean, from fusion of seagrass presence data and other external environmental variables. As a final
application of ML information fusion in ESS, in [71], a problem of environmental event sound recognition is
tackled by means of a staked CNN.

3. Data sources and models for Earth observation

The study of the ESS and its many components is based on observational data from very different sources,
and very different atmospheric and climate models and simulations, among other data sources (such as social
media or socio-economic data, sometimes fused with them). Every minute, millions of sensors collect data from
the whole planet. Their processing, fusion with physic-based models, analysis and study is in the core of many
works on EO-related problems. In this section, we describe the most important data sources and models cur-
rently available for studies on EO. We also provide the complete reference to the majority of these data sources,
so the interested reader knows where they can be obtained. We have structured the section into subsections
describing satellite, in-situ (ground-based, atmosphere and marine observations sources), forecasting models
and finally reanalysis projects.

3.1. Satellite observations

Attending to the type of energy sources involved in the data acquisition, two main kinds of remote sensing
imaging instruments can be distinguished: either passive optical remote sensing, which relies on solar radiation
as the illumination source [72, 73, 74, 75, 76], or active sensors, where the energy is emitted by an antenna
towards the Earth’s surface and the energy scattered back to the satellite is measured [77, 78]. Some examples
of passive sensors are infrared, charge-coupled devices, radiometers, passive microwave, and multi and hyper-
spectral sensors [79]. On the other hand, in Radar systems, such as Real Aperture RAR (RAR) or Synthetic
Aperture Radar (SAR), are examples of systems for active remote sensing. Figure 1 shows some characteristics
(spatial, spectral, and temporal resolutions) of the main available optical and microwave satellite sensors.
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Figure 1: Left: Performance comparison of the main air- and space-borne multi- and hyperspectral systems in terms of spectral and spatial
resolution. Middle: Evolution of the spatial-spectral resolution through the years. Right: Spatial and temporal coverage for some optical
and microwaves satellite sensors. Credits: http://www.enmap.de/.
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Table 1: Summary of Information Fusion works that use Machine Learning in Earth observation applications. For each group of applications
(first column) we have summarized the main points concerning the type / level of information fusion (second column) and the different ML
techniques used (on the third one). The last column groups the corresponding references for any set of applications.

Approach and / or Ap-
plication

Type of data fusion / Level of Information Fusion Machine Learning algorithms Ref.

General reviews on ESS Fundamentals of Information Fusion to properly process Earth data sets. [5].
Information Fusion at several levels applied to climate, weather, geophysical
and hydrologic problems [6].

Neural, Fuzzy and Evolutionary Compu-
tation [6]

[5, 6]

Reviews on applica-
tions of remote sensing
that focus on different
data/level fusion.

Need for information fusion at different levels in deep learning approaches to
remote sensing in EO applications [18, 19, 22]. Fundamentals and challenges
of multisource and multitemporal data fusion algorithms [15, 16]. Compar-
ison of the four most relevant spatio-temporal fusion models [8]. Review
on different types of multi-modal image fusion for classification at subpixel
level, pixel level, feature level, and decision level [9]. Review on data fusion
approaches for remote sensing [10]. Discussion of super-resolution solutions
for spatio-temporal fusion and pan-sharpening [12]. Review on spectral and
spatial information fusion for hyperspectral data classification [14]. Analy-
sis of hyperspectral and multispectral data fusion at several levels [13, 20].
Hyperspectral fusion of images at decision level [44, 45, 46, 47]. Multiscale
spectral-spatial feature fusion for hyperspectral images at sub-feature level
fusion [48].

Neural Networks [9, 11, 45], Extreme
Learning Machines [15], Support Vec-
tor Machines [9, 11, 13, 15], Deep learn-
ing [9, 11, 15, 20, 21, 18, 19, 22, 14],
Fuzzy C-means Clustering [44], Convo-
lutional Neural Networks [45, 47, 14],
Unsupervised cooperative sparse auto-
encoder method [47].

[18, 19,
22, 15,
16, 8, 9,
12, 13,
20, 21,
44, 14,
45, 47,
48]

Combining deep learn-
ing and process-based
approaches for Earth
System Science

Multi-source, high-dimensional, multi-scale, complex spatio-temporal, inter-
related data [23].

Discusses deep-learning challenges in
ESS. Suggests that future models should
integrate process-based and machine
learning approaches

[23]

Surface Temperature Information fusion is carried out at feature level [24, 25, 27] and sub-feature
level [26].

Support Vector Regression [24], ANFIS
[25], kernel methods [26], Neural Net-
works [27].

[24, 25,
26, 27].

Droughts events Information fusion is carried out at feature level [28, 29, 30, 31]. Random Forest [28], Support Vector Re-
gression, Neural Networks [29, 30, 31].

[28, 29,
30, 31].

Water quality Different fusion data from satellites [32], sub-feature level information fu-
sion [33].

Genetic Programming [32], Neural Net-
works and Support Vector Regression
[33], review of recent techniques [34].

[32, 33,
34]

Cloud detection and clas-
sification

Image fusion at several levels. Convolutional Neural Networks [35, 36] [35, 36].

Land use Multispectral satellite images, at sub-feature level information fusion [37,
38, 39, 40]. Feature level approach for fusing soil images [41]. Feature level
approach for palm oil mapping [43].

Support Vector Machines [37, 43], Ran-
dom Forests algorithms [37], Regression
trees [43], Deep Convolutional Neural
Networks [39] in a cellular automata –
Markov [40].

[37, 38,
39, 40,
41, 43].

Forest parameters esti-
mation.

Combination of airborne laser scanning and imaging spectroscopy data at
data level [7]. Fusion of seagrass presence data and other external environ-
mental variables [70].

Support Vector Machines [7]. Random
Forests, Generalized Additive Models or
boosted algorithms [69].

[7, 69,
70].

Local climate zones clas-
sification

Several decision level and feature level fusion approaches, based on a multi-
temporal and multimodal images.

Ensemble classifiers and deep learning
approaches

[42].

Solar radiation prediction
in renewable energy

Irradiance measurements, reanalysis products and satellite data [49, 50, 51,
53].

Neural Networks [49, 51], Gaussian Pro-
cess algorithm [50], Random Forest [53].

[49, 50,
51, 53]

Model-data integration
and assimilation

Pixel-based method to fuse time series of MODIS and Landsat vegetation
indices.

Kalman filter (KF) [57]

Other applications Ionograms inversion [66], Total ozone atmospheric content [67], Eddies de-
tection at sea [68], Forest Biomass estimation [69], Seagrass presence [70],
Environmental sound recognition [71]

Neural networks [66], Support Vector
Machines [67, 68], Random Forest [69],
Convolutional Neural Networks [71]

[66, 67,
68, 69,
70, 71]

3.2. In-situ observations: ground, atmosphere, and ocean

3.2.1. Ground-based observations
Ground-based observations have been traditionally the most basic source of atmospheric data, especially

before the satellite Era. Currently, ground-based observations and satellites are mainly assimilated by numerical
and climatic models, so its importance is still very high in EO applications, mainly in meteorological and
climatological studies.

• The European Climate Assessment & Dataset project (ECA&D) dataset [80, 81]. The ECA&D database
consists of daily station series of different meteorological/climatological variables: daily mean tempera-
ture, precipitation, sea level pressure or wind speed, among others. A gridded version with daily temper-
ature, precipitation and pressure fields is also available for this database.
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• The Climatic Research Unit (CRU) temperature datasets [82]. These databases, usually known as CRU
and HadCRUT4, are global temperature datasets, providing gridded temperature anomalies across the
world.

• The Global precipitation data from the Global Precipitation and Climatology Center (GPCC) [83]. The
GPCC provides gridded quality controlled station data. Another source of precipitation data is the
database from the Global Precipitation Climatology Project (GPCP) [84], which provides monthly pre-
cipitation dataset from 1979 to the present, combining observations and satellite precipitation data into
2.5◦ × 2.5◦ global grids.

• The Global Historical Climatology Network-Monthly (GHCN-M) database [85]. The CHCN-M provides
gridded land precipitation and temperature anomalies on a 5◦ × 5◦ basis for the entire globe, from 1900
to 2015. This database is useful for climate monitoring activities, including calculation of global land
surface temperature anomalies and trends.

• The Goddard Institute for Space Studies (GISS) database [86]. The GISS surface temperature database
provides a measure of the changing global surface temperatures, with monthly temporal resolution since
1880. The data is available on an 2.5◦×2.5◦ and two smoothing levels of 250km and 1200km smoothing.
A land only version is also available. The dataset is continuously updated, and it is necessary to take into
account that there are missing data values within this database.

There are other gridded ground-based databases at NOAA Earth System Research Laboratory (ESRL), which
can be explored and downloaded from [87]. When it comes to large data volumes, the U.S. Government’s open
data initiative DATA.GOV://www.data.gov collects and harmonizes all kind of social, economical, environmen-
tal, remotely-sensed datasets.

3.2.2. Observations and simulations of land-atmosphere interactions
Monitoring the land-atmosphere interactions is currently done thanks to a global network of continuous

measurements. This is called the FLUXNET which is a global network of micro-meteorological tower sites that
use eddy covariance methods to measure the exchanges of carbon dioxide, water vapor, and energy between
the biosphere and atmosphere. FLUXNET is a global “network of regional networks” that serves to provide an
infrastructure to compile, archive and distribute data for the scientific community. The large-scale measurement
network, FLUXNET integrates site observations of these fluxes globally and provides detailed time series of
carbon and energy fluxes across biomes and climates [88]. The data have been used to perform local or regional
studies, but also to upscale globally the fluxes: move from point-based flux estimates to spatially explicit gridded
fields of carbon and energy fluxes with machine learning and information fusion techniques [89, 90].

An interesting initiative on land and atmosphere data harmonization is the Earth System Data Lab (ESDL)
platform, ESDL, which curates a big database with more than 40 variables to monitor the processes occurring in
our Planet. They are grouped in three data streams (land surface, atmospheric forcings but also socio-economic
data [91]) and allow running algorithms in the web platform.

3.2.3. Atmospheric observations
Atmospheric soundings data [92, 93] are useful instruments to obtain an instant state of the atmosphere, i.e.

a vertical profile of the atmosphere at a single point in time and above a particular position on Earth. Usually,
a small instrument package called radiosonde is embedded into to a weather balloon, which is released from
the surface and usually reaches the troposphere. The radiosonde is able to measure different properties of the
atmosphere such as the vertical profile of temperature, dew point, wind speed and direction, among others,
as it ascends. Atmospheric soundings data are very useful tools for EO, mainly in meteorological problems,
specially in those related to local phenomena prediction, such as convection initialization or cloud formation,
etc.
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3.2.4. Marine observations
Marine-based data sources are also freely available in many cases, and contribute to the study of different

parts of the ESS. One of the main sources of physical oceanographic/Meteorology data is the data base of the
National Data Buoy Center of the USA (NDBC) [94]. This database contains freely available data from dozens
of ocean buoys located at the Atlantic Ocean, Caribbean Sea, West Coast of the USA and Alaskan Gulf. There
are other important data sources for marine observations, such as the Pan-European Infrastructure for Ocean &
Marine Data Management [95] in Europe or Australian Ocean Data Network [96] for the Asia-Pacific region.

Over the last decade, the development of cutting-edge robotic technology has dramatically demonstrated the
potential of autonomous observations to overcome the issue of data scarcity. For example, the ground-breaking
Argo international program has set up an array of more than 3500 profiling floats that provide measurements of
temperature and salinity profiles from the surface down to 2000 m below sea level every 10 days. As the first-
ever global in-situ ocean-observing network in the history of oceanography, Argo provides a crucial complement
to satellite systems, thus enabling observation, understanding and prediction of the ocean’s functioning and its
role in the Earth’s climate.

3.3. Numerical weather models

Weather prediction models, also known as numerical weather models, solve systems of differential equations
(the Navier-Stokes equations, energy, mass and linear momentum conservation) to obtain the future state the
atmosphere. Specifically, fluid motion, thermodynamics, radiative transfer, and atmospheric chemistry are taken
into account, using a coordinate system which divides the whole planet into a grid. Thus, wind speed, heat
transfer, solar radiation, relative humidity, among other variables are calculated within each grid node, and the
interactions with neighboring nodes are then used to estimate the atmospheric evolution for the future.

A few global forecasting models are run in the world, using current weather observations relayed from
radiosondes, weather satellites and other observing systems as inputs (data assimilation process). Processing
the vast datasets and obtaining the solution of the system of differential equations previously mentioned in each
node of the global grid require of powerful supercomputers. Even in this case, the forecast skill of current
numerical weather models extends to only about six days, due to the non-linear and chaotic nature of the
atmosphere. Some of the global forecasting models currently in operation are:

• The Global Forecast System (GFS) is produced by the National Centers for Environmental Prediction
(NCEP) [97, 98].

• The Global Environmental Multiscale Model (GEM), often known as the CMC model in North Amer-
ica, is an integrated forecasting and data assimilation system developed in the Recherche en Prévision
Numérique (RPN), Meteorological Research Branch (MRB), and the Canadian Meteorological Centre
(CMC) [99, 100, 101].

• The Navy Global Environmental Model (NAVGEM) is a global numerical weather prediction computer
simulation run by the United States Navy’s Fleet Numerical Meteorology and Oceanography Center
[102].

• The Integrated Forecasting System (IFS), is the global numerical model run by the European Center for
Medium-range Weather Forecast (ECMWF) [103].

The Unified Model (UM) is a numerical model of the atmosphere developed by the Met. Office (UK)
[104]. It can be used for both weather and climate applications.

The ARPEGE (Action de Recherche Petite Echelle Grande Echelle) model is the operational numerical
weather model at Météo France [105]. This system was developed and it is currently maintained in
collaboration with the ECMWF.

There are some works which have evaluated and compared the performance of these and other weather nu-
merical models in different EO application contexts [106, 107]. Recently, the possibility of using ML algorithms
as alternative techniques for global weather forecasting has also been discussed [108].
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3.3.1. Reanalysis projects
A Reanalysis project is a methodology that combines existing past observations, by applying data assim-

ilation techniques, with modern numerical weather models. Reanalysis projects usually extend over several
decades and cover the entire planet (global) or extended regions (regional), being a very useful tool for ob-
taining a comprehensive picture of the state of the Earth system, which can be used for meteorological and
climatological studies. There are several reanalysis projects currently in operation, and some others which were
the precursors of the current ones.

Two of the first reanalyses projects in operation were the NCEP/NCAR Reanalysis (Reanalysis-1) [109], a
global reanalysis of atmospheric data spanning 1948 to present and the NCEP/DOE Reanalysis (Reanalysis-2)
project [110], spanning 1979 to present. The Climate Forecast System Reanalysis (CFSR) [111] was an effort to
generate an uniform, continuous, and best-estimate record of the state of the ocean-atmosphere interaction for
use in climate monitoring and diagnostics. It is a global reanalysis, spanning data from January 1979 through
March 2011. ERA-Interim [112] is a global atmospheric reanalysis developed by the ECMWF. It covers from
1979, continuously updated in real time. The spatial resolution of the data set is approximately 15 km, on 60
vertical levels from the surface up to 0.1 hPa. ERA-Interim provides 6-hourly atmospheric fields on model
levels, pressure levels, potential temperature and potential vorticity, and 3-hourly surface fields. ERA-5 [113] is
the latest reanalysis project from the ECMWF. This reanalysis covers the Earth on a 30km grid and resolves the
atmosphere using 137 levels from the surface up to a height of 80km. The Modern-Era Retrospective analysis
for Research and Applications (MERRA) dataset was released in 2009 [114]. MERRA data span the period
from 1979 through February 2016 and were produced on a 0.5◦ × 0.66◦ grid with 72 layers. MERRA was used
to drive stand-alone reanalyses of the land surface (MERRA-Land) and atmospheric aerosols (MERRAero). It
is also worth mentioning the Japanese 25-year Reanalysis (JRA-25) [115] which is the first long-term global
atmospheric reanalysis undertaken in Asia, and it covers the period 1979-2004.

There are also Regional reanalysis, such as the North American Regional Reanalysis (NARR)[116]. It is a
regional reanalysis of North America containing temperatures, winds, moisture, soil data, and many other pa-
rameters. The high-resolution reanalysis system COSMO-REA6 has been developed based on the NWP model
COSMO [117]. This is a regional reanalysis system for Continental Europe. This reanalysis data set currently
covers the period 1995-2016 and it is currently in operation. The European Reanalysis and Observations for
Monitoring project (EURO4M) [118] is a EU funded project that provides timely and reliable information about
the state and evolution of the European climate.

Finally, note that there are several works focused on direct comparison of several reanalysis for the evalua-
tion of different meteorological phenomena [119, 120, 121].

4. Case studies on ML information fusion in Earth observation

In this section we show empirical evidence of the performance of different ML fusion algorithms, working
at different fusion levels in real practical EO problems. We discuss here four case studies: first, we present
a problem of gap filling of several soil moisture time series from multiple microwave satellite data, working
at different resolutions. In the second case study, we describe different algorithms that blend heterogeneous
satellite sources in the optical range at different spatial and temporal scales in the Google Earth Engine platform.
The third case study shows how natural hazards can be better predicted and modelled with ML data fusion.
Finally, we introduce a case study where we discuss the fusion methodologies of EO and social media, stressing
the importance and of unstructured data in EO, and the difficulty of their management.

4.1. Multitemporal and multisensor gap-filling in remote sensing

The presence of gaps in EO data limits their applicability in a number of applications that need continuous
data. Standard techniques for gap filling temporal series such as linear or cubic interpolation, or auto-regressive
functions fail to reconstruct sharp transitions or long data gaps. Also, they are not able to infer information
from other collocated sensors measuring the same biophysical variable, which is the setting found, for instance,
when harmonizing data from multiple satellites into consistent climate data records of Essential Climate Vari-
ables (ECVs) [122]. Another challenging setting for standard gap-filling approaches is the fusion of collocated
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Figure 2: Results of the application of the multi-output LMC-GP gap-filling technique at DAHRA validation site (1 station). Top left:
site location and land use map. Top right: time series of in-situ (black-lines), and satellite-based soil moisture estimates from SMOS,
ASCAT and AMSR2 (orange dots denote the training data and green lines the predictions). The blue rectangle indicates the time period that
is represented in the bottom figure. The bottom-left dashed rectangle exemplifies how the method reconstructs long data gaps in AMSR2
based on no-rain information from the other two sensors, assigning a higher uncertainty when no training data is available. The bottom-right
dashed rectangle points out a specific rainfall event that was captured only by SMOS and is accounted for in the reconstruction of ASCAT
and AMSR2 time series.

microwave and optical observations for cloud-free estimates of vegetation descriptors, which needs to exploit
the relationships between the two [123]. In this section, we show how we can efficiently deal with the spatio-
temporal gaps of collocated satellite-based observations by employing a multi-output Gaussian Process model
based on the Linear Model of Corregionalization (LMC) [124]. The method allows learning the relationships
among the different sensors and build an across-domain kernel function to transfer information across the time
series and do predictions with associated confidence intervals on regions where no data are available.
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We illustrate the procedure using soil moisture time series from three spaceborne microwave sensors, which
are integrated in the ESA Climate Change Initiative (CCI) soil moisture product [125]: the ESA’s SMOS L-band
radiometer, the AMSR2 C-band radiometer on-board JAXA’s GCOM-W1, and the ASCAT C-band scatterom-
eter on-board Eumetsat MetOp satellites. The temporal period of study is 6 years, starting in June 2010. Each
product presents different observational gaps due to the presence of Radio Frequency Interferences at their op-
erating frequency or high uncertainty in their inversion algorithm (e.g. presence of snow masking observations,
dense vegetation, or high topography). The problem we face here is that we need a gap-filling methodology able
to handle several outputs together and force a “sharp” reconstruction of the time series so that fast dry-down and
wetting-up dynamics are preserved (avoid smoothing). We show the application of the LMC multi-output GP
regression at two in-situ soil moisture networks from the International Soil Moisture Network: REMEDHUS
in Spain (17 stations [126]), and DAHRA in Senegal (1 station [127]). In terms of temporal coverage, they are
representative of best-case (REMEDHUS), and wort-case (DAHRA) scenarios, where best satellite coverage is
of 91% and of 64% of the study period, respectively.

Results of the application of the proposed LMC-GP over DAHRA are shown in Figure 2, together with
the original satellite time series and the in-situ data as a benchmark. It can be seen that the reconstructed soil
moisture time series follow closely the original time series, capturing the wetting-up and drying-down events
and filling the missing information (e.g. see the peak in October 2014 which was captured only by SMOS and
is reproduced by the three reconstructed time series). Also, predictions have associated uncertainties related to
the availability of training data for each specific sensor. It is remarkable that for AMSR2 the reconstructed time
series back-propagate to dates before the satellite was launched (shown here for illustration purposes), yet they
look very consistent with the real satellite data. Given the soil moisture products present no-data in different
time and space locations, the method allows to provide predictions at all time stamps where at least there is one
satellite measurement, maximizing therefore the spatio-temporal coverage of the data sets.

Table 2: Mean error (ME) [m3m−3], unbiased RMSE (ubRMSE) [m3m−3] and Pearson’s correlation (R) for the original and reconstructed
satellite time series against in-situ measurements from REMEDHUS and DAHRA networks. Variable ‘gaps’ reports the percentage of days
that were gap-filled in the reconstructed series.

REMEDHUS DAHRA
ME ubRMSE R gaps[%] ME ubRMSE R gaps[%]

SMOS -0.032 0.003 0.81 - -0.0143 0.001 0.79 -
SMOS rec -0.033 0.003 0.81 8.58 -0.014 0.001 0.78 54.14

ASCAT 0.002 0.004 0.79 - 0.071 0.002 0.70 -
ASCAT rec -0.001 0.004 0.78 23.68 0.064 0.002 0.70 36.15

AMSR2 0.118 0.005 0.86 - 0.026 0.002 0.73 -
AMSR2 rec 0.084 0.005 0.81 52.24 0.019 0.001 0.79 77.26

Statistical scores from comparison with in-situ data at the two sites of the original and reconstructed time
series are shown in Table 2. The analyses show that Pearson’s correlation coefficient (R), mean error (ME) and
unbiased root-mean-squared error (ubRMSE) with respect to in-situ data remain within reasonable bounds and
are not affected to a high degree by the reconstruction, even in the more extreme case of DAHRA. These results
provide confidence in the proposed technique and their potential to mitigate the effect of missing information in
satellite-based observational records.

4.2. Modern data assimilation and hybrid modeling in geosciences

In this case study, we focus on image data fusion (blending) methods as optimal approaches for overcoming
individual sensor’s limitations and combining different multiresolution datasets. Blending Landsat and MODIS
has been the preferred sensor combination in the literature and enabled predicting gap free surface reflectances
[56, 128] at Landsat spatial resolution (30 m). Both missions provide long time series of data with a high degree
of consistency. The MODIS sensor, on board of Terra and Aqua platforms, provides global observations and a
daily revisit cycle at a cost of having a coarse spatial resolution (250-1000m). This resolution clearly limits its
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utility for fine-scale environmental applications, but on the other hand, MODIS high temporal resolution allows
tracking rapid land-cover changes while maximizes the possibility of having cloud-free observations. We have
also capitalized on using these two sensors, especially because the proposed approach has been specifically
designed to exploit past temporal information to improve the results.

Here, we focus on a KF logic method named HIghly Scalable Temporal Adaptive Fusion Model (HIS-
TARFM). This algorithm was implemented in the Google Earth Engine (GEE) cloud computing platform [129]
and consists of a bias-aware Bayesian data assimilation scheme [130]. HISTARFM uses two Kalman estimators
operating simultaneously to reduce the amount of noise and decrease possible biases (if present) in the predicted
Landsat spectral reflectances. The first estimator is an optimal interpolator (a special case of the Kalman filter
with no dynamic model) that produces estimates of Landsat reflectance values for a given time by combining a
Landsat climatology (mean monthly values considering many years) and linearly blended Landsat and MODIS
spectral information. The second coupled estimator is an additional Kalman filter which is in charge of correct-
ing dynamically possible biases of the reflectance produced (if present) by the first estimator. The next figure
shows an example of the results of the HISTARFM algorithm over an area with massive gaps due to cloud
contamination and sensor malfunctioning.

(a) Original RGB composite with Landsat data (b) HISTARFM gap filled RGB composite

Figure 3: Differences between the original Landsat data and the gap filled data set processed with the the proposed data assimilation
approach. Both images correspond with a cropland area in Texas state (US) for the date May 2010.

HISTARFM takes advantage of the GEE platform, this enables to process huge amounts of data significantly
faster than other approaches available in the literature. The validation of the proposed method over 1050 sites
spread out over the conterminous United States indicated the feasibility of the method and provided satisfactory
results. The relative mean errors remained below 2% (in all spectral bands) and the relative mean absolute errors
and relative root mean squared errors ranged between low to moderate (10-20%) depending on the spectral
band. Moreover, the high degree of agreement between the validation errors and the predicted uncertainties by
HISTARFM indicated the utility of this information for error propagation purposes.

4.3. Natural hazard prediction and data fusion
Natural hazards cause thousands of deaths and inflict tremendous societal damage every year. To demon-

strate the catastrophic influence of such hazards, between 2005 and 2014, 700,000 people were killed, and 1.7
billion people were affected worldwide by disasters2. This clearly demonstrates the importance of developing
accurate and efficient mapping, modeling, and prediction techniques to reduce the catastrophic impact of natural
hazards.

2https://www.unisdr.org/
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The success of information fusion techniques has revolutionized the challenging and vitally important ap-
plications of modeling natural hazards [131]. In this context, the fusion of multiple sources of data using ML
techniques has been reported as an effective tool to greatly contribute to increasing the accuracy of the prediction
models [132, 133, 134, 135].

To provide a bird’s-eye view over the variety of data fusion models for hazard modeling, a number of
relevant research studies have been summarized in Table 3, which provides an overview of the key contributions,
investigated data sources, and the tackled hazard type. The fusion of the multiple data sources, e.g., satellite
imaging, radar data, laser point clouds, UAV images, weather stations, crowdsourcing data, social media, and
GIS have shown their advantages to greatly enhance the robustness and performance of hazard detection and
avoidance systems, leading to a safer planetary anytime, anywhere.

Table 3: Notable Research studies on data fusion techniques for hazard modeling .
Research Studies Contribution Data fusion Hazard type
Shi et al. (2019) [136] An enhanced flexible spatiotemporal data fusion model

for prediction
Fusion of Landsat and MODIS satellite data Landslide

Shanet al. (2019) [137] High-rate real-time GNSS seismology and early warn-
ing system

Fusion of displacement and acceleration seismol-
ogy data

Earthquake

Yang et al. (2019) [138] Susceptibility mapping using the B-GeoSVC model and
Hierarchical Bayesian method

Fusion of regional and local information Landslide

Feng et al. (2019) [139] Integration of remotely sensed drought factors for accu-
rate drought prediction

Fusion of thirty remotely-sensed drought factors
from the Tropical Rainfall Measuring Mission
(TRMM) and MODIS

Drought

Zou et al. (2019) [140] Wildfire smoke simulations and observations for re-
gional hazard prediction

Fusion of PM2.5 air pollution Wildfire

Knipper et al. (2019) [141] Evapotranspiration prediction for irrigation manage-
ment

Fusion of evapotranspiration time-series retrievals
from multiple satellite platforms

Drought

Guerriero et al. (2019) [142] Flood hazard mapping in convex floodplain: Multiple
probability models fusion, bank threshold, and levees ef-
fect spatialization

Fusion of LiDAR-derived high-resolution topogra-
phy and ground-based measurements

Flood

Lee and Tien (2018) [143] Probabilistic Framework for disaster prediction Fusion of multiple sources, including physical sen-
sors measuring environmental quantities and big
data from social sensors

Disaster

Azmi and Rüdiger (2018)
[144]

Validating the data fusion-based drought index (DFDI)
and recalibrating the regional drought thresholds for in-
creasing the predictive accuracy.

Fusion of drought index Drought

Alizadeh and Nikoo (2018)
[145]

A fusion-based methodology for drought prediction Fusion of diverse remotely sensed data Drought

Pastick et al. (2018) [146] Spatiotemporal analysis of dryland ecosystems Data fusion of Landsat-8 and Sentinel-2, and
MODIS

Drought

Li and Fan (2017) [147] Accurate landslides hazard prediction Fusion of remote sensing data and UAV Landslide
Zhuo and, Han (2017) [148] Accurate drought prediction Fusion of remotely sensed data and weather sta-

tions
Drought

Rosser et al. (2017) [149] Rapid and accurate flood inundation mapping Fusion of social media, remote sensing, and topo-
graphic information

Flood

Renschler and Wang (2017)
[150]

Accurate flood prediction Fusion of multi-source GIS, hydraulic modeling
based on remote sensing data, and LiDAR

Flood

Hillen (2017) [151] Hazard prediction and mitigation Fusion of geo-information and mobility data Geohazards
and flood

Among the variety of geohazards, flood and drought modeling and prediction is regarded as a very complex
phenomenon which is known to be among the least understood natural hazards due to its multiple causing
reasons or contributing factors operating at different temporal and spatial scales. Fortunately, the application of
data fusion in flood and drought modeling has evolved significantly compared to other hazards [151, 152, 153].
To demonstrate the effectiveness of ML-based information fusion techniques for the challenging application of
flood prediction, in the following, we provided a dedicated case study.

4.3.1. Flood prediction by integrating remote sensing and weather station data
Floods are increasingly recognized as a frequent natural hazard worldwide. Increasing the accuracy of

flood susceptibility mapping is of utmost importance for efficient land use management, policy analysis, and
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Figure 4: Location of the case study; distribution of the weather stations in the basin.

Figure 5: a) Flooded and non-flooded points (b) inundated regions according to Sentinel-2.

the advancement of the mitigation structures to optimally reduce the devastation. Introduction to flood sus-
ceptibility mapping: Hazard susceptibility mapping of flood is essential for mitigation due to their higher
destructive power in a short period. ML-based methods are among the most popular methods used for accurate
mapping of the flood hazard [154]. Several comparative studies in the literature reported promising results using
ML methods [155, 156]. Along with employing the hybridization and ensemble techniques for improving the
accuracy of ML models, the data fusion techniques have shown promising results. The aim of this case study is
to demonstrate the performance of a data fusion approach to integrate information obtained by weather stations,
land survey, and satellite data to improve the accuracy of the flood superstability mapping.

Materials and methods: The study area is Gorganroud Basin, located in the northwest of Iran between
latitudes of 36º 25’ to 38º 15’ N and longitudes of 56º 26’ to 54º 10’ E. In this case study, the data fusion is
conducted by locating the flooded and non-flooded points and identifying the inundated regions using Sentinel-
2 satellite images. Due to the lack of recorded location of flood occurrences, the inundation areas are identified
using the Modified Normalized Difference Water Index (MNDWI) of Sentinel-2. Radiometrically calibrated
and terrain corrected Sentinel-2 Level-1C dataset is stored within GEE to support the free cloud computing
facilities for this case study [157]. Fig. 4 shows the study area. The inundated area is extracted by MNDWI
during a period from March and April of 2019 when the flood affected the region (Fig. 5). Furthermore,
feature selection using simulated annealing and modeling through RF is used to identify the hazard areas. The
validation is done using hit and miss analysis.

After identifying the inundated area, the number of 368 flash-flood locations were randomly considered
from the inundated points and their locations were confirmed through field surveys. For modeling, the inundated
points were considered as the dependent variable and used for modeling with RF.

Modeling: After preparing the predictand flood/non-flood locations as input and the predicting variables as
output, the model is developed where the values of 0 and 1 were assigned to the non-flood and flood occurrence
locations, respectively. From the whole dataset, 70% of the data is considered for training while the remaining
30% of the data is used for testing. A 10-fold cross-validation methodology was used to train the ML models.
The results of the hazard modeling using RF is shown in Fig. 6.
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Figure 6: Hazard sustainability mapping of flood using RF.

4.4. Fusion of Earth data and Social media

Earth data is routinely used to infer many aspects of Earth. Since most Earth data are generated using satel-
lites or airborne platforms, they are often limited to a birds-eye perspective. Given the high sensor quality and
non-invasiveness of remote sensing, such birds-eye Earth data have become a primary driver for understanding
the morphological structure of Earth, including applications ranging from biology [158, 159], environmental and
social sciences [160, 161], cartography and mapping [162], among others. Unfortunately, this non-invasiveness
of the birds-eye perspective implies some limitations in the semantic concepts one can distinguish. This differ-
ence is manifested in the distinction of land-cover mapping from land-use mapping or as well between building
function (e.g., what people are supposed to do in this location) and activity estimation (e.g., what people are
observed to do in reality). While the first one is what a satellite or airborne platform can sense, the second one
is even more important to many applications. In this context, additional data and measurements can greatly help
resolve these ambiguities. Such additional (covariate) data sources include base map data including information
like building footprints, street networks, cadastral information, historical information or and data contributed
by citizens, for example, through using social media. Social media information is envisioned to augment the
birds-eye view with ground-level features like images or text originating from a certain location or more abstract
anthropogenic signals correlated to population density, wealth, or other spatial distributions of interest.

In general, there are three categories of how location-based social media can be analyzed and fused with
ESS data: one is based on the metadata. In computer science, metadata comprises all data that describes the
data at hand, usually including information on time, identity, place, size, and user profiles. The second category
of exploiting social media is based on text mining, trying to understand and relate the message content to the
Earth. Finally, the third category considers social media images and video sequences. Similarly to the text case,
many images in social networks do not relate to the location they are sent from. Hopefully, the totality of images
and videos in a certain area tells something about the area or one can detect which messages are related to a
given location. All three aspects of social media require different data mining, ML and data fusion approaches
as they all pose very different challenges to the overall system.

4.4.1. Spatial Statistics of Metadata
The most traditional technique relies on spatial summary statistics of messages. One assumes that the

patterns in which messages are generated are related to interesting factors which influence ESS parameters of
interest. For example, social media users are typically quiet while sleeping and have a detectably higher activity
during the day [163]. That is, messages that originate from a certain location late in the evening as well as in
the early morning with a break of a few hours might indicate some home or sleep location, definitely a spatial
information. Fusing with overhead imagery, we might be able to distinguish between a hotel (large building,
social media activity very low during late night) and a residential building (small building, much green around,
social media activity low during late night). In addition, the type of user or intention of the message is reflected
in metadata to some extent. Marketing and job announcements of corporations, for example, tend to use the full
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(a) Global Twitter Density (b) Positive Sentiment of Twitter messages around New York

Figure 7: Illustrations of Social Media Statistics on the example of Twitter public stream data.

capacity of social media containing as many hashtags as possible to reach many users, and contain many words
exploiting the full capacity of the message. It has been shown that simple features extracted from social media
metadata alone can increase the convergence speed and final quality of a deep learning model predicting urban
land use modeled after local climate zones paradigm by a significant margin [164]. Figure 7(a) depicts spatial
density of Twitter data measured as the radius of a k-nearest-neighbor environment of each point. As can seen,
Twitter usage is tightly connected to many socio-demographic factors. This relation has been discussed in [165]
as well.

4.4.2. Text Mining
Text mining comprises a set of techniques in which natural language text is transformed into a numeric

representation that captures some semantics of the text. Many techniques have been introduced in the past
that are based on character and word frequencies including TF-IDF ranking of documents in keyword search
[166], or sparse text mining based on word-document matrices including topic modelling and Latent Dirichlet
Allocation (LDA) [167]. However, the limitation of these methods has usually been to find a good vocabulary
for a given task that does not contain meaningless words and pre-processing text in order that different forms
of words are detected as the same word in these methods. When it comes to spatial data, however, language
is gradually changing with location and might jump to a completely different tongue when crossing borders,
complicating this process even more. In the deep learning area, text embeddings have become feasible which
are a bit less dependent on these basic, but very hard language pre-processing techniques, and exploit very large
datasets to cover the variations automatically [168, 169]. These map a vocabulary into a Euclidean space of
chosen dimension in a way such that semantically similar words end up near each other. Doing this in a certain
way leads to the surprising property that the addition in the vector space becomes semantically sensible with
some limitations [170]. But generally, one aims to become able to perform semantic operations in the latent
space as follows:

King - Man + Woman ≈ Queen
Paris - France + Germany ≈ Berlin

Such numeric representations have then been used in deep learning using long short-term memories (LSTMs)
[171] in order to allow for the deep learning system to analyze sentences taking care to important semantic
words like negations. In the last months, advanced language models based on transformer architectures like
BERT and GPT2 have shown impressive language understanding and generation capacities. Their careful ap-
plication to social media in the context of ESS is a promising direction for future research. In relation to ESS,
text embeddings have been successfully applied to distinguish residential and commercial buildings [172]. In
addition, standard challenge problems of text mining such as sentiment analysis can as well bring interesting
spatial information to life. Sentiment analysis has been well-researched in the natural language domain and in
the computer science and ML domain in the context of learning from sparsely labeled streams [173]. The idea
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is to assign a rating ranging from negative to positive to a text capturing the emotion it represents. Figure 7(b)
depicts the distribution of positive sentiment tweets around New York, which seems to be somehow skewed
towards commercial centers.

4.4.3. Image Mining and Multimedia Analysis
In a similar vein to text mining, the whole body of image analysis and computer vision research can be

applied to social media images too. This can help collect information about the Earth surface from a ground-
level view, assuming that there are enough images taken at the location from where they are sent. Similar to the
text case, images attached to social media messages might not be related to the location where they are posted.
Consequently, the multimedia information available from social media is extremely noisy and one must take
this into account [174].

Social media images have been used to extract statistics such as object counts essentially augmenting mes-
sage metadata and opening the field for applications of spatial statistics. However, images can as well be directly
used in order to classify, for example, land-use classes [175, 176]. In this case, however, causal relations usu-
ally break and the system will be “right for the wrong reason”, a typical side-effect of overfitting. In general,
the social media stream will contain images that might not be representative for the actual context of the post,
where this context information can be the physical surroundings as well as the activity (e.g., dining) or the socio-
demographic context (e.g., rich vs. poor). An end-to-end ML system can learn to exploit all various types of
context in the images and this abstract context is related to the location of origin at least in the sense that a user
has been in a given context in this location. Consequently, it is not surprising that social media images – though
they look like they do not relate significantly to the surroundings as they often do not depict the surroundings –
reveal a lot of social, spatial, and economic information and can, therefore, help augment typical ESS questions
[177].

4.4.4. Summary
Social media comprises a nice yet challenging data source for Earth observation. While it is obvious that

social media correlates to human activities and is dense in urban regions, it is surprising that the content of the
messages and their metadata can be used to distinguish traditional land cover and land use ambiguities in remote
sensing imagery. However, methods of learning from such noisy data streams with such sparse labels are still
in its infancy and need additional breakthroughs in unsupervised ML, natural language processing, and spatial
data science in order to provide full potential.

5. Conclusions, discussion and outlook

In this article we have reviewed the state-of-the-art on Machine Learning (ML) information fusion for Earth
observation (EO). The article, with a clear practical application, has been structured on literature review, data-
sources and models description and some selected case studies where ML fusion information has obtained
excellent performance in real problems. We have shown that the amount and diversity of the available data
sources for EO has made information fusion a key step for successful real applications, with high societal,
economical and environmental implications. We anticipate a huge impact in the upcoming years given the ever-
growing increase, improvement, and ubiquity in sensory systems used in the EO field. The temporal, spatial and
spectral resolutions are increasing dramatically, higher resolution models are now available, and social networks
data promise to complement the view of the processes occurring in all spheres of the Earth system. We have also
shown that ML approaches have the ability to blend and extract knowledge from these data, obtaining excellent
results in a large number of EO problems and applications.

There is an important challenge that the EO community has to face: the scalability of algorithms in the big
data era. Many interesting approaches exist nowadays (high performance computing platforms, more efficient
and sparse algorithms, green AI methodologies, etc.), and we expect much more advances on this in the near
future. Besides this more technical problem, we can identify two important stepping stones: how to extract
information in highly unstructured data, and how to achieve understanding through information fusion. On the
one hand, the platforms and sources of information may vary considerably in multiple dimensions. For example,
the types of properties sensed and the spatial and spectral resolutions of the data, and sometimes the temporal
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resolution of the corresponding sensor. This also applies even to the sensors that are mounted on the same
platform, or that are part of the same satellite configuration. The rapid increase in the number and availability
of data with an enormous amount of heterogeneity, and non-stationary properties, creates serious challenges for
their effective and efficient processing. For a particular problem at hand, there may exist multiple remote sensing
and ancillary datasets which leads to a dilemma: how best to integrate multiple datasets, probably unstructured
and non-stationary, for maximum utility? It is currently one of the main challenges in EO. On the other hand, and
perhaps more important, we have the issue of problem understanding through information fusion. Blending the
information provided by different sources and ancillary systems not only can be an efficient way of improving
the performance of ML algorithms in specific problems, but also a way of improving the understanding of the
systems, usually as part of larger structures, and providing this way a better physical interpretation of the results
obtained. The challenge is here to combine adequately sources of information which can provide very different
perspectives to the problem, or even different possible interpretations depending on the case, and which improve
the performance of the ML algorithms at the same time.

To tackle the previous challenges, we identify several exciting venues that open in the immediate future of
ML information fusion in Earth sciences and EO in particular. A promising approach is about designing ML
models that incorporate domain knowledge internally in a more sophisticated approach to data assimilation. Two
methodological approaches have potential in facilitating the fusion of data-driven and arbitrary data sources and
also physical models: probabilistic programming and differentiable programming. Probabilistic programming
allows for accounting of various uncertainty aspects in a formal but flexible way, which allows in principle to
account for data and model uncertainties, inclusion of priors and constraints coming from ancillary data and/or
process-based (theory-driven) modeling. Differentiable programming, on the other hand, allows for efficient
optimization of arbitrary losses owing to automated differentiation, which might help make the large, nonlinear
and complex modeling more tractable. Attaining hybrid physics-aware ML will allow us advancing in improved
modeling in terms of consistency and interpretability.

Understanding, especially from heterogeneous data, is harder than predicting, and ML algorithms are cur-
rently only mere (yet powerful) interpolation techniques: they excel in fitting arbitrary functional data relations
but do not have a clear notion of the underlying causal relations. Despite the great predictive capabilities of
current methods, there is still little actual learning in the ML information fusion pipeline. In this context, causal
inference methods aim at discovering and explaining the causal structure of the underlying system. When in-
terventions in the system are not possible, observational causal inference comes into play. Observation-based
causal discovery aims at extracting potential causal relationships from multivariate datasets, and goes beyond
the commonly adopted correlation approach, which merely obtains associations between variables. Today the
science of “causal inference” is sufficiently advanced to unravel relations between multiple coupled variables be-
yond correlations even in the presence of non-linearities and non-stationarities. Observational causal inference
could make a decisive change in the way we process, analyze and understand multi-source and multi-sensory
data.
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